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Abstract001

The Four-Element Theory is a fundamental002
framework in criminal law, defining the consti-003
tution of crime through four dimensions: Sub-004
ject, Object, Subjective aspect, and Objective005
aspect. This theory is widely referenced in legal006
reasoning, and many Large Language Models007
(LLMs) attempt to incorporate it when han-008
dling legal tasks. However, current approaches009
rely on LLMs’ internal knowledge to incorpo-010
rate this theory, often lacking completeness and011
representativeness. To address this limitation,012
we introduce JUREX-4E, an expert-annotated013
knowledge base covering 155 criminal charges.014
It is structured through a progressive hierarchi-015
cal annotation framework that prioritizes legal016
source validity and employs diverse legal inter-017
pretation methods to ensure comprehensiveness018
and authority. We evaluate JUREX-4E on the019
Similar Charge Distinction task and apply it to020
Legal Case Retrieval, demonstrating its effec-021
tiveness in improving LLM performance. Ex-022
perimental results validate the high quality of023
JUREX-4E and its substantial impact on down-024
stream legal tasks, underscoring its potential025
for advancing legal AI applications.026

1 Introduction027

In legal AI tasks, enhancing the accuracy and inter-028

pretability of Large Language Models (LLMs) in029

the legal domain often requires the incorporation of030

legal theories as a support (Jiang and Yang, 2023;031

Servantez et al., 2024; Yuan et al., 2024; Deng et al.,032

2023). One important theory is the Four-Element033

Theory of Crime Constitution in Chinese criminal034

law (Liang, 2017). This theory deconstructs crim-035

inal conduct into four elements: Subject, Object,036

Subjective aspect, and Objective aspect, providing037

clear standards for judicial authorities to determine038

criminal behavior and helping to prevent the abuse039

of penal power.040

However, most current approaches do not pro-041

vide additional knowledge but rather rely on the042

LLM’s internal knowledge to incorporate the Four- 043

Element Theory. A common method is to guide 044

LLMs in mimicking expert reasoning processes. 045

For example, designing four separate prompts to 046

guide the LLM outputs in the form of four ele- 047

ments(Deng et al., 2023). 048

These methods assume that the model has a solid 049

grasp of the Four-Element Theory, which has not 050

yet been verified. We had LLMs generate the four 051

elements of several complicated crimes in Chinese 052

judicial practice(Ouyang et al., 1999), and then 053

asked legal experts to score them. We found that, 054

although LLMs can generate formally standardized 055

and relatively accurate legal descriptions when pro- 056

vided with legal theoretical frameworks and refer- 057

ences, the model still underperformed in terms of 058

completeness and representativeness. This short- 059

coming could affect the accuracy and soundness of 060

subsequent reasoning. 061

To help LLMs better utilize the Four-Element 062

Theory in legal tasks, we propose JUREX-4E: 063

JURidical EXpert-annotated 4-Element knowl- 064

edge base for legal reasoning. This knowledge 065

base is annotated using a progressive hierarchy: Ar- 066

ticle → Judicial Interpretations → Guiding Cases 067

→ Academic Discourses, which is built upon the 068

pyramid structure of legal source validity. It in- 069

corporates various legal interpretation methods, in- 070

cluding textual, systematic, sociological, and pur- 071

posive interpretations. The knowledge base covers 072

the four elements of 155 high frequency charges, 073

annotated by legal experts over a period of seven 074

months. Each crime’s four elements are described 075

in an average of 472.5 words. 076

To assess the quality of the annotations, we sam- 077

pled several crimes for human evaluation. The ex- 078

pert annotations achieved an average score of 4.60 079

on a 5-point scale, while the LLM-generated four 080

elements scored only 3.96, indicating that the ex- 081

pert annotations were of higher quality. To further 082

evaluate the annotations objectively and compre- 083
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hensively, a direct way is to judge whether different084

charges can be distinguished according to the four-085

element definition of crime constitution. There-086

fore, we introduced the Similar Charge Distinction087

task (Liu et al., 2021). For each case, we provided088

the four elements of the candidate confused charges089

and combined them with the case facts as model090

input. The experimental results showed that in-091

jecting expert annotations helped the model better092

differentiate between similar charges, improving093

performance with a 0.65 increase in average ac-094

curacy and a 0.70 increase in average F1-score,095

underscoring the superior quality and reliability of096

expert annotations compared to those generated by097

the LLM.098

We also applied the expert annotations in a spe-099

cific legal task: Legal Case Retrieval. It is an100

important step in the practice of analyzing cases101

and making judgments, requiring the precise ap-102

plication of the four-element theory to compare103

the criminal composition of cases. We designed a104

simple retrieval framework guided by expert knowl-105

edge, in which the charge’s four elements was used106

to generate four-element descriptions for both the107

query and candidate cases, and then match similar108

cases based on their vector similarity. Experiments109

demonstrated that incorporating expert-annotated110

four elements improved retrieval performance, as111

the model became better at focusing on the legal112

features and key details.113

Our contributions are as follows:114

(1) We verify that LLMs have gaps in understand-115

ing the legal theory, highlighting the inade-116

quacy of relying solely on LLM-driven rea-117

soning for legal AI tasks.118

(2) We built the JUREX-4E knowledge base,119

which is the first to incorporate the pyramid120

structure of legal source validity and covers the121

four elements of 155 criminal charges under122

Chinese Criminal Law.123

(3) We demonstrated the significance of incorpo-124

rating criminal composition elements in the125

Similar Charge Distinction task and proved the126

superior quality of the expert-annotated four-127

element knowledge base.128

(4) We applied JUREX-4E to the Legal Case Re-129

trieval task, found that they do indeed con-130

tribute to downstream tasks.131

2 Related Work 132

In legal AI, much work has introduced legal theo- 133

ries to enhance reasoning and improve model ac- 134

curacy and interpretability. For example, legal syl- 135

logism prompting (LoT)(Jiang and Yang, 2023) 136

teaches LLMs for legal judgment prediction by in- 137

structing legal syllogism, Chain of Logic(Servantez 138

et al., 2024) guides models in reasoning about 139

compositional rules by decomposing logical state- 140

ments based on the IRAC (Issue, Rule, Application, 141

Conclusion) paradigm. Among these, the Four- 142

Elements Theory (FET) of Crime Constitution is a 143

widely adopted framework(Yuan et al., 2024; Deng 144

et al., 2023). 145

The Four-Element Theory is one of the most 146

widely recognized criminal theories in Chinese ju- 147

dicial practice (Liang, 2017). It specifies four es- 148

sential elements that must be satisfied to establish 149

criminal liability: Subject, Object, Subjective as- 150

pect, and Objective aspect. For example, the four 151

elements of the Crime of Affray can be briefly sum- 152

marized as follows: 153

(1) Subject: Principal organizers and other active 154

participants who have reached the age of criminal 155

responsibility. (2) Object: Public order. (3) Objec- 156

tive Aspect: The act of assembling brawl, engaging 157

in a brawl, resulting in the following consequences 158

of serious injury. (4) Subjective Aspect: Direct 159

intent, where the person knowingly and willfully 160

engages in organizing or participating in the act of 161

assembling brawl. 162

Before discussing the Four-Element Theory 163

(FET), it is necessary to briefly compare it with 164

another key theory in Chinese criminal law, the 165

Hierarchical Theory of Crime Constitution(Zhou, 166

2017b; Zhang, 2010), the main distinction between 167

these theories lies in whether a hierarchical struc- 168

ture is considered, with ongoing debates in prac- 169

tice(Gao, 2009; Chen, 2010, 2017; Zhou, 2017a). 170

We chose FET as our foundational template for 171

following reasons: 1) its dominance in Chinese ju- 172

dicial practice aligns with real-world criminal judg- 173

ments; (2) its clear distinction between objective 174

aspects and subjective intent offers direct reasoning 175

checkpoints compared to the Three-Tier Theory; 176

(3) its four-element annotation is flexible and can 177

be adapted to the Three-Tier Theory by prioritizing 178

objective analysis before subjective evaluation(Li, 179

2006; Zhang, 2017). 180

Recent approaches have leveraged the FET 181

framework to model expert reasoning. For exam- 182
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Figure 1: Hierarchical Legal Interpretation System base on legal source validity. The legal sources follow a
hierarchical order of validity. Thick arrows indicate the primary level where a particular interpretive method is
applied, while dashed arrows represent its supplementary use at that level.

ple, breaking down legal rules into FET-aligned183

components using automated planning techniques184

(Yuan et al., 2024). Employing model-generated185

four-element structures as minor premises in legal186

judgment analysis (Deng et al., 2023). While these187

methods have demonstrated improved performance188

on downstream tasks, they generally assume that189

the LLMs inherently understand the FET, without190

systematically validating this assumption. Notably,191

prior research on criminal charge prediction (An192

et al., 2022) suggests that the models may misin-193

terpret key legal concepts and may not be sensitive194

enough to the subtle differences in fact descrip-195

tions of confusing charges, highlighting the need196

to incorporate expert annotations to support LLM197

reasoning.198

3 Dataset Construction199

3.1 Hierarchical Legal Interpretation System200

Annotating the four elements of crime constitu-201

tion is essentially a process of legal interpretation,202

which can be analyzed in two aspects:203

(1) What law is being interpreted. This in-204

volves identifying the sources of law, including205

statutory provisions corresponding to a specific206

charge, their associated judicial interpretations,207

case precedents, and academic discourses. In legal208

studies, these sources are categorized based on their209

legal validity into formal sources (which carry legal210

forces in judgments) and informal sources (which211

serve as references without legal forces)(Pound,212

1925; Watson, 1982; Pound, 1932). Articles and ju-213

dicial interpretations are considered formal sources,214

whereas case precedents and academic discourses215

are regarded as informal sources under the Chinese216

legal system(Zhang and Zhou, 2007).217

(2) How the law is interpreted. This pertains 218

to legal interpretation methods, including literal 219

interpretation, systematic interpretation, purposive 220

interpretation, etc. These methods follow a hierar- 221

chical order in legal reasoning(Sutherland, 1891; 222

Kim and Division, 2008; Eig Larry, 2014). Legal 223

interpretation should begin with literal interpreta- 224

tion (textual analysis). If the intended meaning 225

cannot be clearly derived from the article alone, 226

systematic interpretation and purpose interpreta- 227

tion should be applied first. If ambiguity remains, 228

historical interpretation and comparative law inter- 229

pretation may be used to further clarify the legal 230

meaning. The specific definition is in AppendixB. 231

Based on these principles, our annotation fol- 232

lows a pyramid structure of Hierarchical Legal In- 233

terpretation System base on legal source validity. 234

As shown in Figure 1, the system is divided into 235

two parts: Legal Source and Legal Interpretation 236

Methods. The main structure of legal source fol- 237

lows a hierarchical order of validity: Article → 238

Judicial Interpretations → Guiding Cases → Aca- 239

demic Discourses, where various legal interpreta- 240

tion methods are applied across different levels. 241

Thick arrows indicate the primary level at which a 242

particular method is used, while thin arrows denote 243

the cross applications. 244

3.2 Hierarchical Annotation Path of Legal 245

Sources 246

Our Annotators are experts have all passed the Na- 247

tional Uniform Legal Profession Qualification Ex- 248

amination and are familiar with the Four-Element 249

Theory. The entire annotation process took a total 250

of 7 months and involved 4 rounds of annotation 251

according to the validity of the legal source from 252
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high to low level.253

The First Level: Article. Legal elements can254

be seen as an interpretation and refinement of the255

statutory provisions corresponding to a particular256

crime. Using literal interpretation as the primary257

method, the statute is broken down based on its258

semantic meaning and common usage, ensuring259

that the interpretation does not extend beyond the260

possible meaning of the text: (1) linguistic analy-261

sis follows the subject-predicate-object structure of262

the provision. (2) To maintain consistency, terms263

are systematically classified and mapped(e.g: sub-264

jective aspect is classified as either intentional or265

negligent. )(3) Only when it is impossible to make266

an explicit inclusion or exclusion judgment for an267

element based on the rules of language use (neutral268

option field), other interpretation methods should269

be used. This initial phase takes almost 2 months.270

For example, in the crime of robbery, the ob-271

ject "public or private property" represents the pro-272

tected legal interest. The phrase "forcibly seizing273

public or private property through violence, coer-274

cion, or other means" describes the objective aspect.275

Since no subject is specified, it is assumed to in-276

volve a general subject, and the adverbs "violence"277

and "coercion" indicate an intentional act. Prelim-278

inarily interpret ‘violence’ in the objective aspect279

as ‘Use of physical force or power’, but the spe-280

cific forms and subjects of violence need further281

clarification.282

The Second Level: Judicial Interpretation. In283

the 3rd and 4th months, the second level of the284

hierarchical annotation path focuses on refining le-285

gal elements through judicial interpretation. The286

primary method used for interpreting these mate-287

rials is systematic interpretation. This approach288

examines the position of the corresponding articles289

within the legal system by analyzing their place-290

ment within the structure of laws, including parts,291

chapters, sections, articles, clauses, and subclauses,292

as well as their relationship to other statutes and293

judicial interpretations. Additionally, other inter-294

pretative methods, such as sociological interpreta-295

tion and teleological interpretation, are referenced296

based on judicial interpretations, related statutory297

provisions, or bar exam questions.The goal of this298

level is to clarify the legislative intent by consid-299

ering the contextual relevance of each provision300

within the broader legal framework.301

For example, in the first level, the objective as-302

pect of "violence" in the crime of robbery requires303

further clarification, specifically regarding whether 304

violence must be directed exclusively at persons 305

or could also apply to property. Article 289 of 306

Chinese Criminal Law(Congress, 2017) stipulates 307

that in cases of "smashing, looting, and robbing" 308

committed by a group, the ringleaders shall be con- 309

victed of robbery if they destroy or seize public 310

or private property. This provision demonstrates 311

that violence against property can also constitute 312

robbery under Chinese law. 313

The Third Level: Guiding Cases. In the 5th to 314

6th month, purposive interpretation and sociolog- 315

ical interpretation are applied to the guiding cases 316

and landmark judgments from the Supreme Court. 317

By examining the social significance of real-world 318

cases, these methods bridge the subtle gap between 319

abstract legal theory and practical cases. This ap- 320

proach enables dynamic adaptation and integration 321

of empirical insights and emerging controversies 322

within the dataset. 323

For example, in Criminal Trial Reference Case 324

No.159(Zou, 2002), the perpetrator lured the victim 325

into a room, locked the door, and seized 170,000 326

RMB intended for a transaction. The court deter- 327

mined that although the detention did not endanger 328

personal safety, it was sufficient to suppress the vic- 329

tim’s resistance, thus constituting "violence" in in 330

the objective aspects of robbery. Another example 331

is the "Molestation and Theft Case" (Ma, 2021), 332

where the perpetrator bound the victim, committed 333

molestation, and stole the victim’s phone. Since the 334

ongoing molestation reinforced coercion, it consti- 335

tutes a new act of violence. Thus, the annotation 336

includes "molestation" as an additional method. 337

The Fourth Level: Academic Discourses. In 338

the 7th month, the final stage involves academic ex- 339

pansion. Academic controversies are introduced by 340

employing multiple interpretive methods such as 341

comparative law interpretation, purposive inter- 342

pretation, and sociological interpretation. These 343

methods include inserting conflict markers at key 344

points of controversy, highlighting the distinctions 345

between mainstream consensus and minority theo- 346

ries, while providing brief annotations of their legal 347

reasoning. This approach ensures the extensibility 348

and academic depth of the dataset. 349

For example, regarding the crime of robbery, 350

for the main view in China, Soviet Union, North 351

Korea, and Japan explicitly holds that the violence 352

must be severe enough to endanger the victim’s 353

life or health(Zhang, 2007). But some scholars 354
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argue that any violence that can forcibly impact the355

victim’s body is sufficient to constitute violence in356

robbery, no need to endanger the victim’s life or357

health(Yang, 2010).358

4 Data Distribution359

Metric
LLM Expert
Mean Median Mean Median

Avg. Length 115.43 - 472.53 -
SB 23.12 27 51.64 17
OB 15.86 15 36.01 25
SA 28.00 30 42.38 21
OA 48.45 45 342.5 230

Table 1: Comparison of Legal Element Lengths: LLM
vs. Expert. SB = Subject, OB = Object, SA = Subjective
Aspect, OA = Objective Aspect.

As shown in Table 1, we compare the length of360

legal elements between expert-annotated descrip-361

tions in JUREX-4E and LLM-generated outputs362

across 105 charges that overlap with the Lecard-363

V2 dataset (Li et al., 2024c), which is one of the364

most comprehensive legal datasets, covering 184365

criminal charges. We find that:366

(1) The average total length of expert annotations367

(472.53) is more than four times longer than that of368

LLM-generated outputs (115.43), indicating that369

the former include more detailed information.370

(2) The median difference between the Subject371

(SB), Object (OB), and Subjective Aspect (SA)372

is relatively small, as these elements are typically373

fixed. For example, the SB is often a general entity,374

and the SA is often intent or negligence.375

(3) The median and mean values for SB and376

SA in the expert annotations differ, especially for377

SB (17 v.s. 51.64). This discrepancy arises be-378

cause certain specialized charges may require more379

detailed explanations. For example, in the crime380

of copyright infringement, the definition of “work”381

under the subject element has 9 occasions. Detailed382

data distribution for each element is provided in383

Appendix A.384

(4) The main difference between Expert and385

LLM is in the Objective Aspect (342.5 v.s. 48.45386

in Mean). This is because the OA includes a range387

of factual elements describing the criminal behav-388

ior, such as the conduct, object, result, time, and389

location, which are most emphasized in legal pro-390

visions and are central to various legal interpretive391

theories.392

5 Human Evaluation 393

We selected 6 complicated crimes in Chinese ju- 394

dicial practice(Ouyang et al., 1999) to evaluate 395

whether the LLM can handle the Four-element 396

Theory. Drawing from previous work(Deng et al., 397

2023; Cui et al., 2024; Zhou et al., 2023), we de- 398

fine LLM-generated knowledge as information pro- 399

duced by the LLM based on its pre-trained knowl- 400

edge and contextual prompts. For detail, we pro- 401

vide the LLM with legal articles and the definition 402

of each element in FET, prompting it to generate 403

the four-elements base on these metrical. The LLM 404

is expected to autonomously identify and generate 405

the four elements based on its learned understand- 406

ing of legal concepts. 407

We invite legal experts to assess the four ele- 408

ments generated by the LLM from four dimen- 409

sions: Precision, Completeness, Representative- 410

ness, and Standardization: 411

• Precision: Whether the key components of 412

each element are accurately identified. This 413

dimension mainly evaluates whether the four 414

elements faithfully represent the legal provi- 415

sions. 416

• Completeness: Whether all necessary infor- 417

mation of each element is included. This as- 418

sesses whether any essential content is miss- 419

ing, such as the omission of a description for 420

specific subjects, like government officials. 421

• Representativeness: Whether the annotations 422

highlight the most critical scenarios in judicial 423

practice. For example, in crimes of intentional 424

injury, this would involve describing the rep- 425

resentative means of harm. 426

• Standardization: Whether the four elements 427

are clearly defined, ensuring consistency in 428

the expression of identical elements across 429

different crimes (e.g., consistent description 430

of general subjects), with concise and easily 431

understandable explanations, free from legal 432

ambiguities or misunderstandings. 433

Each dimension was scored by two types of ex- 434

perts: one group with a pure legal background and 435

another group with a combined background in law 436

and Artificial Intelligence, all of whom have passed 437

the bar examination. The experts were selected to 438

balance domain expertise and interdisciplinary per- 439

spectives. Scores were averaged across the two 440

groups. Details about 1-5 scale criteria and annota- 441

tor background are provided in Appendix C. 442

As shown in Table 2, expert annotations consis- 443
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Dimension LLM Expert δ
Precision 4.12 4.69 + 0.57
Completeness 3.79 4.65 + 0.86
Representativeness 3.60 4.48 + 0.88
Standardization 4.33 4.56 + 0.23

Table 2: Performance comparison of four elements
across methods. δ represents the score difference be-
tween expert and LLM-generated four-elements, with
experts outperforming LLMs in all dimensions.

tently outperform LLM-generated elements across444

all four dimensions, highlighting the limitations of445

LLMs in understanding legal elements. The most446

pronounced deficiencies are observed in Complete-447

ness (+0.86) and Representativeness (+0.88). This448

suggests that while LLMs can generate formally449

standardized and relatively accurate four elements,450

their description are not specific enough and do not451

adequately reflect the representative features of a452

charge’s criminal composition.453

6 Evaluate Expert Knowledge on Charge454

Disambiguation455

In the preceding section, the human evaluation456

demonstrated that experts annotated higher-quality457

four-elements. To further quantitatively evaluate458

the annotations, a direct way is to judge whether459

different charges can be distinguished according to460

the four-element definition of crime constitution.461

Therefore, we introduce the Similar Charge Disam-462

biguation (SCD) task(Yuan et al., 2024; Li et al.,463

2024a).464

6.1 Experiment Settings465

6.1.1 Dataset466

We chose the dataset released by (Liu et al., 2021),467

which includes five charge sets with the largest468

number of cases. To evaluate performance on repre-469

sentative tasks, we selected three 2-label classifica-470

tion groups commonly examined in other datasets471

(Yuan et al., 2024): Fraud & Extortion (F&E), Em-472

bezzlement & Misappropriation of Public Funds473

(E&MPF), and Abuse of Power & Dereliction of474

Duty (AP&DD). Each crime has over 1.9k cases,475

with a total of 13,962 cases. The details of the476

classification groups are shown in Appendix D.477

Following previous work (Liu et al., 2021; Yuan478

et al., 2024), we use Average Accuracy (Acc) and479

macro-F1 (F1) as evaluation metrics.480

6.1.2 Baselines and Methods 481

To evaluate SCD tasks, we consider two ways 482

of incorporating legal knowledge. The first di- 483

rectly integrates legal statutes, represented by GPT- 484

4o (Achiam et al., 2023) as the baseline and GPT- 485

4o+Article, which explicitly provides relevant legal 486

articles to the model. The second adopts struc- 487

tured legal reasoning to enhance interpretability 488

and accuracy. We consider Legal-CoT, a Chain- 489

of-Thought (Kojima et al., 2022) variant that con- 490

ducts a stepwise analysis based on the FET, and 491

MALR (Yuan et al., 2024), a multi-agent frame- 492

work that decomposes legal tasks into sub-tasks in 493

four-element structures. Details of each baseline 494

are provided in Appendix D. 495

We use an unified approach to introduce four- 496

element descriptions. For each group of sim- 497

ilar charges, the model receives charges’ four- 498

elements from JUREX-4E or generated by LLM to 499

aid classification. Specifically, GPT-4o+FETExpert 500

relies on expert-annotated four-elements, while 501

GPT-4o+FETLLM relies on LLM-generated four- 502

elements. As shown in Appendix D, the instruc- 503

tion format is consistent across methods, with only 504

the [Four Elements of candidate charges] varying 505

based on the source. All experiments are conducted 506

in a zero-shot setting, with the max_tokens set to 507

3,000 (or 10,000 for COT and MALR reasoning) 508

and temperature set to 0 or 0.0001(In repeated ex- 509

periments). 510

6.2 Results 511

As shown in Table 3, the GPT-4o+FETExpert per- 512

forms best in discriminating similar charges, indi- 513

cating that expert annotation is superior to other 514

methods of directly or indirectly introducing FET 515

with LLMs. Specifically, we can derive the follow- 516

ing observation: 517

Effectiveness of Domain-Specific Legal Knowl- 518

edge: Among all approaches, those that explicitly 519

incorporate domain-specific legal knowledge, such 520

as GPT-4o+Article, Legal-CoT, and MALR, outper- 521

form GPT-4o alone. This highlights the importance 522

of integrating legal knowledge. 523

Importance of Concrete Four-element Knowl- 524

edge: The accuracy of both Legal-CoT and 525

MALR is still lower than GPT-4o+FET methods. 526

This suggests that, compared to embedding the 527

Four-Element Theory into LLMs’ reasoning pro- 528

cess, providing concrete charge four-elements en- 529
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Model F&E E&MPF AP&DD Average
Acc F1 Acc F1 Acc F1 Acc F1

GPT-4o 94.36 95.81 86.49 89.76 85.54 87.12 88.72 90.07
GPT-4o+Article 95.34 96.30 92.64 93.03 88.30 89.33 92.09 92.89
Legal-COT 94.99 96.27 90.50 90.99 87.81 88.14 89.95 90.85
MALR 94.62 95.82 86.99 86.98 87.86 88.68 89.82 90.49
GPT-4o+FETLLM 95.73 96.56 91.87 92.01 89.61 89.69 92.40 92.75
GPT-4o+FETExpert 96.06 96.69 92.57 93.05 90.53 90.62 93.05 93.45

Table 3: Results of Charge Disambiguation. FET means introducing the Four-element theory with knowledge
obtained from experts and LLM method. Highest results are in bold.

Figure 2: An expert-guided FET method to enhance le-
gal case retrieval by incorporating expert four elements.

ables the model to better understand the different530

crimes’ composition.531

Superiority of Expert Annotations: Compared532

with the indirect introduction of FET reasoning,533

the method of directly introducing four-elements534

to the model (GPT-4o+FET) achieves better re-535

sults. Notably, GPT-4o+FETExpert surpassing the536

GPT-4o+FETLLM by 0.65 in average accuracy and537

0.70 in average F1-score, underscoring the superior538

quality and reliability of expert annotations in legal539

tasks, aligning with human evaluations in Table 2540

and reaffirming the critical role of human expertise541

in legal decision-making.542

7 Can Expert Knowledge Benefit More543

Downstream Tasks?544

In this section, we design a simple framework to545

apply the expert-annotated four elements to Legal546

Case Retrieval (LCR), a task in which relevant547

cases are retrieved based on given facts. It is an548

important step in the practice of analyzing cases549

and making judgments, and it requires the precise550

application of the four-element theory to matches551

cases with similar criminal compositions.552

7.1 Method 553

We implement a standard dense retrieval approach 554

BGE using BGE-m3 (Chen et al., 2023), an ad- 555

vanced embedding model for dense retrieval. Given 556

a query q and a candidate case c, , their vector 557

representations vq and vc are obtained through 558

shared encoder E: vq = E(q), vc = E(c). We 559

used the BGE-m3 model without fine-tuning as 560

the shared encoder. Next, the relevance score is 561

computed via cosine similarity: 562

simbase(q, c) =
vq · vc

∥vq∥∥vc∥
(1) 563

To retrieve the top-k most similar cases, we rank 564

the candidates based on their cosine similarity to 565

the query. Denote the set of candidate cases as 566

C = {c1, c2, . . . , cn}, where n is the total number 567

of candidate cases. We compute the similarity for 568

each ci ∈ C, and select the top-k candidates with 569

the highest similarity scores. 570

As shown in Figure 2, to leverages expert- 571

annotated four elements of charges, we introduce 572

an BGE+FETExpert_guided method for the retrieval 573

process, consisting of three steps: (1) Predicting 574

charges, a LLM Mp predicts potential charges 575

Z = {z1, ..., zk} from case facts. (2) Matching 576

elements, retrieving corresponding charge’s four- 577

elements {fz}z∈Z in JUREX-4E. (3) Analyzing 578

case facts. Guided by {fz}, another LLM Mg gen- 579

erates case-specific four elements ac for candidate 580

c. The final similarity score combines factual and 581

theoretical alignment: 582

simfinal(q, c) = α·simbase(q, c)+(1−α)·simf(aq, ac)
(2) 583

where α = 0.7 and simf measures the similarity 584

between the generated four-element descriptions. 585

To facilitate comparison, we also design a 586

BGE+FETLLM method that directly prompt the 587

LLM Mg with the concept of Four-Element The- 588

ory to generate case-specific four elements ac. 589
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Model NDCG@10 NDCG@20 NDCG@30 R@1 R@5 R@10 R@20 R@30 MRR
BERT 0.1511 0.1794 0.1978 0.0199 0.0753 0.1299 0.2157 0.2579 0.1136
Legal-BERT 0.1300 0.1487 0.1649 0.0186 0.0542 0.1309 0.1822 0.2172 0.0573
Lawformer 0.2684 0.3049 0.3560 0.0432 0.1479 0.2330 0.3349 0.4683 0.1096
ChatLaw 0.2049 0.2328 0.2745 0.0353 0.1306 0.1913 0.2684 0.3751 0.1285
SAILER 0.3142 0.4133 0.4745 0.0539 0.1780 0.3442 0.5688 0.7092 0.1427
GEAR * * * 0.0630 0.1706 0.3142 0.4625 * 0.2162
BGE 0.4737 0.5539 0.5937 0.0793 0.2945 0.4298 0.6500 0.7394 0.1926
FETLLM 0.5139 0.5862 0.6291 0.0980 0.2967 0.4769 0.6802 0.7828 0.2140

- base 0.3583 0.4293 0.4798 0.0506 0.2240 0.3644 0.5383 0.6652 0.1453

FETExpert_guided 0.5211 0.5920 0.6379 0.1024 0.3049 0.4883 0.6885 0.7967 0.2155
- base 0.3766 0.4584 0.5111 0.0715 0.1894 0.3709 0.5891 0.7203 0.1624

Table 4: SCR results. Bold fonts indicate leading results in each setting. * denotes that the indicator is not applicable
to the current model.

7.2 Dataset590

LeCaRDv2(Li et al., 2024c) is the latest version of591

LeCaRD(Ma et al., 2021), which is widely used592

in LCR task (Li et al., 2024b; Zhou et al., 2023).593

It comprises 800 queries and 55,192 candidates594

extracted from 4.3 million criminal case documents.595

There are two common evaluation settings for this596

dataset: one uses a subset (Qin et al., 2024) with a597

candidate pool size of 1,390, while the other uses598

the full set (Li et al., 2024c) with a candidate pool599

size of 55,000. We conducted experiments under600

both settings.601

Following previous work(Feng et al., 2024; Qin602

et al., 2024), we adopt commonly used evaluation603

metrics. For the subset, we use NDCG@10, 20, 30,604

Recall@1, 5, 10, 20, and MRR. For the full dataset,605

we use Recall@100, Recall@200, Recall@500,606

and Recall@1000.607

7.3 Baselines608

Consistent with earlier work(Li et al., 2024c; Qin609

et al., 2024), we compare some dense retrieval610

methods, including: BERT(Devlin, 2018), Law-611

former(Xiao et al., 2021), ChatLaw-Text2Vec1(Cui612

et al., 2023), SAILER(Li et al., 2023), GEAR(Qin613

et al., 2024). Details of each baseline is shown in614

Appendix E. These baselines are implemented us-615

ing the FlagEmbedding Toolkit2 with a RTX 3090.616

7.4 Results617

The LCR results are shown in Table 4, where we618

can observe that:619

FET Works Well in LCR. The baseline model620

BGE achieves strong performance across most met-621

1https://modelscope.cn/models/fengshan/
ChatLaw-Text2Vec

2https://github.com/FlagOpen/FlagEmbedding

rics compared to previous methods. Introducing the 622

Four-Element Theory (FET) further improves its re- 623

sults, with relative MRR improvements of 11.11% 624

for FETLLM and 11.89% for FETExpert_guided, indi- 625

cating that introducing legal theory is effective. 626

Expert Knowledge is Necessary. By leverag- 627

ing external knowledge, FETExpert_guided achieves 628

significant improvements across all of the met- 629

rics. Specifically, using expert-guided case four- 630

elements (FETExpert_guided-base) outperforms LLM- 631

generated case four-elements (FETLLM-base) by an 632

average of 11.77% in MRR, demonstrating the crit- 633

ical role of expert knowledge in enhancing retrieval 634

precision. A case study in Appendix G shows that 635

the expert four-element for charges provide prac- 636

tical judgment points and key narratives (e.g., the 637

special subject of the Crime of Embezzlement) that 638

help the LLM focus on essential facts to analyze 639

the case. 640

We also evaluated the FET method on the full 641

set, as shown in Table 9 , and the results remain 642

consistent, with the expert-guided method still per- 643

forming best. 644

8 Conclusion 645

In this paper, we propose an expert-annotated 646

knowledge base, evaluate its quality in the Similar 647

Charge Distinction task, and apply it to the Legal 648

Case Retrieval task. Our results demonstrate that 649

expert annotations significantly enhance LLMs’ un- 650

derstanding of the Four-Element Theory. The four- 651

element annotations, enriched with professional 652

legal interpretations, provide strong support for 653

LLMs’ reasoning capabilities. This approach can 654

be extended to other legal AI tasks, such as legal 655

document analysis and contract interpretation. 656
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9 Ethical Considerations657

The datasets used in our evaluation are sourced658

from publicly available legal datasets, with all de-659

fendant information anonymized to ensure privacy.660

10 Limitations661

As a limitation, this knowledge base focuses on662

the Four-Element Theory within the context of663

155 crimes under Chinese Criminal Law. How-664

ever, the four-level hierarchical pyramid annotation665

structure based on the legal interpretation system666

proposed in this work provides valuable insights667

for future expansion to other legal domains, as it668

represents a theoretical framework in the field of ju-669

risprudence. The interpretative methods within the670

legal interpretation system, including textual, sys-671

tematic, sociological, and doctrinal interpretations,672

are universally recognized in international law field673

and can be applied to different laws, countries, and674

legal systems.675
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Figure 3: The average length distribution of
total four elements annotated by experts. Figure 4: The length distribution of each element

annotated by experts.

Figure 5: The average length distribution of total
four elements generated by LLM. Figure 6: The length distribution of each element

generated by LLM.
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A Detailed Data Distribution for each860

Element861

B Interpretation Methods862

1. Literal Interpretation863

A strict textual analysis method that adheres to864

the ordinary meaning of words as understood by a865

reasonable person at the time of enactment, exclud-866

ing subjective intent inference867

2. Systematic Interpretation868

An approach interpreting legal provisions869

through their position within the codified legal870

hierarchy and logical connections with related871

norms, maintaining the integrity of the legal system872

(aligned with Dworkin’s "law as integrity" theory).873

3. Purposive Interpretation874

A method discerning the objective legislative875

purpose through analysis of statutory structure and876

functional goals, distinct from subjective legisla-877

tive intent (following Hart & Sacks’ legal process878

school).879

4. Historical Interpretation880

Interpretation based on legislative history ma-881

terials including drafts, debates and official com-882

mentaries, while distinguishing original meaning883

from framers’ subjective intentions (as per Brest’s884

original understanding theory).885

5. Comparative Interpretation886

A methodology referencing functionally compa-887

rable legal systems sharing common juridical tradi-888

tions, employing analogical reasoning while con-889

sidering local legal culture (developed through Got-890

tfried Wilhelm Leibniz’s comparative law frame-891

work).892

6. Sociological Interpretation893

Interpretation evaluating social efficacy through894

empirical analysis of implementation effects,895

guided by Pound’s sociological jurisprudence prin-896

ciple that "law must be measured by its achieved897

results".898

C Human Evaluation Guidance899

The annotators included three postgraduate stu-900

dents specializing in criminal law and one mas-901

ter’s student in legal science and technology. The902

annotators scored independently, without knowl-903

edge of each other’s results. Before scoring, they904

were asked to read the descriptions and scoring905

guidelines (as shown in Table 5) for each evalua-906

tion dimension. In order to ensure the fairness of907

the evaluation, they do not know the source of each908

four elements, and even do not know that these four 909

elements include those generated by LLMs. 910

When assigning scores, they were also required 911

to provide brief justifications. For example, for the 912

Completeness dimension: 3 (The description of 913

Objective Aspect is too brief, and does not specify 914

the intent of illegal possession). 915

D Details for Similar Charge 916

Disambiguation 917

For LLM baselines, we evaluate both general- 918

purpose and task-specific methods. 919

GPT-4o is an optimized version of GPT- 920

4(Achiam et al., 2023) that has well performance 921

in specific tasks through domain adaptation. 922

To explore the effectiveness of notes-guided four 923

elements in LLMs, we further consider other meth- 924

ods that introduced the Four-element theory into 925

LLMs. 926

GPT-4oLaw, which introduces articles related 927

to corresponding charges into the instruction to 928

provide legal context. 929

Legal-COT is a variant of COT (Kojima et al., 930

2022) that guides the LLM to perform step-by-step 931

legal reasoning by incorporating explanations of 932

the Four-element theory into the instruction. 933

MALR is a up to date multi-agent framework de- 934

signed to enhance complex legal reasoning (Yuan 935

et al., 2024), enabling LLMs to autonomously de- 936

compose legal tasks and extract insights from legal 937

rules. As its full implementation is not publicly 938

available, we use the released code for the auto- 939

planner module and implement the legal insight ex- 940

traction following the specified steps and prompts, 941

with necessary refinements. Experiments on the 942

paper’s reported examples show that our implemen- 943

tation produces task decompositions and outputs 944

largely consistent with the original results. 945

As shown in Table 8, different methods differ 946

in their prompts for generating and explaining the 947

Four-Element Theory, but generally follow a simi- 948

lar process. For the SCD output, except for COT 949

and MALR, which require reasoning processes and 950

prediction results, all other methods only require 951

the output of prediction results. 952

E Baselines in Legal Case Retrieval 953

BERT(Devlin, 2018) is a language model widely 954

used in retrieval tasks. In this paper, we chose 955

12



Dimension Precision Completeness Representativeness Standardization

Definition Whether there are errors
in key elements

Whether the four ele-
ments are complete

Whether key elements
and scenarios are empha-
sized

Whether language and
format are clear and stan-
dardized

Score 1 Contains numerous obvi-
ous errors, severely im-
peding the judgment of
culpability, exculpation,
and conviction, leading
to significant deviations.

Severe omission of
key content, unable
to present a complete
picture of the crime
structure, greatly hinder-
ing analysis of criminal
behavior.

Completely fails to men-
tion any key elements or
scenarios, unable to high-
light essential points for
crime recognition, offer-
ing no assistance in con-
viction.

Language is extremely
chaotic and obscure; for-
mat lacks any standard-
ization, greatly hindering
comprehension and ap-
plication.

Score 2 Contains multiple notice-
able errors, significantly
interfering with culpabil-
ity, exculpation, and con-
viction judgments, poten-
tially leading to partial er-
rors.

Noticeable omissions in
content, failing to com-
prehensively cover crime
elements, affecting thor-
ough analysis of criminal
behavior.

Only highlights a mini-
mal and unimportant por-
tion of the key elements,
providing weak support
for understanding key
crime features.

Language is relatively
vague and inaccurate,
with a casual format
that makes content com-
prehension significantly
challenging.

Score 3 Contains a few errors,
but the overall accuracy
in determining culpabil-
ity, exculpation, and con-
viction is relatively unaf-
fected, unlikely to lead to
judgment errors.

Some key content
descriptions are incom-
plete, but they generally
present the framework of
the crime structure.

Highlights some rela-
tively important key ele-
ments but lacks compre-
hensiveness and promi-
nence, offering limited
assistance in crime iden-
tification.

Language is generally
clear but may have minor
deviations in phrasing or
formatting.

Score 4 Almost error-free, key
elements accurately
serve culpability, excul-
pation, and conviction
judgments, ensuring the
accuracy of results.

Key elements are mostly
complete, with only very
slight and non-critical
deficiencies that do not
hinder a comprehensive
analysis of the crime.

Clearly and relatively
comprehensively high-
lights key elements,
aiding in accurately iden-
tifying crucial aspects of
criminal behavior.

Language is clear and
accurate, format is rel-
atively standardized, fa-
cilitating comprehension
and application of rele-
vant content.

Score 5 Completely error-free,
key elements are pre-
cisely defined, achieving
highly accurate culpa-
bility, exculpation, and
conviction judgments
without any flaws.

All four elements are
complete and detailed,
covering every aspect of
the crime, perfectly pre-
senting the crime struc-
ture.

Precisely and compre-
hensively highlights all
crucial elements, en-
abling immediate grasp
of the core aspects of
the crime, significantly
aiding conviction.

Language is extremely
clear, standardized, and
concise; format perfectly
meets requirements, with
no barriers to understand-
ing, ensuring efficient in-
formation delivery.

Table 5: The four dimensions of the human evaluation and the specific score description.

Charge Sets Charges Cases

F&E Fraud & Extortion 3536 / 2149

E&MPF Embezzlement & Mis-
appropriation of Public
Funds

2391 / 1998

AP&DD Abuse of Power & Dere-
liction of Duty

1950 / 1938

Table 6: Distribution of charges in the GCI dataset.
Cases denotes the number of cases in each category.
Following (Liu et al., 2021), for a case with both con-
fusable charges, the prediction of any one of the charges
is considered correct.

BERT-base-Chinese3. Legal-BERT4(Chalkidis 956

et al., 2020) is a variant of BERT that is specifically 957

trained on legal corpora. Lawformer(Xiao et al., 958

2021)is a Chinese legal pre-trained model based on 959

Longformer(Beltagy et al., 2020), which is able to 960

process long texts in the legal domain. ChatLaw- 961

Text2Vec5(Cui et al., 2023) is a Chinese legal LLM 962

trained on 936,727 legal cases for similarity calcula- 963

tion of legal-related texts. SAILER(Li et al., 2023) 964

is a structure-aware legal case retrieval model uti- 965

lizing the structural information in legal case doc- 966

uments. GEAR(Qin et al., 2024) is a generative 967

retrieval framework that explicitly integrates judg- 968

3https://huggingface.co/google-bert/
bert-base-chinese

4https://github.com/thunlp/OpenCLaP
5https://modelscope.cn/models/fengshan/

ChatLaw-Text2Vec
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Prompt:
You are a lawyer specializing in criminal law. Based on Chinese criminal law,
please determine which of the following candidate charges the given facts align with.
The candidate charges and their corresponding four elements are as follows:
[Four Elements of Candidate Charges].
The four elements represent the core factors for determining the constitution of a criminal charge.
[The basic concepts of the Four-Element Theory]
Please Compare the case facts to determine which charge’s four elements they align with, thereby identifying the charge.

Table 7: Prompt template for adding the Four-Element Theory and specific four elements of crime in charge
disambiguation.

Method GPT-4o GPT-
4o+Article

Legal-COT GPT-
4o+FETLLM

GPT-
4o+FETExperts

Pre-task None None None LLM-
generated
four elements

Expert-
annotated
four elements

Prompt You are a lawyer specializing in criminal law. Based on Chinese criminal law, please
determine which of the following candidate charges the given facts align with.

Candidate
charges are
as follows:
#Candidate
Charges

The candidate
charges and rel-
evant legal arti-
cles are as fol-
lows: #Candi-
date Charges +
#Articles

Please analyze
using the Four
Elements The-
ory step by
step: #details
about each step.
The candidate
charges are
as follows:
#Candidate
Charges

The candidate charges and their
corresponding four elements are
as follows: #Four Elements of
candidate charges. The four
elements represent the four core
factors of a charge. Compare the
case facts to determine which
charge’s four elements they align
with, thereby identifying the
charge.

Output format: #Format. Note: Only output the charge, no additional information.
Case facts: #Case Facts.

Table 8: Prompts of different methods in Similar Charge Disambiguation. # represents a format input.
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Model R@100 R@200 R@500 R@1000
BERT 0.1116 0.1493 0.2174 0.2819
Lawformer 0.2432 0.304 0.4054 0.4833
ChatLaw 0.1045 0.1628 0.2791 0.3999
SAILER 0.2834 0.4033 0.6104 0.7568
BGE 0.4085 0.5246 0.6855 0.7912
FETLLM 0.4167 0.5388 0.7006 0.7925
FETExpert_guided 0.4201 0.5396 0.7010 0.7927

Table 9: SCR results on the full set of LeCaRDv2. Bold fonts indicate leading results in each setting. The
expert-guided FET method achieved the best performance among all language models and attained the top results in
both R@500 and R@1000.

ment prediction with legal document retrieval in a969

sequence-to-sequence manner. Since the output of970

GEAR cannot directly evaluate NDCG, the official971

results under the same setting are directly refer-972

enced in this paper. LLM and Expert represent the973

results of retrieval using only the four elements.974

F SCR results on the full LeCaRDv2975

Dataset976

As presented in Table 9, we selected several977

representative methods based on sparse retrieval978

and dense retrieval for experiments on the full979

LeCaRDv2 dataset. All language models were not980

fine-tuned. The notes-guided FET method achieved981

the best performance among all language models,982

attaining top results in both R@500 and R@1000.983

The results indicate that the conclusions drawn984

from the full dataset are consistent with those from985

the subset, and the notes-guided method demon-986

strates strong performance.987

G A Case Study of LCR988

Table 10 presents a case study on the Crime of989

Embezzlement. By comparing the four elements990

annotated by experts for the crime in JUREX-4E,991

the case-specific four elements generated directly992

by the LLM, and those generated by the LLM with993

expert four elements of charge as guidance, we can994

observe that:995

1) Incorporating expert fine-grained annotations996

enables the model to better grasp the elements of997

a crime, thereby providing more precise element998

comparison. For example, LLMs can identify the999

“integrity of official duties”, and the subjective as-1000

pect “Intentional” can be interpreted as “having the1001

purpose of illegally possessing public or private1002

property”, highlighting the characteristics of “of-1003

ficial duties”. Capturing the core information of1004

the case is crucial for matching cases with similar 1005

facts. 1006

2) LLMs can conduct case-tailored specific anal- 1007

ysis based on the constitutive elements of a crime. 1008

Blue parts show the LLMs can better analyze the 1009

defendant’s workplace and the actions taken in the 1010

case, which reflects the significance of specific and 1011

accurate legal knowledge. 1012
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Document [Head of document]...In April 201X, Company A appointed B as the Sales Manager
and Deputy Manager of the Catering Department, responsible for collecting outstand-
ing debts. From December 201X to April 201Y, B embezzled X yuan from six units’
payments for personal investment and consumption. In May 201Y, knowing that the
company required him to reconcile accounts with the finance department, B fled after
changing his phone number. It was found that after the case broke out, B’s father C
had returned the X yuan to Company A.

Charge Crime of Embezzlement

Experts Four-elements LLM-generated Experts-guided

Four Elements Object: The ownership of
property and integrity of
duties in companies, en-
terprises, or other organi-
zations. The objects in-
clude movable and immov-
able, tangible and intangi-
ble property of the perpe-
trator’s organization.

Objective Aspect: Using
positional convenience to
illegally appropriate orga-
nizational property in a
significant amount.

Subject: Special sub-
ject, namely personnel of
companies, enterprises, or
other organizations.

Subjective As-
pect:Intentional, with
the purpose of illegally
possessing property.

Object: The ownership of
property of companies, en-
terprises, or other organi-
zations.

Objective Aspect: Using
the convenience of one’s
position to illegally appro-
priate the property of the
organization, in a signifi-
cant amount.

Subject: Personnel of
companies, enterprises, or
other organizations. The
defendant is B.

Subjective Aspect: Inten-
tional.

Object: The ownership of
property of companies, en-
terprises, or other organi-
zations and the integrity of
official duties. In this case,
crime objetcs are the prop-
erties of the company, en-
terprise, or other organiza-
tion where the perpetrator
is employed.

Objective Aspect: The
act of using one’s po-
sition for personal gain
by illegally appropriat-
ing the property of the
organization, where the
amount involved is signifi-
cant. Specifically, B used
his position to embezzle X
yuan from the payments
of six units for personal
investment and consump-
tion.

Subject: Special sub-
ject, namely personnel of
companies, enterprises, or
other organizations. De-
fendant B is the Sales
Manager and Deputy Man-
ager of the Catering De-
partment of the company.

Subjective Aspect: Inten-
tional, with the purpose of
illegally possessing public
or private property.

Table 10: The results of the case four elements obtained through different methods in LCR. Notes refer to expert
notes related to the charge retrieved during the search. LLM-generated and Experts-guided indicate whether
using JUREX-4E’s four-elements of the crime to guide LLM in generating the four elements. Red parts mean the
knowledge from JUREX-4E, while blue parts show the LLM’s internal knowledge. By incorporating JUREX-4E,
the model better emphasizes conviction and sentencing related information and provides more detailed descriptions
of critical case facts.
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