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Abstract

Persuasion is a fundamental aspect of communication, influencing decision-making
across diverse contexts, from everyday conversations to high-stakes scenarios such
as politics, marketing, and law. The rise of conversational Al systems has sig-
nificantly expanded the scope of persuasion, introducing both opportunities and
risks. Al-driven persuasion can be leveraged for beneficial applications, but also
poses threats through manipulation and unethical influence. Moreover, Al systems
are not only persuaders but also susceptible to persuasion, making them vulner-
able to adversarial attacks and bias reinforcement. Despite rapid advancements
in Al-generated persuasive content, our understanding of what makes persuasion
effective remains limited due to its inherently subjective and context-dependent
nature. In this survey, we provide a comprehensive overview of computational
persuasion, structured around three key perspectives: (1) AI as a Persuader,
which explores Al-generated persuasive content and its applications; (2) AI as a
Persuadee, which examines AI’s susceptibility to influence and manipulation; and
(3) AI as a Persuasion Judge, which analyzes Al’s role in evaluating persuasive
strategies, detecting manipulation, and ensuring ethical persuasion. We introduce a
taxonomy for computational persuasion research and discuss key challenges, includ-
ing evaluating persuasiveness, mitigating manipulative persuasion, and developing
responsible Al-driven persuasive systems. Our survey outlines future research di-
rections to enhance the safety, fairness, and effectiveness of Al-powered persuasion
while addressing the risks posed by increasingly capable language models.

1 INTRODUCTION

Persuasion is an essential aspect of human communication, influencing decisions in both everyday
interactions and high-stakes scenarios. From convincing a friend to join a social event to strategic
persuasion in marketing, politics, or legal discourse, the ability to persuade plays a crucial role in
shaping opinions and behaviors. Its economic and societal impact is so substantial that some esti-
mates suggest persuasion-related activities account for nearly a quarter of the U.S. GDP (McCloskey
& Klamer), 1995} |Antiochl [2013). Persuasive language can be harnessed for positive outcomes, such
as advancing public health initiatives, education, or other social causes (Wang et al., [2019; |Costello
et al., 2024; Karinshak et al., 2023). For instance, persuasive language can appear as a slogan on
a highway, urging drivers to be cautious, or as a banner promoting vaccinations for a healthy and
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Figure 1: The three key perspectives of Al-based persuasion. (1) AI as Persuader: Al generates
persuasive content to influence humans or other AT agents, which can be used for both beneficial and
harmful purposes. (2) AI as Persuadee: Al systems can be influenced or manipulated—either by
humans or other Al—leading to unintended, unethical, or harmful outcomes. (3) AI as Persua-
sion Judge: Al is used to assess persuasive attempts, identifying persuasive strategies, detecting
manipulation, and evaluating ethical considerations.

protected society. However, the power of persuasion also carries significant risks. Enhanced per-
suasive techniques can be exploited for personal gain, manipulation, or unethical practices such as
social engineering, mass manipulation and propaganda (Bakir et al., |2018; [Lock & Ludolphl 2020}
Ferreyra et al., [2020; Siddiqi et al., 2022; |Da San Martino et al., [2021)).

Understanding and computationally modeling persuasion has long been an important topic in social
sciences, communication, human computer interaction (HCI) and computational linguistics. Re-
searchers have sought to identify what makes arguments persuasive, drawing from theories such as
Cialdini’s seven principles of persuasion (Cialdini), [1984)—which include reciprocity, commitment,
social proof, authority, liking, scarcity, and unity. Computational models of persuasion aim to an-
alyze, generate, and evaluate persuasive language, enabling applications in areas such as argument
mining, automated debate, and recommender systems.

As in many areas of NLP, the emergence of large language models has led to a paradigm shift
in how persuasion is studied and implemented. Traditional feature-based or rule-driven models
are increasingly being replaced or augmented by LLM-based methods that leverage deep neural
architectures and latent semantic representations. These models offer significant advantages as
they can capture subtle pragmatic and contextual cues, support open-domain generation, and
generalize across topics and styles without hand-crafted features. This shift opens new possibilities
for examining persuasion through the lens of LLM capabilities, while also introducing new challenges
around interpretability, safety, and control.

Through this survey, we identify key gaps in current research on Al-driven persuasion and outline
future directions, including scalable and effective evaluation of persuasiveness, improved detection
and mitigation of manipulative persuasion, better management of persuasion risks, and the devel-
opment of responsible and safe persuasive content generation. To this end, our survey provides a
comprehensive overview of computational persuasion, structured around three key perspectives, as
illustrated in Figure [T}
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1. AT as Persuader: Exploring how Al systems, particularly large language models, generate
persuasive content and their applications in real-world settings.

2. AI as Persuadee: Examining how Al systems are influenced or manipulated, whether by
humans (e.g., adversarial attacks, prompt engineering) or other Al agents (e.g., persuasion
in multi-agent environments).

3. Al as Persuasion Judge: Investigating AI’s role in evaluating persuasive language, in-
cluding assessing argument strength, detecting manipulation, and ensuring fairness in per-
suasive Al systems.

(1) AT as Persuader. With the rise of large language models (LLMs) and their emerging capabil-
ities as persuaders, concerns about Al-driven persuasion have become more urgent. State-of-the-art
LLMs, such as OpenAl’s ol and GPT-4.5, and Anthropic’s Claude 3 Opus, have demonstrated
persuasive abilities rivaling those of humans (Durmus et al., [2024; (OpenAll [2024; |2025)). Although
recent research suggests that LLMs can be nearly as persuasive as humans, such evaluations often
overlook the distinct strengths and limitations of each. For instance, LLMs excel at long-context
reasoning, drawing on vast background knowledge and maintaining consistency over extended
dialogues. However, they still fall short in key human persuasive skills—such as the strategic use
of precise word choices, real-time adaptability, and nuanced personalization based on the target
audience. These underlying mechanisms, which are central to effective human persuasion, remain
difficult to model and evaluate in current Al systems. As efforts continue to build more persuasive
LLMs that combine the strengths of both machine and human persuasion, it becomes increasingly
important to consider the risks associated with Al-driven persuasion. Without explicit alignment
with human values, LLMs may lack moral responsibility, social understanding, and the constraints
that guide human persuasive interactions, which can make them dangerous tools in the wrong hands.

(2) AI as Persuadee. Interestingly, LLMs are not just persuaders but also susceptible to
persuasion (Zeng et all [2024; Xu et al.l [2024; Bozdag et al., 2025). Recent studies have demon-
strated that language models can be influenced by persuasive adversarial prompts, making them
vulnerable to manipulation and bias reinforcement. In some cases, they can be persuaded to
bypass security measures, generating harmful, toxic, illegal, or biased content. This susceptibility
presents a new dimension to computational persuasion, as LLMs may not be influenced in the same
ways humans are. With the increasing adoption of multi-agent and agent-to-agent systems, the
dual role of LLMs as both persuaders and persuadees raises significant safety concerns. Moreover,
LLM-as-a-judge evaluations are increasingly being adopted, where persuasion can significantly
impact the fairness and integrity of the evaluation process. Ensuring the security and robustness of
these interactions and evaluations requires further research to mitigate potential risks and prevent
harmful exploitation while still maintaining a balance in accepting or rejecting persuasion rather
than losing all malleability.

(3) AI as Persuasion Judge. Despite AIl’'s growing role in generating persuasive language,
our understanding of what makes persuasion effective remains limited (Gass & Seiter| (2022]).
Persuasion is inherently subjective and context-dependent, requiring social awareness, world
knowledge, and nuanced reasoning Hidey & McKeown| (2018), which are difficult to capture
with current computational models. As a result of their advanced capabilities, language models
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are increasingly being used to evaluate persuasion by scoring argument strength, detecting
manipulative rhetoric, or judging the outcome of persuasive interactions. While current systems
still struggle with reliably detecting, classifying, or reasoning over persuasive content, they
represent a promising direction for Al-assisted evaluation. If designed with care, these systems
could play a key role in monitoring and safeguarding persuasion in Al applications. This
is why we examine the emerging role of Al as a Persuasion Judge, not only as a tool for as-
sessment, but also as a gatekeeper for safety, fairness, and accountability in persuasive technologies.

To ground these key perspectives on Al’s role in persuasion, we being with background from social
science, HCI, and computational linguistics in Section [2l In this survey, we review [X] papers and
introduce a taxonomy for organizing computational persuasion research t that reflects the evolv-
ing capabilities and responsibilities of Al systems. Our taxonomy centers on three core aspects of
persuasion research: Evaluating Persuasion (Section , Generating Persuasion (Section ,
and Safeguarding Persuasion (Section . Each of these aspects is examined through the lenses
of AT as a Persuader, Persuadee, and Persuasion Judge. Crucially, we highlight emerging research
challenges that warrant deeper exploration, including the development of comprehensive evaluation
frameworks, modeling long-context and multi-turn persuasive interactions, designing adaptive per-
suasion systems, and building models that balance resistance to persuasion with general usability
(see Section |§[) Finally, an extensive review of persuasion datasets for computational persuasion is
provided in Appendix ??E|

2 WHAT IS PERSUASION?

2.1 Background: Persuasion in Social Sciences

Persuasion, the process of influencing an individual’s beliefs or behaviors, has been studied in many
social sciences both theoretically and empirically. The significance of persuasion spans various
areas, from public health campaigns (Farrelly et al., |2009), to marketing efforts (Danciul [2014]),
to political messages (Palmer & and, |2023; Markova, [2008). Research in these fields has provided
scientific insight into understanding and designing persuasive computing technologies.

The study of persuasion has evolved through various theoretical traditions, beginning with classical
communication models such as McGuire’s matrix (McGuire, |[1969)), which emphasized the roles of
the speaker, message, receiver, and channel. Dual-process theories like the Elaboration Likelihood
Model (Petty & Cacioppo, [1986]) and the Heuristic-Systematic Model (Chaiken) [1980) further ad-
vanced the field by explaining how cognitive effort and motivation shape persuasive outcomes. Most
recently, (Druckman), [2022) introduces the Generalizing Persuasion (GP) Framework, which orga-
nizes research along four dimensions: actors, treatments, outcomes, and settings. By accounting for
factors such as speaker intent, audience motivation, media channel, cultural context, and temporal
dynamics, this framework not only synthesizes prior insights but also offers a roadmap for cumu-
lative and generalizable research. It serves as a meta-theoretical structure that explains variation
across studies and helps unify a diverse and sometimes inconsistent body of work on persuasion.

LAn evolving and updated list of persuasion papers is available at https://beyzabozdag.github.io/
persuasion-survey.
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Persuasion is shaped by several core psychological principles that guide human decision-making and
behavior across contexts. (Cialdini, 2001)) synthesized decades of research to identify six univer-
sal factors: reciprocation, the impulse to return favors; consistency, the drive to act in alignment
with past commitments; social proof, the tendency to follow others’ actions in uncertain situations;
liking, the preference to comply with people we find attractive or similar; authority, the influence
of perceived expertise or status; and scarcity, the increased value placed on limited resources or
information. These principles are deeply rooted in earlier theories such as cognitive dissonance ([Fes-
tinger, [1957)), conformity (Asch, [1951), obedience to authority (Milgram, |1963)), and psychological
reactance (Brehml [1966)). Together, previous research in social sciences provide a comprehensive
framework for understanding human persuasion, offering valuable insights for research in Al-driven
persuasion where AI could play different roles such as persuaders, persuadees, and persuasion
judges. Meanwhile, drawing on ideas from these fields, researchers have been working on designing
persuasive computing technologies that can interact with humans meaningfully.

Over the past decades, researchers in human-computer interaction have explored the theoretical
foundations and practical guidelines for designing persuasive systems. Fogg introduced the concept
of captology which examines how computers can function as persuasive technologies—intentionally
designed to influence user attitudes and behaviors (Fogg, |1997; 1998)). Central to this work is the
Fogg Behavior Model (FBM), which posits that behavior occurs when motivation, ability, and a
trigger co-occur (Foggl [2009al). The FBM offers a practical framework for identifying barriers to
behavior change and guiding persuasive system design. Building on this foundation, researchers
have proposed structured design methodologies. Fogg’s eight-step process (Foggl 2009b|) emphasizes
small, targeted behavioral goals and rapid iteration. Consolvo et al. (Consolvo et al.l [2009) outline
eight theory-driven strategies—such as personalization, self-monitoring, and social support—for
embedding persuasive features into everyday contexts. These frameworks continue to inform the
design of Al-driven interactive systems that aim to adaptively influence user behavior.

Previous research in human-computer interaction has demonstrated the effectiveness of persuasive
systems across a variety of contexts. In ubiquitous computing, Breakaway (Jafarinaimi et al., [2005)
uses ambient, aesthetic displays to subtly encourage users to take breaks from sedentary behavior,
while [Consolvo et al.| (2008))’s mobile application promotes physical activity through sensor-driven
feedback and metaphorical garden-themed visualizations. In the domain of social computing, |Dey
et al.| (2017) found that campaign videos on Kickstarter are more persuasive when their design
cues align with audience expectations. Similarly, Xiao et al. (2019) showed that abstract comics
can increase charitable donations by lowering cognitive resistance. Extending this line of work to
conversational systems, several work examined how chatbot identity and inquiry strategies affect
users’ receptiveness to persuasion in different contexts (Shi et al.l[2020; |Palmer & and}|2023;|Costello
et al., [2024).

Collectively, these studies highlight key design principles — such as personalization, timing, modality,
and social framing — that are critical for persuasive effectiveness. As Al systems are increasingly
deployed as interactive agents in persuasive tasks, these insights offer valuable guidance for designing
persuasive interactions that are not only linguistically fluent but also meaningfully embedded in
users’ everyday lives.
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2.2 Computational Modeling of Persuasion

Persuasion is a complex and context-dependent phenomenon, making it challenging to identify
and analyze systematically. In this section, we present research on computational approaches to
modeling persuasion, exploring various aspects such as persuasive strategies, underlying intentions,
and the extent of their influence.

2.2.1 Persuasive Strategies & Techniques

Persuasive strategies encompass techniques employed to strengthen the persuasiveness of an ar-
gument. A single argument can integrate multiple strategies, each capable of eliciting different
emotions or responses in the audience, which in turn influences the overall effectiveness of persua-
sion.

Technique Example Sentence

Smoking increases your risk of lung cancer, heart disease, and respiratory issues.
Logical Appeal Each cigarette shortens your life by 11 minutes. Quitting now reverses some damage
and improves your health long-term. Make a logical choice for a longer, healthier life.

Negative If you continue smoking, think about the pain it will inflict on your loved ones. The
Emotion fear of watching you suffer health issues or worse, losing you prematurely. It’s not
Appeal just you at risk, it’s everyone who cares about you. Quit, before it’s too late.

Cigarettes are now proven to enhance aging, producing more wrinkles and leaving
your skin dull and lifeless within a week. Even a single puff can instantly cause
irreversible brain damage.

False
Information

Table 1: Example persuasive techniques and sentences designed to dis-
courage smoking from the taxonomy proposed by Zeng et al.|Zeng et al.
(2024)).

Creating Persuasive Strategy Taxonomies. Prior research has developed various persuasive strategy
taxonomies to model and analyze persuasion. [Wang et al.| (2019)) proposed 10 strategies under "Persuasive
Appeal" and "Persuasive Inquiry," though some, like "Donation Information," are task-specific. |Chen &
Yang| (2021)) introduced a more generalized taxonomy with eight strategies, while|Zeng et al.[ (2024)) defined
a comprehensive set of 40 techniques under 13 umbrella strategies, distinguishing between "Ethical" and
"Unethical" approaches. The latter highlights morally ambiguous techniques like deception, which can
enhance persuasive efficacy, as shown by |Durmus et al.| (2024), who found Claude models most persuasive
when generating deceptive arguments. |Dimitrov et al.| (2021) identified 22 persuasion techniques in memes,
applicable to text and images. |Pauli et al.| (2022) took a different approach, proposing a more unified
computational persuasion taxonomy that frames undesired persuasion as the misuse of rhetorical appeals.
Other works have also proposed their own taxonomies (Chawla et al., [2021b; Da San Martino et al.,
2020; |Chen et al.l [2021} |Piskorski et al., |2023). Despite drawing from established social science research,
computational persuasion taxonomies remain highly context-dependent. As a result, the field has yet to
establish a unified and generalizable framework for persuasive strategies. Furthermore, it remains an open
question whether these strategies influence Al as a Persuadee in the same way they affect humans.

Strategy Classification. Once persuasive strategy taxonomies are established, subsequent research nat-
urally focuses on the automatic detection and classification of these strategies. Accurately classifying
persuasive strategies is critical for downstream applications such as detecting automated persuasion and
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improving the modeling and generation of persuasive language. One of the seminal works in computational
persuasion by [Wang et al.| (2019) introduced a hybrid Recurrent Convolutional Neural Network (RCNN) for
classifying persuasive strategies in dialogue. Similarly, Yang et al.| (2019)) proposed a semi-neural network to
identify persuasive strategies in advocacy requests to help with predicting the persuasiveness of a message.
Chen et al.|(2021) later reframed the task as sequence labeling, incorporating intra- and inter-speaker depen-
dencies with a Transformer-based network and an extended Conditional Random Field (CRF). However,
despite the adoption of advanced architectures, their models underperformed compared to LSTM-based
approaches due to data limitations and challenges in modeling label dependencies. Addressing these issues,
Chawla et al.| (2021b) introduced the CaSiNo dataset, which annotated persuasion strategies in negotia-
tion dialogues and employed a multi-task BERT-based framework to improve classification performance.
Beyond dialogue, persuasive strategy classification has also been applied to written discourse.

Da San Martino et al.| (2020) organized a shared task on propaganda detection, focusing on classifying
specific persuasion techniques. Their findings revealed that Transformer-based models dominated the com-
petition, yet simpler strategies with shorter text spans, such as "Loaded Language," were classified more
effectively, highlighting ongoing challenges in classifying longer, more complex persuasive instances. In
an effort to develop more generalizable models and make use of document-level persuasion labels, |[Chen
& Yang (2021) proposed a hierarchical weakly-supervised latent variable model that predicts persuasive
strategies at the sentence level by leveraging both document- and sentence-level information. Their model
outperformed existing semi-supervised baselines, demonstrating the potential of hierarchical learning in
persuasion classification.

Persuasive strategy classification is closely related to modeling persuasion and persuasion detection (dis-
cussed further in Section , as many approaches must also distinguish between persuasive and non-
persuasive instances. However, most existing research focuses on classifying strategies in human-generated
persuasion, leaving open the question of how Al-generated persuasion operates. As Al systems increas-
ingly serve as persuaders, it becomes essential to develop classification models capable of distinguishing the
persuasive techniques employed by LLMs and other Al systems.

2.2.2 Modeling Persuasion

Researchers have explored a range of linguistic, structural, and interactional features to understand what
makes an argument persuasive. A widely used resource in this domain is the ChangeMyView (CMV)
subreddit, where users present a belief along with supporting reasoning, and others attempt to change their
opinion. If a commenter succeeds, the original poster (OP) awards a delta, making CMV a naturally labeled
and valuable dataset for studying persuasion in online dialogue.

Initial work on CMV examined how textual properties (e.g., length, punctuation, lexical diversity), ar-
gumentation features (e.g., connective words, modal verbs), and social factors (e.g., comment position,
number of likes) affect persuasive success (Wei et al., 2016)). Tan et al. (2016 further studied linguistic
features and interaction dynamics to predict the persuasive outcome of threads, and attempt to model the
malleability, or openness to persuasion, of OPs. Around the same time, Khazaei et al. (2017) explored a
complementary set of linguistic features, reporting improved predictive performance. However, their study
highlighted limitations of CMV, such as the imbalance between successful and unsuccessful attempts and
topic-dependent variation in persuasiveness. Building on rhetorical theory, [Hidey et al| (2017) analyzed
CMV arguments through the lens of classical persuasive appeals (ethos, logos, pathos) and claim types
(interpretation, evaluation, agreement, disagreement), finding that pathos and logos often co-occur in suc-
cessful persuasive threads. Later studies moved toward modeling persuasion at the dialogue level. |Dutta
et al.| (2020) proposed LSTM-based models to predict successful vs. unsuccessful persuasive conversations,
and added attention layers to identify argumentative sentences. Other work has focused on capturing ar-
gumentative relations across turns (Chakrabarty et al., [2019), emphasizing the role of dialogue dynamics
in persuasion. Finally, |Shaikh et al. (2020) examined how the ordering of rhetorical strategies influences
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persuasiveness, finding that consecutive use of certain strategies, such as repeated appeals to concreteness,
can actually reduce persuasive effectiveness. Other work has looked into modeling persuasion in CMV
through concessions (Musi et al.|, [2018]).

Although CMYV has served as a valuable testbed for studying persuasion in natural settings, it alone is
insufficient to fully capture what makes an argument persuasive. The dynamics of persuasion on CMV can
be heavily influenced by factors such as the topic of discussion, the OP’s background, prior beliefs, and
stubbornness, as well as community norms and expectations. As a result, findings from CMV may not
generalize well to other persuasive contexts, highlighting the need for broader and more diverse corpora
that account for different goals, audiences, and modalities of persuasion.

Apart from the research on CMV, prior research has worked on different persuasion data. |Guerini et al.
(2015) looked into phonetics (rhyme, alliteration, plosives, homogeneity) to predict the persuasive instance
in a pair of persuasive and non-persuasive slogans, memes, movie lines, and political speech excerpts
and found that persuasive sentences are generally euphonic. [Durmus & Cardie| (2018]) experimented with
modeling persuasion through prior beliefs of the subjects in religious and political debates.

Bayesian approaches to modeling persuasion have also attracted research interest. [Dughmi & Xul (2016))
studied this within the sender-receiver framework introduced by |Kamenica & Gentzkow| (2011)), focusing
on computing the sender’s optimal signaling strategy given a prior distribution over payoffs. [Wojtowicz
(2024)) established that informational persuasion is NP-hard. More recently, |Li et al.| (2025)) extended
Bayesian persuasion to natural language settings by integrating large language models with game-theoretic
techniques. Other tangent work have looked into modeling of other attributes, such as deception (Addawood
et all 2019) and face-acts (Sakurai & Miyao), 2024; [Dutt et al., |2020)) in persuasive dialogue and text.

Together, these early efforts in modeling persuasion are deeply connected to two key perspectives in our
taxonomy: Al as Persuasion Judge and Al as Persuader. As a Persuasion Judge, Al systems are trained to
evaluate what makes certain arguments more compelling than others—whether through linguistic features,
rhetorical structure, or patterns of interaction across a conversation—enabling the automatic assessment
of persuasiveness. Simultaneously, modeling persuasion also supports the role of Al as a Persuader: by
identifying successful persuasive signals and structures, researchers can develop more effective generation
systems that incorporate these strategies. In this way, understanding and modeling persuasion is a critical
step toward both evaluating and enhancing persuasive capabilities in Al systems.

2.3 Computational Persuasion Taxonomy

To systematically study computational persuasion, we propose a taxonomy that organizes research into
three core categories, illustrated in Figure [2f Evaluating Persuasion (Section , Generating Persua-
sion (Section , and Safeguarding Persuasion (Section . The first category, Fvaluating Persuasion,
encompasses efforts to understand what makes content persuasive and to develop methods for measuring
the persuasiveness of both stand-alone arguments and the persuasive capabilities of language models. The
second category, Generating Persuasion, focuses on the automatic generation of persuasive content using Al.
This area has attracted growing interest across diverse domains, including marketing, politics, healthcare,
education, law, and online communication platforms. Research in this category aims to develop systems
that can effectively produce persuasive messages, arguments, or dialogues, and explores the practical appli-
cations of persuasive Al in real-world or agent-to-agent scenarios. Finally, Safequarding Persuasion concerns
methods for mitigating, and resisting harmful or unethical persuasive tactics. This includes research on
balancing susceptibility and resistance to persuasion in language models. Among the three categories, this
is currently the most underexplored, though it has gained increasing attention as persuasive Al becomes
more capable and its potential for misuse more apparent.
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3 EVALUATING PERSUASION

Persuasion—in both human discourse and interactions with language models—poses two intertwined chal-
lenges: first, detecting subtle persuasive cues, and second, evaluating the persuasiveness of the content.
Recent advances in natural language processing have enabled the identification of nuanced linguistic mark-
ers and argument structures that hint at persuasive intent, even when spread across multi-turn conversations
or embedded in multimodal content. In parallel, evaluating the persuasiveness of text segments (i.e. ar-
guments, single-turn utterances, or multi-turn conversations) remains challenging due to the difficulty of
standardizing persuasiveness across multiple domains and contexts.

In this sections, we review the different methodologies on how prior works address these challenges. The first
section is dedicated to detecting persuasion, and the second section focuses on evaluating persuasiveness
of arguments or models. As is demonstrated in Figure [3] we will discuss (1) evaluation of argument
persuasiveness, (2) human evaluation of LLM persuasiveness, and (3) automatic evaluation of
LLM persuasiveness. The main datasets or benchmarks covered in this section are listed in Table

Dataset or Framework Relevant Papers Target Metrie Rule-based? LLM-as-a-judge?
UKPConvArgStrict abern: evyeh| (2016 [Simpson & Gurevych|(2018] [Toledo et al|{2019] ~ Argument v X
UKPConvArgRank mmm 2016/, |Simpson & Gurevych|(2018]. [Toledo et al.|{2019] ~ Argument x
IBMPairs zuu Argument x

x

TBMRank Argument

oring
g BLEU, ROUGE, etc),

v

v

v
PersuasionBench Singh et al. J LLM LLM-as-a-judge, Human Evaluation v v
ASIVE-PAIRS Pauli et al.| Argument and LLM X v
The Persuasive Power of Large Language Models” LLM x v
PMIYC LLM x v
ChangeMyView LLM Human Evaluation X x
Persuasion Parallel Generation Evaluation LLM Human Evaluation X X
MakeMePay LLM Number of Payments v x
MakeMeSay LLM Game Winrate v x
v x

Among Them LLM Game Winrate

* For datasets or benchmarks without a formal name, we use the name of the paper as the listed name.

Table 2: Datasets or frameworks for persuasiveness evaluation.

3.1 Argument Persuasiveness

Argument persuasiveness has been a longstanding and prominent area of research in natural lan-
guage processing. The goal is to explore how to automatically assess the persuasive strength of
a given argument or a collection of arguments. Evaluation can be conducted in two main ways:
absolute evaluation, which assigns a persuasiveness score to individual arguments, and comparative
or relative evaluation, which involves ranking or selecting the more persuasive argument from a
pair or a group.

A traditional approach to evaluating persuasiveness involves training a specialized model. This
typically follows three main steps. First, data is collected through human annotations, which
may take the form of either explicit persuasiveness scores assigned to individual texts or preference
judgments, where annotators select the more persuasive argument from a pair. Second, the modeling
objective is defined. Some studies have framed the task as a pairwise ranking problem, where
the model is trained to identify the more persuasive argument from a pair of candidates
let al.}, 2019 [Habernal & Gurevychl [2016} |[Simpson & Gurevych| [2018). Others have treated it as a
regression task, aiming to predict a numerical score that reflects the persuasiveness of a given text
(Habernal & Gurevych, 2016; [Simpson & Gurevych, [2018} |Toledo et al., 2019; Pauli et al., 2025).
Third, the model is trained using these objectives. Early work experimented with bidirectional
LSTM architectures (Habernal & Gurevych| |2016} |Simpson & Gurevychl [2018), while more recent
studies have adopted transformer-based models (Toledo et al., 2019} [Pauli et al [2025]), which have
since become the standard in natural language processing.
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Recently, the strong emergent capabilities of large language models have enabled a new approach
to persuasiveness evaluation: directly prompting LLMs to generate scores, commonly referred to
as LLM-as-a-judge. This line of work falls under the broader concept of Al as Persuasion Judge, as
defined in this survey. [Rescala et al.| (2024) examined the reliability of LLM-as-a-judge for evaluating
persuasiveness. They introduced two datasets, PoliProp and Polilssue, featuring carefully selected
debates with balanced and sufficiently long utterances. Both humans and LLMs were asked to
assess the persuasiveness of arguments, evaluate how demographic information might influence a
person’s stance, and the persuasiveness of an argument. Their findings suggest that LLMs perform
comparably to human judges, highlighting the promise of Al as Persuasion Judge. However, early
results from [Bozdag et al.| (2025|) caution against overreliance on this approach. Using the persuasion
dataset from Durmus et al. (2024)), they found that LLMs achieved only around 55% accuracy in
ranking tasks, indicating a limited alignment with human judgments. These mixed outcomes suggest
that while AI as Persuasion Judge is a promising direction, it still requires careful calibration and
validation before it can be considered a robust substitute for human evaluation.

3.2 LLM Persuasiveness

There is growing interest in assessing the persuasive and manipulative capabilities of language
models. Unlike the evaluation of argument persuasiveness, where arguments are predefined by
humans, LLM persuasiveness evaluation focuses on model-generated content in both single-turn
and multi-turn dialogues. In this survey, we refer to this setting as Al as Persuader, where the
language model acts as the source of persuasion, aiming to influence a human’s beliefs, attitudes, or
behaviors through generated arguments or dialogue. Leading companies such as OpenAl |OpenAl
(2024), Anthropic |Durmus et al. (2024)), and DeepMind [Phuong et al.| (2024) have investigated
the persuasiveness of their models to better understand the risks associated with deploying
these highly conversational systems. However, evaluating the persuasive abilities of LLMs is not
straightforward, as research explores a variety of evaluation methodologies and experimental setups.

Human Evaluation. Understanding the dynamics of Al +» Human persuasion is crucial, as most
proprietary models are designed for individual users. Given this, using human subjects to assess
the persuasiveness of LLMs is a natural approach.

Durmus et al.| (2024) assess model persuasiveness by measuring human agreement with a claim
before and after exposure to persuasive arguments generated by Claude models. This single-turn
setup reveals that larger models are generally more persuasive, with deceptive techniques emerging
as particularly effective. In contrast, [Phuong et al.| (2024) introduce a suite of multi-turn evaluation
benchmarks, including Money Talks, Charm Offensive, Hidden Agenda, and Web of Lies. These
involve interactive persuasion tasks such as persuading users to donate, impersonating a friend,
manipulating users to take suspicious actions on the computer, and promoting false beliefs. Unlike
single-turn approaches, these multi-turn evaluations are expected to capture more dynamic and
complex forms of persuasion.

Similarly, [Salvi et al.| (2024) evaluated model persuasiveness through a debate game involving both
human-human and human-LLM interactions. They found that participants were more likely to
change their stance after engaging with GPT-4, regardless of whether the model had access to
personal information. This suggests that GPT-4 was more persuasive than human debaters across
conditions. |OpenAl| (2024) introduced two human evaluation benchmarks for assessing LLM per-
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suasiveness. In the first setup, they used successful persuasion samples from the r/ChangeMyView
subreddit as prompts, then asked LLMs to generate persuasive arguments in response. Human
annotators scored both the original human arguments and the LLM-generated ones. The primary
evaluation metric, referred to as the Al persuasiveness percentile relative to humans, measures the
probability that a randomly chosen LLM-generated argument is rated as more persuasive than its
human counterpart. The second benchmark, called Persuasion Parallel Generation, presents anno-
tators with two arguments generated by different models for the same prompt. Annotators select
the more persuasive argument, and the resulting win rates are used to compare model performance.
Results from both benchmarks indicate that LLMs do not significantly outperform humans, and
that newer models such as ol do not show substantial gains in persuasiveness over earlier genera-
tions.

Interestingly, similar lines of research have emerged within the social sciences. Huang & Wang
(2023) conducted a meta-analysis examining whether artificial intelligence is more persuasive than
humans. Using statistical methods, they compared persuasion outcomes—such as changes in per-
ception, attitudes, intentions, and behaviors—between human-Al and human-human interactions.
Their findings revealed a small overall Cohen’s d, suggesting that LLMs are about as persuasive
as humans. Focusing more specifically on political communication, |Goldstein et al.| (2024) found
that Al-generated propaganda is already as persuasive as real-world examples. Similarly, [Bai et al.
(2025) showed that AI performs on par with humans in crafting messages aimed at shaping public
attitudes toward policy issues.

However, using human subjects for the evaluation of persuasion presents several challenges. First,
human perception of persuasion is highly diverse: An argument that is compelling to one person
may be far less persuasive to another. To account for this variability and ensure generalizability,
studies must carefully plan and recruit sufficiently large and representative participants. Another
major limitation is scalability. Human subject research is inherently resource-intensive, making it
difficult to evaluate persuasion across the rapid iteration of new LLMs. Given the frequent release
of increasingly advanced models, consistently assessing their persuasiveness using human partici-
pants is impractical. Finally, evaluating harmful persuasion with human subjects poses significant
ethical risks. Ideally, human participants should not be exposed to the most extreme forms of
manipulative, toxic, or biased content that LLMs might generate. In light of these challenges, we
advocate for the development of automated systems for measuring persuasiveness—systems that
offer greater scalability while also ensuring human safety.

Automatic Evaluation. Now, the persuasiveness capability has been accepted as an important
part of the LLM’s capability. In order to effectively and efficiently scale up the evaluation for LLM
persuasiveness and to conduct the evaluation on different LLMSs, efforts have been made to build
reliable and comprehensive frameworks to automate this process.

One way to achieve that is to evaluate the persuasiveness of the content generated by prompting the
tested LLM, without putting the content in a conversational context. [Singh et al.| (2024) designed
PersuasionBench and PersuasionArena, the first benchmark for automatically evaluating LLM’s
persuasion ability. Since LLM-as-a-judge has been proven to demonstrate performance on par with
humans in persuasiveness evaluation, this technique is involved in assessing the model’s content
simulation ability, where the model to be evaluated is prompted to generate persuasive content.
Specially, they also trained an oracle LLM on the test set and training set to use as a judge, which
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they called Oracle-LLM-as-a-judge. Besides, the framework also features traditional assessments
such as BLEU, ROUGE, BertScore, accuracy, etc, to examine the ability to rewrite the content to
make it more persuasive. Following this direction, |Pauli et al.| (2025|) trained their regression model
to give persuasiveness scores, using the method mentioned in section [3.I] to the content that the
LLM is prompted to generate.

A different perspective is to put the evaluation in the form of conversations between two models.
Breum et al.| (2023) took inspiration from studies on social pragmatics to accordingly prompt the
persuader model and prompted persuadee models to give binary feedback signals to indicate the
effectiveness of the persuasion. [Bozdag et al.| (2025) followed this trajectory. They proposed a
persuasiveness evaluation framework, PMIYC, based on multi-turn conversation between LLM-
based persuader and persuadee. In this framework, the persuadee is prompted to give a score
scaled from 1 to 5 at the end of each turn so that the difference between the stance of the persuadee
before and after the conversation can be used to analyze the efficacy of the persuader model on
the one hand and the vulnerability of the persuadee model on the other hand. Importantly, in this
fashion, the method can also be applied to assess the susceptibility of a model to persuasion.

Moreover, |OpenAl| (2024) narrowed down the scope of the scenario for evaluation. Based on different
conversation scenarios, they designed MakeMeSay, where the persuader model is provided with
a codeword and attempts the persuadee model to say that word, and MakeMePay, where the
persuader model aims to play the role of a con artist to make the persuadee make a payment.
Similarly, [Zhu et al.| (2025) designed a bargaining scenario and incorporated it in the multi-agent
setting, where a group of LLM sellers try to persuade a group of LLM buyers to buy a certain
product. Besides, [Idziejczak et al,| (2025) designed a gaming scenario. LLMs were prompted
to play a game similar to Among-Us, where they were divided into two groups: crewmates and
impostors. Impostors won the game by eliminating a certain number of crewmates and avoiding
being recognized as impostors while crewmates were required to complete certain tasks and find out
who the impostors were. This game provided a proper environment to showcase LLMs’ persuasion
capability by using another LLM to assess the in-game dialogs and tagging sentences with persuasion
techniques according to a set of definitions and examples.

Although automatic approaches to LLM persuasiveness evaluation help facilitate scalability, making
it possible to evaluate persuasion across the rapid iteration of new LLMs, and manage to avoid
exposing human subjects to extreme propositions, they still suffer from the divergence in evaluation
results across different test cases. Adding insult to injury, some test cases are actually resulting
in opposite conclusions. For instance, according to |Durmus et al. (2024)), there is a scaling trend
that as models get larger and more capable, they become more persuasive. In contrast, Singh et
al. |Singh et al.| (2024]) observed that the persuasiveness of the model does not necessarily degrade
as the model size decreases. In the test case used by [Bozdag et al.| (2025)), GPT models achieved
a margin of persuasiveness over Claude models, while in the test cases used by [Idziejczak et al.
(2025), Claude models became better than GPT models.

While early findings suggest that LLMs can be as persuasive as humans—and in some cases more
so—particularly as they improve in reasoning, personalization, and strategic communication, the
underlying mechanisms driving this persuasiveness remain poorly understood. Current research has
revealed that different evaluation setups may yield inconsistent or even contradictory results, with
some models outperforming others in one framework while falling short in another. This highlights
the complex, multidimensional nature of persuasive ability, and raises important concerns about the
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increasing influence of "smarter" models on beliefs and behaviors. As a result, developing a unified
and trustworthy evaluation framework that integrates diverse test cases and assesses persuasive
skills across multiple dimensions is a pressing research challenge. Such a framework would not only
support more self-consistent and interpretable evaluations but also help explain why certain models
excel in specific contexts while lacking in others, ultimately informing safer and more responsible
deployment of persuasive Al systems.

3.3 Detecting Persuasion

Detecting persuasive cues is critical for identifying when influence is exerted, whether by humans or
by language models. Recent advances in natural language processing have significantly enhanced
our ability to discern subtle linguistic patterns and argument structures indicative of persuasive
intent. In this section, we review emerging techniques for persuasion detection and discuss their
potential to promote more transparent and accountable interactions.

Several studies Hidey & McKeown| (2018); [Poyhonen et al.| (2022); |Shmueli-Scheuer et al.| (2019);
Dimitrov et al.| (2021) leverage machine learning approaches, particularly transformer-based mod-
els, to identify persuasive intent in diverse scenarios with textual and conversational data. For
instance, Poyhonen et al.| (2022) have shown success in training a BERT-based classifier using mul-
tilingual semi-annotated dialogues from role-playing games to accurately detect persuasive cues
across various languages. Additionally, incorporating personality traits of authors and readers into
persuasion detection models has demonstrated significant performance improvements. |[Shmueli-
Scheuer et al.| (2019)) reveal that personality-aware approaches better capture the nuanced dynamics
of persuasion, indicating that personalized modeling can substantially enhance predictive accuracy.
Recognizing that persuasion frequently occurs within sequential and contextual frameworks, re-
searchers have also explored neural models capable of handling multi-turn conversational data.
Hidey & McKeown| (2018) highlight the importance of analyzing semantic frames and discourse
relations to understand how argument ordering influences persuasive impact. This sequential per-
spective underscores the complexity of persuasive interactions, suggesting that modeling argumen-
tative structure and conversational context is crucial. Moreover, as persuasive content increasingly
appears in multimodal formats, detecting persuasive cues necessitates extending analytical frame-
works beyond textual data. |[Dimitrov et al.| (2021]) propose SemEval-2021, a multimodal persuasion
detection task centered on memes. Their findings underscore the essential role of multimodal analyt-
ical techniques, demonstrating that effectively capturing persuasive strategies requires integrating
visual and textual data analyses.

Addressing the intersection of persuasion and propaganda, [Hasanain et al.| (2024)) emphasize chal-
lenges specific to fine-grained persuasion detection, especially in contexts of intentional manipula-
tion. Their introduction of ArPro, an extensive annotated Arabic propaganda dataset, demonstrates
limitations of current large language models like GPT-4 in detailed, span-level propaganda identifi-
cation tasks. Their findings stress the need for specialized models finely tuned to specific persuasive
contexts, highlighting a critical area for future model development.

Finally, an emerging perspective shifts from solely identifying persuasive attempts to understand-
ing and modeling resistance strategies. [Dutt et al.| (2021) introduce ResPer, a framework that
operationalizes and detects various resistance strategies individuals employ during persuasive in-
teractions. By employing hierarchical sequence labeling models, their work provides insights into
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conversational dynamics and asymmetries of influence, substantially enhancing our understanding
of persuasion interactions and their outcomes.

Collectively, these advances show a move toward more refined, context-aware, and multimodal ap-
proaches for persuasion detection. Yet, significant gaps remain. For example, while it is easy to
capture obvious, single-turn persuasive attempts, it is challenging to uncover subtle forms of long-
term persuasion that build up over extended interactions. This is concerning because such hidden
influences can slowly steer behaviors without being explicitly noticed. In addition to advancing per-
sonalized models and integrating multimodal frameworks, future research should focus on exploring
methods that capture nuanced, long-context persuasive strategies. Detecting and understanding
such prolonged impacts is crucial, as they pose risks by potentially manipulating users in covert
ways.

4 GENERATING PERSUASION

Persuasion plays a pivotal role in various domains, including advertisements, healthcare promotion,
recommendation systems, political campaigns, and more. As organizations and individuals seek
to increase their influence, the need for generating persuasive content has grown significantly,
especially with the advent of LLMs. This section explores prior work on enhancing persuasive
capabilities, examines key influencing factors and highlights applications of persuasion in settings
like negotiation and debate.

4.1 Enhancing Persuasion.

The persuasiveness of an LLM can be enhanced in several ways, through putting more attention
towards features such as factual accuracy, repetitiveness, personalization, and more. Previously,
we introduced various persuasive strategy taxonomies (Section , which describe various
strategies that can be used to increase the persuasiveness of model generations. Understanding
how these variables influence persuasiveness has been a direction of interest for many. In this
subsection, we review prior research that explores methods for increasing persuasiveness of LLM
generations.

Factuality. An essential component of persuasive communication is establishing trust through
credible relationships. Whenever LLMs generate content that is not factual, there is a risk of losing
user trust (Furumai et al.| [2024). To address this issue, |Chen et al.| (2022]) developed a framework
that systematically incorporates factual information when generating responses. Building on this
approach, |[Furumai et al| (2024)) proposes a method that increases response factuality through
rigorous fact-checking all claims in a generated response and correcting them when necessary. Both
studies demonstrate that improving factuality strengthens the persuasiveness of generations.

Emotional Appeal. One way that LLMs can be more persuasive is generating more emotional
responses that increase the engagement of the user. This includes those that elicit empathy, anger,
or guilt (Wang et all [2019). (Chen et al., 2022) demonstrates how an exchange of emotional
content to empathetically address a persuadee helps develop a positive relationship and increase
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persuasiveness. (2021)) presents a dataset that is effective in training models that can
provide emotional support and increase the engagement throughout a dialog. (Mishra et al., [2022)

presents Politeness Adaptive Dialogue Systems, which incorporate politeness for the user. [Samad
(2022) annotates the PersuasionForGood dataset with emotions and trains an agent to
generate more persuasive responses that are empathetically more engaging.

Repetition. [Shi et al.| (2021)) targets the issue of repetition and inconsistencies in persuasive
dialogue models. They present a reinforcement learning method that reduces repetitive or
inconsistent occurrences from the model, and show that it leads to more persuasive models. At the

same time, (2024) finds that using increasing repetition leads to an increase in success in
persuading others for misinformation.

Personalization. Many studies demonstrate that personalization is an important factor in im-
proving the persuasiveness of LLMs. LLMs incorporate personalization by tailoring generated text
to users by considering specific user information. Lukin et al.| (2017) studies arguments about social
and political issues, and found that the personality factors of a user can effect belief change.
shows that different persuasive strategies work better for different user personalities
in charity donation scenarios.

Personalization is also effective along various psychological profiles, including personality, political
ideology, moral foundations, as well as various measures of user behavior (Matz et al., 2024; Kaptein|
. Additionally, it is effective across different domains, including advertisements, and
political appeals for climate action. (Matz et al., |2024; [Simchon et al.l [2024; Meguellati et al.| [2024)

[Salvi et al.| (2024)) shows that providing LLMs with personal information when engaging in a conver-
sation with a human can help with being more persuasive. Similarly, task-oriented dialogue agents
are able to effectively use information about user persona to be more persuasive and convince them
on a similar goal (Tiwari et al) [2022b). Ruiz-Dolz et al.| (2024)) shows that design user-specific
persuasive policies can help improve the persuasiveness of argument-based systems. [Zhang & Zhou
(2025) shows that persuaders must take into account the mental state of the user when constructing
arguments.

Tiwari et al. (2022a; [2023)) extend personalization beyond just considering information about the
user, and additionally consider the context of their interaction with the user. They show that this is
also effective in increasing the persuasiveness of LLMs. Furthermore, many works also motivate the
use of counterarguments to directly address user thoughts or concerns |Cima et al (2024); Hunter|

et al] (2019).

4.2 Applications of Persuasion

Persuasive LLMs can be applied in several domains and purposes. While they use similar
persuasive strategies and techniques, the objectives in why we apply that persuasion differs. Here,
we present various applications of persuasion.

Negotiation. Negotiation is a semi-cooperative setting, where intelligent agents with different
goals try to reach a mutually acceptable solution (Lewis et al., 2017). In their work,
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(2017) present a conversational dataset where humans negotiate on a multi-issue bargaining task
and try to reach an agreement. They demonstrated that training dialogue agents with reinforcement
learning is more effective than supervised methods for improving negotiation abilities. Additionally,
they introduce a form of planning for dialogue called dialogue rollouts, where an agent simulates
dialogues during decoding to estimate the reward of utterances. They find that their agents demon-
strate sophisticated negotiation strategies, and also learn to be deceptive.

In their work, Keizer et al.| (2017)) compares 5 different conversational agents that negotiate trades
with humans in an online version of the game "Settlers of Catan". The different agents employ
different negotiation strategies, and demonstrate that persuasion leads to improved win rates. They
also demonstrate that strategy selection based on deep reinforcement learning is effective as well.

Similarly, [He et al| (2018)) observe two agents that interact with each other to bargain on goods.
They propose an approach based on coarse dialogue acts, where they separate strategy and gener-
ation. They set the strategy using supervised learning, reinforcement learning, or domain-specific
knowledge. This is used to select a dialogue act, then they generate a response. They show that
this proposed method demonstrates more human-like negotiation and higher task success rate
based on human evaluations. Later works bring more focus towards planning and persuasive
strategies for negotiation. DialoGraph (Joshi et al., [2021) incorporates Graph Neural Networks
to model sequences of strategies for negotiation, and incorporate them into a negotiation dialog
system. (Chawla et al.l 2021a)) presents a dataset of negotiation dialogues, then also a multi-task
framework for recognizing the persuasion strategies used in an utterance. Most recently, [Bianchi
et al.| (2024) create NegotiationArena, a framework used to assess how well LLMs negotiate with
each other to maximize their profits and resources. The results show that GPT-4 is overall the
best negotiating LLM. Their experiments highlight some interesting findings such as cunning and
desperate behaviors increase win rate and payoff.

Debate. Unlike the collaborative nature of negotiation, debate involves two opposing sides that
present and defend their respective viewpoints. Michael et al.| (2023]) use two experts to debate with
each other about the answer to reading comprehension questions, with the intention of convincing
a non-expert human judge. The debate reveals flaws in arguments on both sides, making it easier
for the human to realize the correct answer. In a similar manner, [Du et al.| (2024) further motivates
using a multi-agent debate framework. They use multi-agent debates where LLMs propose and
debate responses. After multiple rounds of back-and-forth, the agents reach a final answer. This
work shows that this debate-natured strategy significantly enhances mathematical and strategic
reasoning, as well as factual validity of generated content.

Jailbreaking

Beyond understanding the inherent persuasive capabilities of LLMs, it is crucial to look at how
strong persuasive techniques—used by either humans or LLMs—can be strategically employed to
exploit vulnerabilities in models. This scenario is viewed as "Al as Persuadee', in which target
models can be swayed by carefully crafted persuasive prompts. Such prompts can jailbreak a target
LLM into bypassing established safety mechanisms and leading to the generation of harmful, unsafe,
or incorrect content. This section reviews recent studies on how persuasion-based techniques can
jailbreak LLMs, highlighting the associated risks and potential mitigation.

16



Under review as submission to TMLR

o Harmful/Toxic Content Generation via Persuasive Prompts Jailbreaking LLMs
means subverting their safety measures and producing harmful, biased, or sensitive
generations. Recent work |Singh et al.| (2023)); |Zeng et al.| (2024) highlights a vulnerability
in LLMs, where persuasion-based jailbreaks can bypass existing safety mechanisms. Unlike
traditional algorithmic attacks (e.g., optimization-based attack), this study explores
how human-like persuasion communication can manipulate LLMs to generate restricted
content. (Singh et al. (2023) demonstrates that LLMs can be deceived using tailored
persuasion strategies, where prompts that mimic human-like persuasive communication
are systematically crafted by leveraging authority, trust, and social proof. [Zeng et al.
(2024) develop a Persuasive Paraphraser which systematically rephrases harmful queries
using a persuasion taxonomy grounded in social science, creating Persuasive Adversarial
Prompts (PAPs). In a single-turn setting, they measure the Attack Success Rate (ASR),
where PAPs achieve an ASR of over 92% on LLaMA-2, GPT-3.5, and GPT-4, surpassing
conventional jailbreak methods. A key finding is that larger LLMs exhibit greater suscepti-
bility to such persuasive attacks, likely due to their improved contextual reasoning and user
engagement capabilities. They also evaluate existing defense mechanisms, revealing that
existing mutation-and detection-based defenses are insufficient, while adaptive system-level
defenses (e.g., reinforcement against persuasion) provide some mitigation, but remain
limited. Moreover, |Li et al| (2024) introduces multi-turn prompts with the persuasion
technique, where users repeatedly apply persuasion techniques over conversations, leading
LLMs to generate harmful contents in multi-turn dialogues. These findings emphasize
the need to rethink Al safety in the context of human-like communication, advocating
for more robust defenses against social science techniques to prevent unintended model
behavior.

o Misinformation Generation via Persuasive Prompts. Xu et al|(2024) examine the
vulnerability of LLMs to well-crafted persuasive prompts. Their study employs a multi-turn
dialogue framework to demonstrate that iterative application of persuasive strategies—such
as repetition and nuanced rhetorical appeals—can effectively jailbreak LLMs, leading to sig-
nificant shifts in its factual responses but containing misinformation. Moreover, [Bozdag
et al.[(2025) introduces a framework for evaluating the persuasive effectiveness and suscep-
tibility of LLMs over multi-turn conversation interactions, showing that LLMs generally
become more susceptible in multi-turn conversation than in single-turn conversation. In
essence, their work underscores how sequentially deployed persuasive prompts gradually
erode the robustness of LLMs, revealing critical weakness in current safeguarding mecha-
nisms against misinformation generation.

5 SAFEGUARDING PERSUASION

As persuasive systems become increasingly influential, it becomes critical to ensure their responsible
deployment. This includes understanding when and how persuasion should be used, addressing
unwarranted persuasion, and adjusting susceptibility to influence. A key direction in this effort is
to detect persuasion, as mitigating its effects requires recognizing its presence. In the context of
LLMs, this issue must be approached from two perspectives: ensuring that agents do not exert
undue influence on others, and preventing users and other agents from manipulating them to serve
ulterior motives. This section explores these challenges and potential solutions.
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5.1 Safeguarding Al Agents from Persuasion

Previous research works introducing comprehensive frameworks that enable identification of per-
suasion, facilitating proactive mitigation against persuasion-related risks across diverse domains
including cybersecurity, social media, and Al interactions. This section elaborates various tech-
niques for mitigating susceptibility against persuasion.

Tsinganos et al.| (2022)) has extended persuasion detection to cybersecurity contexts, particularly
for chat-based social engineering attacks. They proposed a convolutional neural network-based
classifier trained on a specialized chat-based social engineering corpus annotated according to Cial-
dini’s persuasion principles. The classifier is designed to determine the likelihood of persuasive
intent within chat-based communications, providing an effective means of flagging manipulative
and potentially harmful interactions.

5.2 Challenges: Safeguarding Human from Al Persuader

Burtell & Woodside| (2023)) highlights an urgent challenges: as Al systems become increasingly
adept at tailoring persuasive messages, they risk undermining human autonomy by subtly shifting
our beliefs and behaviors. They reveal that AT agents, through their ability to generate human-like
dialogue and personalized content at scale, can inadvertently or deliberately manipulate opinions,
thereby eroding traditional safeguards that protect our decision-making processes. This raises
critical duties for society—mnot only must we develop robust technical and regulatory measures to
detect and flag Al-generated persuasive content, but we must also establish ethical frameworks
that ensure transparency, accountability, and the preservation of human control over personal and
public discourse.

6 CHALLENGES & FUTURE DIRECTIONS

In this survey, we have reviewed prior research in computational persuasion, focusing on three key
perspectives: Al as Persuader, Al as Persuadee, and Al as Persuasion Judge. While significant
progress has been made in understanding and modeling various aspects of persuasion, numerous
open challenges and promising directions remain. The rapid development and widespread adoption
of large language models in particular offer new opportunities while also raising urgent questions,
necessitating a reexamination of core assumptions and a rethinking of methodologies in persuasion
research.

6.1 Al as Persuader

The generation of persuasive content using LLMs offers significant promise, but also presents
serious risks. Although recent studies have shown that LLMs are becoming increasingly effective
at persuasion Durmus et al.|[ (2024); |OpenAll (2024; 2025)); Bozdag et al.| (2025)); |Singh et al.| (2024]),
current research has merely scratched the surface, leaving much to be explored in understanding
the capabilities, limitations, and broader implications of persuasive LLMs.

Comprehensive Evaluation of Persuasiveness. In this survey, we have described a range
of evaluation frameworks aimed at assessing the persuasive abilities of language models (see
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Section . However, there remains a lack of unified and comprehensive evaluation protocols
that measure persuasiveness across different dimensions, including dialogue (AI — Human and
ATl — AI), argumentation, and other forms of generative content. As the development and
release of new models accelerate, it becomes increasingly important to establish standardized
evaluation benchmarks that allow for rigorous and transparent comparisons. Such benchmarks
would not only advance scientific understanding of persuasive capabilities but could also encour-
age accountability from model developers. Rather than relying on proprietary or self-defined
risk categories, shared evaluation frameworks would help align the community around a com-
mon understanding of the potential risks and benefits associated with persuasive LLMs. As
mentioned previously, we strongly encourage the community to investigate strictly automated
evaluation methods for both scalability and safety, replacing the need for human interaction
with well-defined user simulators wherever possible. These simulators should be capable of
representing a range of user profiles, cognitive states, and goal structures, ideally grounded in
behavioral theory or real-world data. By modeling how different types of users might react to
persuasive content, such simulators could serve as reliable proxies for large-scale evaluation while
reducing risks associated with exposing humans to potentially manipulative or adversarial prompts.

Mechanics of Persuasion Generation. While LLMs are demonstrating notable improvements
in persuasive capability, we still lack a clear understanding of what makes them effective (or
ineffective) persuaders. When not restricted by predefined strategies, what persuasive techniques
do LLMs tend to adopt? Do they adapt their strategies based on context or audience? Are they
more convincing when advocating for positions they “agree” with, or does the notion of alignment
even apply to them in persuasive settings? These fundamental questions about how and when
LLMs persuade remain largely unexplored. We encourage researchers to broaden the domains in
which persuasion is studied, fields such as education, healthcare, and personal well-being remain
underexamined despite their societal relevance. Moreover, it is not yet clear how LLMs can be
systematically improved as persuaders: Can they be fine-tuned or trained specifically to enhance
their persuasive effectiveness, or is prompt design alone sufficient? Current research has not
deeply investigated the idea of policy learning for persuasion—i.e., endowing models with the
ability to generate persuasive content based on learned decision-making strategies. As a promising
future direction, persuasive policy learning could be explored to assess whether models can learn
to persuade for appropriate reasons (e.g., when confident, when persuasion is in the user’s best
interest) and abstain from persuasion in harmful or unjustified scenarios. This line of inquiry could
help align persuasive capabilities with ethical and value-sensitive objectives.

Long Context Multi-Turn Persuasion. Persuasion generation has primarily been studied in
the context of stand-alone arguments, single-turn, or short multi-turn conversations. However,
there is significant potential in developing systems capable of engaging in long-term, multi-turn
persuasion that is more subtle, context-aware, and reflective of natural human interactions.
Although such capabilities carry risks—particularly if deployed for manipulative purposes—they
warrant deeper investigation under controlled and ethically grounded settings. Understanding how
models apply persuasive strategies over extended dialogue contexts is essential for both advancing
the field and anticipating misuse. This capability is closely linked to a model’s ability to reason
over long horizons, maintain user state, and plan persuasive strategies across multiple turns.
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Adaptive Persuasion Generation. User-specific and adaptive persuasion is of great interest
across many domains, including personalized advertising, educational technologies, and behavioral
interventions (e.g., encouraging safe driving or healthier habits). While LLMs have demonstrated
some capacity for contextual adaptation, their ability to tailor persuasive strategies to individual
users remains largely understudied. This line of research could be advanced through controlled
human studies in which models are provided with background information about users and tasked
with generating personalized arguments or messages. The persuasiveness of these personalized out-
puts could then be compared against generic, non-personalized counterparts. Such studies should
also be extended to multi-turn interaction settings, where models can receive feedback or observa-
tions from the environment to assess the success of their persuasive attempts. In these scenarios,
adaptive models could self-refine their strategies dynamically through iterative reasoning, much like
a ReAct-style framework [Yao et al.| (2023)) for persuasion. This would move beyond static prompt
engineering toward more interactive, feedback-driven persuasive agents. From this perspective,
adaptive persuasion can also be viewed as a preference learning and alignment task, where models
must infer and respect user values, goals, and receptivity in order to generate effective and ethically
grounded persuasive content.

6.2 Al as Persuadee

While recent work has demonstrated that LLMs can be susceptible to persuasive prompts and
adversarial dialogue strategies [Zeng et al| (2024)); Xu et al| (2024); Bozdag et al.| (2025)), the
boundaries and underlying mechanisms of these vulnerabilities remain poorly understood. Several
important directions merit further investigation.

Understanding Model Susceptibility to Persuasion. It is not yet clear whether LLMs
respond to persuasive strategies in ways analogous to humans. For instance, do they find emotional
appeals or authority-based arguments persuasive in the same way humans do? Are they similarly
sensitive to framing effects or rhetorical structure? Existing studies have primarily focused on
short, single-turn interactions. Future work should explore how LLMs behave under long-context,
multi-turn persuasion scenarios, especially when persuasive techniques are combined with other
attack strategies, such as many-shot jailbreaking (MSJ) |Anil et al. (2024)). Investigating whether
LLMs are more susceptible to persuasion when it is subtle and diffused across many turns may
provide critical insights into how deeply models internalize user intent. Additionally, it is not yet
evident whether natural language is the most effective modality for persuading LLMs. Exploring
alternative forms of “input persuasion,” such as structured metadata, tool-use, code, or interleaved
modalities, could reveal novel vectors of influence and corresponding vulnerabilities. Susceptibility
may also vary with model size, architectural choices, or the extent of embedded factual knowledge.
Equally important is understanding why models exhibit persuasive vulnerability in the first
place: is it a consequence of instruction tuning, reinforcement learning, alignment techniques, or
some other aspect of post-pretraining? Future work should aim to isolate which stages of model
development contribute most to this behavior, and how these processes might be made more robust.
This behavior might also be examined through models’ self-explanations of why they were per-
suaded, offering insight into which aspects of a persuasive argument influenced the model’s response.
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Balancing Persuasion Susceptibility & Resistance. The aforementioned directions aim to
improve our understanding of what makes a model more susceptible to persuasion. However,
identifying weaknesses is only the first step. Equally important is the development of more robust
and resistant models that can balance appropriate levels of malleability and stubbornness without
compromising general capabilities or instruction-following performance. Building such systems
will likely require new training objectives, fine-tuning strategies, and evaluation protocols that
explicitly account for persuasive resilience. Crucially, resistance to persuasion should arise from
correctly identifying problematic persuasive attempts, rather than from degraded instruction-
following or overly rigid behavior. Future research should focus on defining and achieving this
balance. Some possible approaches for building balanced models include training on adversarial
or annotated feedback, fine-tuning with targeted persuasive attacks, and leveraging preference
learning techniques to shape model responses toward robustness without sacrificing flexibility.

Agent-to-Agent Systems: AI as Persuadee & Persuader. Research in computational persua-
sion has primarily examined human-AlI interactions, but as multi-agent systems become increasingly
common novel safety concerns including agent-to-agent persuasion, are likely to emerge [Hammond
et al.[(2025). Studying persuasion in multi-agent contexts is therefore critical. We must ensure that
system performance, alignment, or trustworthiness does not degrade due to one agent persuading
another to take an undesirable or harmful action. To address this, we need a deeper understanding
of inter-agent dynamics. For instance, do stronger models (e.g., those with more parameters or
better instruction-following abilities) more easily persuade weaker ones? Can weaker models be
trained to persuade stronger ones? It is also unclear whether agent-to-agent persuasion will resem-
ble human-like persuasion through natural language, or whether new modalities or mechanisms will
emerge in these interactions.

6.3 Al as Persuasion Judge

Aside from being a Persuader or Persuadee agent, language models also hold great potential to
serve as Persuasion Judges where they detect, mitigate and inform about persuasive attempts,
recognize and differentiate harmful persuasion from beneficial encouragements.

Detecting & Evaluating Persuasion. Automatically identifying patterns of persuasion—such
as rhetorical strategies, emotional appeals, or attempts at undue influence—is a critical use case for
both classifiers and generative language models. As reviewed in Section [3] prior work has explored
modeling persuasion and distinguishing successful from unsuccessful persuasive attempts. However,
these systems often lack alignment with human preferences or generalize poorly beyond the specific
domains they were trained on. Early experiments with prompting or fine-tuning LLMs indicate
that they still struggle to reliably assess the relative quality or ethical appropriateness of persuasive
content. This may partly stem from the challenges inherent in human-annotated datasets for
persuasion, which often exhibit noise and subjectivity due to the context-dependent nature of
what is perceived as persuasive or manipulative. A reliable judge of persuasion should be able to
distinguish beneficial persuasive attempts from harmful ones without introducing systematic biases.
In addition to detecting persuasive strategies, such models should also aim to predict the likely re-
sponse of a user or subject to a persuasive message, enabling more informed and adaptive evaluation.
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Identifying Long-Term Persuasion. While models are already challenged in detecting single-
turn persuasive attempts, the risks associated with long-term, contextually embedded persuasion
are likely to grow. As conversational agents become more integrated into daily life—and potentially
retain memory of user preferences, beliefs, and personality traits—they may pose subtle but serious
risks by building trust over time and later leveraging it to influence users in ways that may not
align with their best interests. Can models gradually steer users while concealing persuasive
intent? Can they act with a latent agenda masked by a long history of benign interaction? At
present, there are no datasets or evaluation frameworks designed to study such forms of long-term,
cumulative persuasion. We hypothesize that LLMs themselves could be used as tools for evaluating
long-context persuasion by identifying early signals of manipulation, surfacing shifts in tone or
strategy, and issuing warnings in future interactions. Exploring such capabilities could support the
development of persuasive systems that are not only effective, but also transparent and trustworthy.

Generative Adversarial Persuasion: AI as Persuader, Persuadee, and Judge. In the
preceding sections, we highlighted current limitations in the roles of AI as Persuader, Persuadee,
and Persuasion Judge. We believe that progress in these areas can be achieved collectively through
a unified framework called Generative Adversarial Persuasion (GAP). In this setup, a persuasive
agent attempts to influence a persuadee model, while a judge model oversees the interaction and
evaluates the effectiveness, appropriateness, and potential risks of the persuasive attempt. Drawing
inspiration from the structure of Generative Adversarial Networks (GANs), this framework encour-
ages co-evolution among the agents. The persuadee learns to develop resistance to manipulative or
unethical persuasion, the persuader learns to improve its persuasive techniques in response, and the
judge becomes more accurate in identifying persuasive strategies and assessing their quality. This
adversarial multi-agent paradigm offers a promising direction for building more robust, adaptive,
and ethically grounded persuasive systems.
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Figure 3: This survey categorizes the evaluation of persuasiveness into three main types: (1) evalu-
ation of argument persuasiveness, (2) human evaluation of LLM-generated content, and
(3) automatic evaluation of LLM persuasiveness. For argument persuasiveness, models are
typically trained on human-annotated or naturally labeled data to assess the persuasive strength
of given arguments. For evaluating LLM persuasiveness, two branches of research emerge: one uses
human judges to rate Al-generated content or interactions, while the other relies on LLM-based or

non-LLM automatic metrics to perform the evaluation.
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