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Abstract

We introduce GRAMMAMT, a grammatically-
aware prompting approach for machine transla-
tion that uses Interlinear Glossed Text (IGT), a
common form of linguistic annotation describ-
ing lexical and functional morphemes of source
sentences. GRAMMAMT proposes two prompt-
ing strategies: gloss-shot and chain-gloss. Both
are training-free, require only a few examples,
and involve minimal effort to collect, making
them well-suited for low-resource setups. Ex-
periments and ablation studies on open-source
instruction-tuned LLMs, across three different
benchmarks, demonstrate the benefits of lever-
aging interlinear gloss resources for machine
translation. GRAMMAMT improves the trans-
lation performance for various low-resource
to high-resource languages in the largest ex-
isting corpus of IGT data, on the challenging
2023 SIGMORPHON Shared Task data across
rarely-seen, endangered languages, and even in
an out-of-domain setting within FLORES.

1 Introduction

Large Language Models (LLMs) have taken over
the NLP leaderboards (e.g., Zellers et al., 2019;
Hendrycks et al., 2020; Li et al., 2023b). Train-
ing LL.Ms requires access to a plethora of datasets,
a luxury accessible to only a few of the world’s
most high-resource languages. Consequently, for
only a sliver of the world’s languages, LLMs have
been trained that have seen sufficient, let alone any,
quantity of data to result in these impressive per-
formance gains (Achiam et al., 2023; Ustiin et al.,
2024). To leverage the power of these existing,
high-resource LLMs in a low-resource context, one
needs to design an approach that requires: (i) little
to no training (to avoid overfitting and catastrophic
forgetting), (ii) only a small amount of data, and
preferably (iii) ease of data collection.

Recent studies have shown the capability of
LLMs to perform complex tasks, when provided

with only a small amount of high quality language
data. This data comes in the form of instruction-
answer pairs for instruction fine-tuning (e.g, Li
et al., 2023a; Yuan et al., 2024) or in the form of
high quality prompts (e.g, Wei et al., 2022b). For
example, for machine translation of languages un-
seen during training, performance gains have been
achieved by only providing a dictionary and gram-
mar book for the unseen languages as input to the
LLM (Tanzer et al., 2024; Zhang et al., 2024).

Motivated by these results and the three require-
ments outlined above, we propose GRAMMAMT,
an in-context learning approach that leverages
grammatical information from Interlinear Glossed
Text (IGT) to improve machine translation in both
low and high-resource settings. IGT is a prevalent
linguistic resource that represents input sentences
as a sequence of functional and lemma morphemes,
as illustrated in Figure 1.

Specifically, GRAMMAMT introduces two
prompting strategies that augment few-shot ma-
chine translation using annotated glosses: gloss-
shot and chain-gloss. In the gloss-shot strategy, an
LLM is prompted with a small number of sentences
that are paired not only with their translations but
also with their glosses. In the chain-gloss strat-
egy, the LLM first generates a gloss for the input
sentence, breaking it down into its functional and
lemma morphemes, before proceeding to produce
the final translation. Importantly, GRAMMAMT
adheres to all three design requirements:

Training-free. GRAMMAMT is training-free,
working by simply prompting an instruction-tuned
LLM with a grammatically annotated demonstra-
tion. This is especially important in low-resource
settings, where sufficiently large training datasets
are scarce, but minimal linguistic annotations ex-
ist or can be obtained. By incorporating linguistic
knowledge directly into the prompt, we effectively
leverage limited linguistic data that would other-



e Few-Shot

= Gloss-Shot

B Chain-gloss

Here are some examples of {Swahili} sentences
and their corresponding {English} translations:

Swahili sentence:
English sentence:

(yeye) alimwona (yeye).
S/he saw him/her.

Swahili sentence:
English sentence:

(yeye) analala .
S/he is sleeping.

Swahili sentence:
jana usiku .
English sentence:
last night.

Juma alimpiga risasi tembo
Juma shot an/the elephant
Please help me translate the following sentence
from {Swahili} to {English}.

Swahili sentence: {Alikuja Haroub na Naila.

English translation:________

Here are some examples of {Swahili} sentences
and their corresponding {English} translations:

Swahili sentence: (yeye) alimwona (yeye).
Gloss: 3SG -PST--see-FV 3SG

English sentence: S/he saw him/her.

Swahili sentence: (yeye) analala .
Gloss: 3SG 1-PRES-sleep-FV

English sentence: S/he is sleeping.

Swahili sentence: Juma alimpiga risasi tembo
jana usiku .

Gloss: Juma SM.PST.OM.hit bullet elephant
yesterday night

English sentence: Juma shot an/the elephant
last night.

Please help me translate the following sentence
from {Swahili} to {English}:

Swahili sentence: Alikuja Haroub na Naila.

Here are some examples of {Swahili} sentences
and their corresponding {English} translations:

Swahili sentence: (yeye) alimwona (yeye).
Gloss: 3SG -PST--see-FV 3SG

English sentence: S/he saw him/her.

Swahili sentence: (yeye) analala .
Gloss: 3SG 1-PRES-sleep-FV
English sentence: S/he is sleeping.

Swahili sentence: Juma alimpiga risasi tembo
jana usiku .

Gloss: Juma SM.PST.OM.hit bullet elephant
yesterday night

English sentence: Juma shot an/the elephant
last night.

Please answer first with the gloss and then
the translation directly.

Swahili sentence: Alikuja Haroub na Naila.

a Few-shot Output

= Gloss-shot Output

Q Chain-Gloss Output

She went with Haroub and Naila.

She brought Haroub and Naila.

Gloss: 1SM-PST-come-FV 1Haroub and 1Naila
Translation: She came with Haroub and Naila.

Figure 1: GRAMMAMT augments few-shot learning with Interlinear Gloss Text. In its gloss-shot strategy, the
LLM is conditioned on a set of machine translation pairs associated with the glosses of the source sentences. In the
chain-gloss strategy, the model is also prompted to first generate the gloss before producing the translation.

wise be insufficient for fine-tuning an LLM.

Small number of examples. GRAMMAMT does
not require extensive linguistic annotation, such
as grammar chapters or dictionaries that could be
hard to fit into the prompt. Instead, our approach
requires a minimal set of support examples with
grammatical annotations in the form of interlin-
ear glosses (e.g., only 21 examples). This dif-
fers from other few-shot methods, like retrieval-
augmentation, which depend on acquiring large
data stores to gather relevant samples.

Ease of collection. Our approach relies on a ba-
sic set of gloss annotations, ensuring ease of col-
lection in low-resource settings. These sentences
are not limited to linguistic annotators. They can
also be sourced from grammar books or automati-
cally generated using a specialised gloss generator
model (e.g., Ginn et al., 2024). Our method is is
also simpler than chain-of-thought prompting (Wei
et al., 2022a). Breaking down a machine transla-
tion task into smaller steps demands costly human
engineering, as it is less straightforward and more
subjective (Wang et al., 2023a), compared to the
structured rules of gloss notation.

We benchmark our approach on three differ-
ent datasets, including the 2023 SIGMORPHON
Shared Task data (Ginn et al., 2023), the GlossLM
dataset (Ginn et al., 2024) that has the most exten-
sive corpus of IGT available, and also FLORES
(Goyal et al., 2022); using state-of-the-art open-
source instruction-tuned models, namely LLaMA-

3 (Meta, 2024) and Mixtral (Mistral, 2024). We
find that GRAMMAMT outperforms or competes
with established zero-shot and few-shot baselines
in low-resource setups, including endangered lan-
guages rarely encountered during pre-training.
Even in high-resource languages, where the model
has increased exposure and deeper understanding
of the grammatical structure, we can observe sub-
stantial improvements from incorporating linguistic
gloss resources into the prompt.

2 Related work

Machine translation with LLMs has been in-
tensively explored in various studies (Zhang et al.,
2023; Garcia et al., 2023; Peng et al., 2023; Pourka-
mali and Sharifi, 2024; Jiao et al., 2023; Kadaoui
et al., 2023; Wang et al., 2023b). Notably, Zhu et al.
(2023) assessed popular LLMs on machine transla-
tion for 102 languages and their results show that
LLMs perform well for high-resource languages
but underperform for low-resource languages. This
finding is corroborated in Hendy et al. (2023) and
Robinson et al. (2023). The majority of the above
studies use zero-shot and few-shot prompting, and
state the importance of carefully curating these
prompts to get the most out of LLMs. However,
these studies do not explore alternative ways of
prompting LLMs for translation that go beyond
exemplars for unseen and low-resource languages.

Creatively prompting LLMs for Machine Trans-
lation is crucial for unseen and/or low-resource
languages. Gao et al. (2023) find that properly de-



signed prompts improve the performance of LLMs
on MT and use parts of speech tags in their prompt.
However, they observe partial translation with this
technique and leave it to future studies to explore
its potential. Moslem et al. (2023) utilise fuzzy
matches in the prompts and observe promising re-
sults using N-shots where N > 7. Nguyen et al.
(2023) proposed having translation examples from
different (linguistically-diverse) high-resource lan-
guages in prompts to help translation performance
on low-resource language whereas Huang et al.
(2023) introduced cross-lingual thought (XLT)
prompting which, via a generic template prompt,
requiring the system to translate the task to En-
glish before completing it. Our work follows the
same vein of prompting LLMs with an emphasis on
using glossary information for high-resource and
low-resource languages.

Using grammatical information with LLM
Modern techniques downplay grammatical infor-
mation with different studies showing that this in-
formation is learnt implicitly by the model (Rogers
et al., 2020; Jawahar et al., 2019). However, a few
projects have shown that grammatical information
introduced both during training and/or inference
can improve the performance on models (Strubell
et al., 2018; Cui et al., 2022; Stahlberg et al.,
2016). Similar to our work, Zhou et al. (2020) use
glosses while training to translate to low-resource
languages. However, our work focuses on using
glosses in a training free approach. Tanzer et al.
(2024) incorporate grammatical information in the
form of a grammar book and show that an unseen
language can be translated by an LLLM given the
right context. In like manner, Zhang et al. (2024)
use a grammar book along with morphologically-
augmented input and a dictionary to translate low-
resource languages. Our research also leverages
morphological information; however, unlike Zhang
et al. (2024)’s approach which utilises a morpho-
logical analyzer to generate a gloss, we exclusively
use gold glosses. Another distinction is that we do
not depend on grammar books and dictionaries as
these resources are often unavailable in many low-
resource languages. Instead, we focus on generat-
ing a few gloss examples, which is a more feasible
solution for underrepresented languages.

3 GRAMMAMT

We propose GRAMMAMT, a simple grammatical-
based prompt approach for machine translation,

wherein examples of Interlinear Gloss Texts are
used as a prompt to instruction-tuned LLMs. In
doing so, our approach is essentially training-free.
The approach also requires a small set of support
examples and minimal annotation time (a hand-
ful of glosses by a linguistic or automatically gen-
erated by a model (Ginn et al., 2024)).

Interlinear Gloss Text Annotation. GRAM-
MAMT augments an instruction-tuned LLM with
in-context learning examples from simple morpho-
logically annotated glosses, called Interlinear Gloss
Text (IGT). IGT labels sentences by indicating their
lexical (word-level) and functional (grammatical)
morphemes. The corresponding interlinear gloss is
placed between the source sentence and its trans-
lation, as demonstrated by the following Swabhili
example, for the sentence Juma alimpiga risasi
tembo jana usiku. These glosses are the norm in
linguistic descriptions of language, and hence very
common to find and easy to create.

1. Source:
jana usiku.

2. Gloss: Juma SM.PST.OM.hit bullet ele-
phant yesterday night

Juma alimpiga risasi tembo

3. Translation: Juma shot an/the elephant
last night.
In this example, the morphological annotation
SM.PST.OM denotes ‘series marker’ (SM), ‘past
tense’ (PST), and ‘object marker’ (OM) and con-
sists of functional morphemes that convey gram-
matical information. All such functional mor-
phemes are labeled with uppercase letters. In
contrast, lexical morphemes that convey semantic
meaning are labeled in lowercase with their transla-
tion (e.g., isasi as bullet). In this way, IGT captures
the syntax and morphology of a sentence, aiding to
grasp the structure of the source language and to
understand the relationship between input sentence
and the translation. These glosses are the norm in
linguistic descriptions of language, and hence very
common to find and easy to create.

Prompting strategies. We use interlinear glosses
in our approach via the following two prompting
strategies, illustrated in Figure 1.

In the first prompting strategy, gloss-shot, the
model is prompted to generate the translation y for
the input sentence X based on a set of NV interlinear-
glossed text exemplars g (i.e., triples of source sen-
tence, gloss line, translation), essentially predicting

{glv"' agN7X} —Yy.



In the second prompting strategy, chain-gloss,
the model is also conditioned on a set of N
interlinear-glossed text exemplars g to generate
the translation, but in this strategy, the model first
produces the gloss y, before formulating the trans-
lation y, essentially {g1,--- ,gn, X} = {yg4, ¥}
This prompting strategies can offer some insights
into how the LLM arrived at a specific translation.

We illustrate the format of the prompt in Figure
1 and can be seen in more detail in Appendix D.

4 Experimental setup

4.1 LLMs

We assess our GRAMMAMT approach on
Meta-Llama-3-70B-Instruct (Meta, 2024), the
recent instruction-tuned Lamma with 70B param-
eters. Our machine translation approach does
not involve any training, the translations are gen-
erated at inference time using a single A100
SXM 80GB GPU. We also experiment with the
smaller Meta-L1lama-3-8B-Instruct variant, and
Mixtral-8x22B-Instruct-ve@.1 (Mistral, 2024),
a sparse Mixture-of-Experts model !. All the pre-
trained models were loaded with the HuggingFace
hub client library (Wolf et al., 2020) using 4-bit
quantisation. During inference, the models gener-
ate a translation using greedy decoding with the
default temperature of 1. We release our code
and the translations generated by each model at
anonymous-submission.

4.2 Prompting Variants

We compare the GRAMMAMT approach against es-
tablished MT baselines, specifically zero-shot and
few-shot prompting strategies. Our approach aug-
ments few-shot prompting with grammatical infor-
mation, where we explore our two novel variants,
gloss-shot and chain-gloss prompting, described
above.

1. zero-shot: The model is prompted to translate
directly from the source language to the desired
target language without any prior examples.

2. few-shot: The model translates the input sen-
tence using a limited number of pairs of source-
target examples.

3. gloss-shot: The model predicts based on exam-
ples that pair the source sentences not just with
their translation but also with their gloss.

"Experiments reported in Appendix A.

Sigmorphon dataset

Language  Abbrev. Script Test size Speakers?
Gitksan Git Latin 37 1,110
Lezgi Lez Cyrillic 87 800,000
Natugu Ntu Latin 99 5,900
Tsez Ddo Cyrillic 445 18,000
GlossLLM dataset
Language  Abbrev. Script Test size Speakers?
Swabhili Swa Latin 439 200 million
Yoruba Yor Latin with diac. 135 47 million
Icelandic Ice Latin 27 330,000
Marathi Mar Devanagari 43 83 million
Kannada Kan Kannada 388 59 million
Urdu Urd Perso-Arabic 259 232 million
Thai Tha Thai 352 61 million
Greek Gre Greek 59 13.5 million
Portuguese  Por Latin 309 264 million
Japanese Jap Japanese scripts’ 4,748 123 million
Russian Rus Cyrillic 2,444 255 million
Arabic Ara Arabic 136 274 million

Table 1: Overview of the languages and the test split
sizes used in GRAMMAMT evaluation.

4. chain-shot: As in gloss-shot, the model receives
triples of source, gloss, and target sentence ex-
amples to translate the input sentence. However,
the model is additionally prompted to generate
the gloss for the input sentence itself before its
translation.

For each language in our study, we use the same
21 translation examples for each of the prompting
strategies outlined above. We use 21 examples
since we found to be the optimal value found in
our ablation studies in Section 6). See Appendix D
for detailed information on the selected prompting
templates.

4.3 Datasets and Languages

We evaluate translation quality of GRAMMAMT on
three different datasets from English to 16 different
languages. These languages fall under endangered
languages that are hardly seen during pre-training,
as well low-resource languages and mid-to-high-
resource languages. Table 1 provides an overview
of the languages, scripts and test set sizes.

Sigmorphon: We use the dataset from the 2023
SIGMORPHON Shared Task for evaluating on un-
seen languages Ginn et al. (2023), selecting Gitk-
san, Lezgi, Natugu, and Tsez. This dataset includes
translation pairs from each source language to En-
glish, together with the interlinear glosses and mor-
phological segmentation of the source sentences.

2The number of speakers are referenced from Wikipedia.
Kanji,Hiragana and Katakana.
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Method BLEU chrF++

Git Lez Ntu Ddo | Avg. | Git Lez Ntu Ddo | Avg.
zero-shot 141 146 026 039 | 0.88 | 23.88 17.71 13.77 16.84 | 18.05
few-shot 471 636 334 135 | 394 | 25.18 22.89 1941 19.90 | 21.85
gloss-shot 496 581 132 1.55 | 3.41 | 25.87 23.08 20.24 20.79 | 22.50
chain-gloss | 5.84 7.30 235 149 | 425 | 23.65 22.62 19.19 17.89 | 20.84

Table 2: BLEU and chrF++ performance on unseen/endangered languages using the 2023 SIGMORPHON Shared
Task test split. Best results shown in bold and second-best underlined.

Method BLEU chrF++

Swa  Yor Ice Mar Kan | Avg. | Swa  Yor Ice Mar  Kan | Avg
zero-shot 16.96 448 492 0.70 5.84 | 6.58 | 40.33 18.87 2797 1328 25.65 | 25.22
few-shot 2235 1198 643 19.19 2350 | 16.69 | 45.73 2992 28.87 36.11 44.16 | 36.96
gloss-shot 2220 1632 350 17.53 2240 | 1639 | 46.49 3324 2579 36.18 42.69 | 36.88
chain-gloss | 23.54 14.10 5.11 17.32 25.26 | 17.06 | 4543 33.54 2491 3537 46.27 | 37.10

Table 3: BLEU and chrF++ performance on low-resource languages. We use the GlossLM data, the largest corpus
of IGT data. Best results shown in bold and second-best are underlined.

We report performance on the test set, while the
validation split is used for ablation studies. In both
cases, support examples are drawn from the train-
ing split, specifically the first 21 sentences. (Sec-
tion 6 indicates that N > 21 is optimal.)

GlossLM: For evaluating on low to high-
resource languages, we use the GlossLM dataset
(Ginn et al., 2024), a recent and extensive compila-
tion of interlinear glossed text (IGT) from six differ-
ent IGT corpora. This dataset includes 250k unique
sentences across 1800 languages. We selected
languages from different scripts, specifically con-
sidering Swahili, Yoruba, Icelandic, Marathi, and
Kannada for low-resource languages. For mid-to-
high-resource languages, we included Urdu, Thai,
Greek, Portuguese, Japanese, Russian, and Arabic.
However, the GlossLM dataset only provides eval-
uation splits (dev/test) for the languages included
in the SIGMORPHON Shared Task for unseen lan-
guages, as this data is the most consistent. For
other languages ranging from low to high-resource,
the dataset offers only a training split. To address
this, we created evaluation splits by designating
most of the training set for evaluation, reserving
the first 21 examples for in-context learning. We
have detailed the number of validation samples for
each language in Table 1.

FLORES-200: We also report results on the
FLORES dataset (Goyal et al., 2022) (test split).
We use the same languages we considered from
the GlossLLM dataset, and the same set of 21 exam-
ples since FLORES does not contain the annotated

glosses, to assess our approach’s ability to gener-
alise in the absence of in-domain glosses.

4.4 Metrics

For evaluation, we report common MT evalua-
tion metrics, namely BLEU (Papineni et al., 2002)
with SacreBLEU tokenisation (Post, 2018), and the
chrF++ metric, which exhibits a stronger correla-
tion with human annotator scores (Popovic¢, 2017).

5 Results

GrammaMT outperforms few-shot in un-
seen/endangered languages. In Table 2, we
show how GRAMMAMT performs on four unseen
languages: Gitksan, Lezgi, Natugu and Tsez. The
results show that the gloss-shot strategy outper-
forms the baselines on all unseen languages tested
on using the chrF++ metric. We see an improve-
ment of 0.69 for Gitksan, 0.19 for Lezgi, 0.84 for
Natugu, and 0.89 chrF++ points for Tsez over few-
shot. Additionally, BLEU scores improved for both
Gitksan and Tsez. For chain-gloss, while few-shot
outperforms with the chrF++ metric, we see BLEU
score increases of 1.13 points for Gitksan, 0.94
for Lezgi, and 0.14 for Tsez. On average GRAM-
MAMT is competitive or outperforms translation
for unseen languages in our experiments, indicating
the benefits in this challenging language setup.

Chain-gloss improves translation of low-
resource languages. We also assess GRAM-
MAMT the low-resource languages Swahili,
Yoruba, Icelandic, Marathi and Kannnada (see



Method BLEU

chrF++

Urd Tha Gre Por Jap Rus Ara‘ Avg.‘ Urd Tha Gre Por Jap Rus Ara | Avg.

zero-shot 400 135 6.16 37.75 7.16 2520 3.46 | 12.15|20.53 1256 23.16 59.21 27.61 4730 19.95 | 30.05
few-shot 26.19 7.68 10.62 44.14 13.72 2495 5.35| 18.95 | 4336 19.76 27.55 63.89 3593 48.58 21.28 | 37.19
gloss-shot | 26.86 6.26 9.56 44.37 13.65 23.99 5.60 | 18.61 | 43.49 19.27 27.17 63.72 3570 48.13 21.19 | 36.95
chain-gloss | 28.71 8.37 10.74 42.88 14.78 27.52 526 | 19.75 | 4586 19.85 27.11 6233 36.41 49.30 19.51 | 37.20

Table 4: BLEU and chrF++ performance on mid-high-resource languages also reported on the GlossLM data.
Best results are shown in bold and second-best are underlined.

Table 3). Chain-gloss improves the performance
on the majority of the low-resource languages we
examine as seen in the average BLEU and chrF++
score. This improvement is similarly observed with
gloss-shot, particularly in the chrF++ performance
for Swahili and Marathi. Notably, Yoruba showed
significant improvement from adding the gloss
to the context, with an increase of more than 4
BLEU points and 3 chrF++ points compared to
few-shot. Icelandic and Marathi, exhibited the best
performance using few-shot based on BLEU.

Chain-gloss also improves mid-high-resource
languages. In Table 4, we observe that GRAM-
MAMT improves the performance for all of the
high-resource languages on BLEU, with the best
performing method being either chain-gloss or
gloss-shot. Chain-gloss outperforms few-shot and
gloss-shot in 5 of the 7 languages, while gloss-shot
achieves the best results for Portuguese and Arabic.
Notably, Urdu and Russian show substantial im-
provements, with chain-gloss surpassing few-shot
by more than 2.5 BLEU points.

Using chrF++, consistent with the BLEU results,
we have chain-gloss outperforming the other meth-
ods except again for the Portuguese and Arabic, as
well as Greek, for which few-shot outperforms both
gloss-shot and chain-gloss. For these languages,
gloss-shot also outperforms chain-gloss.

Overall, these results show that augmenting the
context with grammatical information is not only
beneficial in low-resource settings, but also for mid-
to-high-resource languages.

5.1 Segmentation

We further explore the use of morphological seg-
mentation, which is also commonly adopted in IGT,
where sentences may be accompanied both by the
gloss as well as its segmentation. In this setup, we
propose seg-shot, where instead of the gloss of the
input sentence, we use morphological segmenta-
tion, as illustrated below:

1. Source: Juma alimpiga risasi tembo

jana usiku.

2. Segmentation: Juma a-li-m-pig-a risasi
tembo jana usiku

3. Translation: Juma shot an/the elephant
last night.

In Table 5, we observe that seg-shot improves
gloss-shot on Natugu, Greek and Arabic. This
improvement is also seen at average performance
level, which provides motivation for GRAMMAMT
to be explored with other grammatical augmenta-
tions.

We then combined glosses and segmentation in
our prompts (gloss w/ seg) and found performance
improvment on both gloss-shot and seg-shot for
three languages (Gitksan, Marathi and Russian),
suggesting that prompting strategies may be lan-
guage specific.

We also use segmentation in the chain-of-
segmentation set-up (chain-seg), similarly to chain-
gloss, and find that while on average chain-gloss
outperforms chain-seg, chain-seg is competitive
and outperforms the remaining methods.

5.2 OOD - Flores

The above experiments all use data from the same
domain. In these experiments, we explore the per-
formance of GRAMMAMT in an out-of-distribution
setup with the FLORES dataset. We use the same
examples from the GlossLM in the prompts and
ask the model to translate the FLORES test set. Ta-
ble 6 shows the results with gloss-shot being the
best performer on average. We observe an improve-
ment of over 1 BLEU point for Swahili, Icelandic,
Greek, Portuguese, Japanese and Russian. This
shows that the gloss-shot strategy can be applied
even in the absence of annotated glosses for the
current domain, and highlights its potential for out-
of-domain settings. However, this seems not to be
the case for chain-gloss. Without in-domain gloss
examples, the model seems to struggle to generate
good glosses, resulting in poorer translations.



Method ‘ Git Lez Nat Tse ‘ Swa Yor Ice Mar Kan Urd Tha Gre Por Jap Rus  Ara ‘ Avg.
gloss-shot | 496 581 132 1552220 1632 3.50 17.53 2240|2686 626 956 4437 13.65 2399 5.60 | 14.12
seg-shot 223 596 238 1.32]2215 1327 356 18.59 24.58 | 28.04 7.00 13.44 43.60 13.30 25.85 6.20 | 14.47
gloss w/seg | 520 5.65 1.81 1.55 ]| 21.67 14.56 3.63 18.71 21.28 | 28.54 6.89 11.38 4393 1290 26.01 4.56 | 14.27
chain-gloss | 5.84 7.30 235 149 |23.54 14.10 5.11 17.32 2526 | 28.71 837 10.74 42.88 14.78 27.52 4.51 | 15.00
chain-seg 517 6.68 2.00 1.05]|23.34 13.08 6.38 16.35 2359 | 2891 791 11.18 43.04 1540 29.25 330 | 14.79

Table 5: The effect of augmenting GRAMMAMT with other grammatical information than glosses. We find that
morphological segmentation can be a viable alternative to annotated glosses.

N-shot

N=21

N=45

I few-shot
gloss-shot
Il chain-gloss

3 4 5 6 0 1 2
BLEU
Gitksan

3
BLEU
Lezgi

4 5 6 0 1 2 3
BLEU
Natugu

Figure 2: Varying the number of N-shot examples, ranging /N from 3 to 45. These ablation studies were performed
on the validation split of the 2023 SIGMORPHON Shared Task data.

6 Discussion

We conduct ablations studies, discussing the im-
pact of varying the number of N-shot examples
in our approach. This analysis was performed on
the validation split from the SIGMORPHON data,
where we have access to a larger range of examples
(greater than 21) from the training split. Addition-
ally, we analyse the impact of the gloss component
under an oracle setup, by providing a gold gloss for
the source sentence to be translated.

Varying N We consider the impact of the num-
ber of examples provided in prompts and vary the
number of shots, IV, both in our proposed GRAM-
MAMT strategy and in the basic few-shot approach.
An increase of N leads to improvements in all
strategies, see Figure 2. Interestingly, gloss-shot
beats few-shot with the increase in /N with excep-
tion of Lezgi at N = 21. We also see significant
gains on chain-gloss with the largest number of N
suggesting also that chain-of-thought would benefit
also from adding more examples to illustrate the
task in question. These results provide a strong
argument for adding more examples to both gloss-
shot and chain-gloss, in order to maximise the ben-
efit of GRAMMAMT.

Oracle Performance. In neither GRAMMAMT
prompting strategy, is the model provided with an
annotated gloss for the source sentence to be trans-

lated. In gloss-shot, glosses are provided for only
the N-shot examples. In chain-gloss, the model is
required to generate the gloss for the source sen-
tence before translating, even though these LL.Ms
were not specifically trained on that task. We exam-
ined the impact on performance, of providing the
model access to an accurate gloss for the source
sentence, using gold glosses available on the SIG-
MORPHON and GlossLLM data. Results are pre-
sented in Table 7.

On average, scores jump by a massive 17.46 (&
6.6 st. dev) BLEU points across all languages. The
highest improvement is 30.33 BLEU for Kannada,
and the least gains seen for Portuguese and Lezgi,
still improving by 6.2 and 7.64 BLEU respectively.
In fact, large improvements are generally seen for
each class of languages: unseen and low-, mid-
high-resource languages. This points to the po-
tential impact of exploring and training automatic
gloss models like GlossLM (Ginn et al., 2024) to
support tasks like machine translation.

We also conducted this oracle experiment in the
zero-shot setting, where the model is no longer
provided with any N-shot examples of machine-
translation pairs or glosses, but only the source
sentence to translate together with its gold gloss.

Once again, across all languages, the model out-
performs the zero-shot setting by a massive margin:
an average gain of 16.02 (£ 8.89 st. dev.) BLEU



Method Swa  Yor Ice Mar Kan | Urd Tha Gre Por Jap Rus Ara | Avg.
few-shot 2099 394 1823 18.72 3.63 | 19.78 21.34 28.07 41.24 16.62 2727 28.59 | 20.7
gloss-shot | 22.37 5.00 1940 1826 3.04 | 18.65 20.35 30.08 43.30 19.61 31.14 28.43 | 21.64
chain-gloss | 20.26 5.03 18.05 1720 4.40 | 18.13 19.32 27.82 41.62 1823 30.26 26.74 | 20.59

Table 6: BLEU performance on the FLORES test set. We select the 21-shot examples from the GlossLM data, as
FLORES lacks annotated glosses. Results show that GRAMMAMT can generalize in an out-of-domain setting.

Method ‘ Git Lez Nat  Ddo ‘ Swa  Yor Ice Mar  Kan ‘ Urd Tha Gre Por Jap Rus Ara
Few-shot 324 414 345 153 | 2023 119 454 19.19 2229 |26.09 742 8.4 4437 123 22,63 535
Gloss-oracle | 19.71 11.78 16.52 1395 | 40.0 38.32 2256 38.69 52.62 | 3829 2831 34.68 50.57 28.46 37.57 24.45
ADelta 16.47 7.64 13.07 1242 | 19.77 2642 18.02 195 30.33 | 122 20.89 26.28 62 16.16 1494 19.1

Table 7: Simulation of an oracle experiment with GRAMMAMT receiving a reference gloss. Previous experiments
lacked glosses for input sentences (only available for the V-shot, N = 21, examples). Our aim was to investigate
whether the model’s performance could further improve with access to a correct gloss.

zero-shot
40 zero-gloss

30

BLEU

20

Git Lez Nat Ddo Swa Yor Ice Mar

Kan Urd Tha Gre Por Jap Rus Ara

Languages

Figure 3: Oracle experiment in the zero-shot setup. We study if the performance could continue to improve with the
gloss of the source sentence, without having access to any support examples. The experiments show significant
BLEU gains across all languages, attesting for the potential of automatically generating glossed text.

points. The highest improvement is 37.34 points
for Kannada again. Compared to the previous in-
context learning experiments reported in Section 5,
there are greater gains when the input sentence is
accompanied by its gloss, compared to using few
examples from machine translation pairs (few-shot)
or from interlinear glosses (gloss-shot). This again
underscores the potential of having specialised ex-
ternal gloss models automatically annotate the in-
put sentences.

Qualitative Examples We present examples of
translations produced by GRAMMAMT using the
gloss-shot and chain-gloss strategies, and compare
against the few-shot approach, as shown in Table
10 and Table 11 in Appendix E. Specifically, we
showcase examples for gloss-shot in Yoruba and
for chain-gloss in Swabhili, where we observed re-
spective gains of 4.25 and 1.19 BLEU points, re-
spectively. In line with these quantitative results,
we can observe that both gloss-shot and chain-gloss
strategies generate more satisfactory translations
compared to the few-shot approach.

7 Conclusions

We propose GRAMMAMT, a machine translation
prompting approach that augments instruction-
tuned LLMs with grammatical information using
interlinear gloss resources. This formulation of
machine translation enables a range of desirable
properties: it is training-free, efficient in terms of
support examples, and requires minimal effort for
data collection. Our results demonstrate improve-
ments across low-resource contexts, including en-
dangered languages that the model had minimal
exposure to, as well as in high-resource languages
where the model is already familiar with the gram-
matical structure.

Experiments further show the possibility of
achieving large gains in BLEU across studied lan-
guages when an LLM has access to or can correctly
generate a gloss for the input sentence. This at-
tests for the potential impact of annotated glosses
in machine translation, suggesting that exploring
specialised models for automatic gloss generation
could be an important avenue for future research.



8 Limitations

Our gloss-shot strategy builds upon few-shot
prompting and, likewise, has limited interpretabil-
ity. The glosses are derived from examples unre-
lated to the input image, making it unclear how
these examples directly influence translation out-
comes. In contrast, chain-gloss, akin to a chain-of-
thought prompting, provides more interpretability
by generating step-by-step glosses specifically for
the input sentence.

While our work covers a wide variety of lan-
guages, it only evaluates machine transliteration
into English (— en) and not from English (en
—). This limitation is due to the available Inter-
linear Gloss Text datasets, which primarily con-
tain glosses and translations in English for various
source languages, but not the other way around.
However, since most data on the internet is in En-
glish, it would be valuable for future work to eval-
uate our approach for translating from English as
well.

Another limitation is the scope of metrics that
our study covers. In the Results section, we occa-
sionally observe inconsistencies between improve-
ments in BLEU and chrF+. Therefore, expand-
ing the range of metrics, such as incorporating
COMET (Rei et al., 2020) and other model-based
evaluations, would provide a more comprehensive
evaluation of our approach.
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A  Model Size

To assess the generalisability of GRAMMAMT,
we carried out experiment with Llama-3-8B and
Mixtral-8x22B. Majority of the languages exhibit
better performance using GRAMMAMT with a few
exceptions: 2 languages for LLaMA 70b and Mix-
tral, 4 languages for LLaMA 8b where few-shot
was the best performer. Closer examination of Ap-
pendix A shows that chain-gloss in larger mod-
els, especially Mixtral, provides considerable gains
compared to few-shot. We also see similar gains
with chain-gloss with LLaMA 8b for most of the
low-resource language. This is particularly attrac-
tive as with most low-resource languages often face
double-bind (Ahia et al., 2021) of compute and
data. The success of smaller model doing well with
chain-gloss and gloss-shot means a lower barrier
to achieving good translation for these languages.
Additionally, gloss-shot exhibits the best perfor-
mance in 3 high-resource languages for the smaller
LLaMA model. Overall, these results provide evi-
dence that GRAMMAMT is versatile and can pro-
duce good performance with both small and large
models.

B FLORES chrF++

Here we report chrF++ results on the FLORES
test set. Consistently with BLEU scores, we also
observe improvements of chrF++ for Swahili, Ice-
landic, Greek, Portuguese, Japanese and Russian.

C Languages

We discuss the various languages we consider be-
low:

Unseen, Endangered languages. Gitksan,
Lezgi, Natugu, and Tsez languages cover a
diverse range of linguistics characteristics. Specif-
ically, Gitksan language is polysynthetic with
Verb-Subject-Object word order whereas Natugu
languages is analytic with Subject-Verb-Object
word order. Lezgi and Tsez are both agglutinative
and use the Subject-Object-Verb word order.

Low-resource languages. Swahili, Yoruba, Ice-
landic, Marathi, and Kannada languages exhibit
diverse morphological structure and word order.
Swahili, Marathi, and Kannada are agglutinative,
Yoruba is analytic, and Icelandic is fusional. In
terms of word order, Swahili, Yoruba and Icelandic
are characterised by a Subject-Verb-Object order
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Method Model | Swa  Yor Ice Mar Kan | Urd Tha Gre Por Jap Rus  Ara
few-shot LLaMA-370b | 22.35 1198 6.43 19.19 2350 | 26.19 7.68 10.62 44.14 13.72 2495 535
gloss-shot | LLaMA-370b | 22.20 16.32 3.50 17.53 2240 | 2686 6.26 9.56 44.37 13.65 2399 5.60
chain-gloss | LLaMA-370b | 23.54 14.10 5.11 17.32 2526 | 28.71 8.37 10.74 4288 14.78 27.52 5.26
few-shot LLaMA-38b | 16.75 8.82 198 7.34 1573 | 17.87 549 3.64 3851 7.57 2217 1.69
gloss-shot LLaMA-38b | 1441 944 348 852 1343|1822 646 3.02 3871 7.05 2156 124
chain-gloss | LLaMA-38b | 14.07 10.17 5.18 1333 14.74 | 1519 5.68 435 37.60 7.07 20.00 2.10
few-shot Mixtral-8x22B | 17.67 11.23 6.15 1589 27.07 | 27.37 839 16.69 4451 17.80 30.41 5.09
gloss-shot | Mixtral-8x22B | 10.67 12.05 4.99 15.34 28.14 | 2332 4.13 13.85 4431 1541 2834 232
chain-gloss | Mixtral-8x22B | 23.64 16.90 4.08 16.97 2499 | 27.44 8.97 18.28 44.78 19.30 2896 7.66

Table 8: BLEU performance on reported on the GlossLM acrossed the different models (LLaMA-3 70b, LLaMA-3
8b, Mixtral-8x22B).

Method ‘ Swa  Yor Ice Mar  Kan ‘ Urd Tha Gre Por Jap Rus Ara ‘ Avg.
Few-shot 45.83 2399 4393 47.06 26.10 | 47.93 50.67 55.14 65.75 47.10 55.15 57.05 | 47.14
gloss-shot 47.36 2553 45.00 46.67 2531 | 4740 50.19 57.24 67.21 50.20 58.32 57.04 | 48.12
Chain-gloss | 44.37 24.56 4347 44.62 2612 | 4582 4897 5486 65.15 47.77 5729 5542 | 46.54

Table 9: chrF++ performance on the Flores test set.

while Marathi and Kannada by Subject-Object-
Verb.

Mid-to-high-resource languages. We also ex-
periment on 7 mid-to-high-resource languages
namely: Urdu, Thai, Greek, Portuguese, Japanese,
Russian, and Arabic. Urdu, Greek, Portuguese,
Russian have fusional mophological typology.
Japanese is agglutinative while Thai is analytic.
In terms of word order, all languages have a
Subject-Verb-Object order, except Urdu and Ara-
bic, which follow Subject-Object-Verb and Verb-
Subject-Object orders respectively.

D Prompt-Template

Our prompt follows the Hire a Linguist Zhang et al.
(2024) template, starting with a system message
that sets the LLM into a linguistic mode: "You are
a linguistic expert who never refuses to use your
knowledge to help others.". We also request in the
prompt that the model encloses its translation. For
the baselines and our proposed prompting strate-
gies, we ensure that the prompt is as similar as pos-
sible by including the same prefix and suffix: "Here
are some examples of {language} sentences and
their corresponding English translations:" and "A
translation for this {language} sentence in English
is:". We just make minimal changes depending on
the specific prompting strategy. For example, the
zero-shot strategy does not include examples. In
gloss-shot, we provide the gloss, while in chain-
gloss, we ask the model to generate the gloss first.

We show below the Swahili prompt for the different
strategies. For other languages, it can be tailored
by naming the corresponding language:

D.1 Zero-shot

You are a linguistic expert who never
refuses to use your knowledge to help
others.

Please help me translate the following
sentence from Swahili to English. Please
answer with the translation directly and
enclose your translation in ###.

Swahili sentence: <input sentence 1>
A translation for this Swahili sentence
in English is: ###

D.2 Few-shot

You are a linguistic expert who never
refuses to use your knowledge to help
others.

Here are some examples of Swahili
sentences and their corresponding English
translations:

Swahili sentence: <source sentence 1>

A translation for this Swahili sentence
in English is: ### <translation example
1> #it#

Please help me translate the following
sentence from Swahili to English. Please
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answer with the translation directly and
enclose your translation in #i##.

Swahili sentence: <input sentence 1>
A translation for this Swahili sentence
in English is: ###

D.3 Gloss-shot

You are a linguistic expert who never
refuses to use your knowledge to help
others.

Here are some examples of Swahili
sentences and their corresponding English
translations:

Swahili sentence: <source sentence 1>
Gloss: <gloss example 1>

A translation for this Swahili sentence
in English is: ### <translation example
1> #i##

Please help me translate the following
sentence from Swahili to English. Please
answer with the translation directly and
enclose your translation in #i#i#.

Swahili sentence: <input sentence 1>
A translation for this Swahili sentence
in English is: ###

D.4 Chain-gloss

You are a linguistic expert who never
refuses to use your knowledge to help
others.

Here are some examples of Swahili
sentences and their corresponding English
translations:

Swahili sentence: <source sentence 1>
Gloss: <gloss example 1>

A translation for this Swahili sentence
in English is: ### <translation example
1> ###

Please help me translate the following
sentence from Swahili to English. Please
answer first with the gloss and then with
the translation directly and enclose your
translation in #i#.

Swahili sentence: <input sentence 1>
Gloss:

13

D.5 Segmentation-shot

You are a linguistic expert who never
refuses to use your knowledge to help
others.

Here are some examples of Swahili
sentences and their corresponding English
translations:

Swahili sentence: <source sentence 1>
Segmentation: <gloss example 1>

A translation for this Swahili sentence
in English is: ### <translation example
1> #it#

Please help me translate the following
sentence from Swahili to English. Please
answer with the translation directly and
enclose your translation in ##i#.

Swahili sentence: <input sentence 1>
A translation for this Swahili sentence
in English is: ###

D.6 Segmentation-gloss

You are a linguistic expert who never
refuses to use your knowledge to help
others.

Here are some examples of Swahili
sentences and their corresponding English
translations:

Swahili sentence: <source sentence 1>
Segmentation: <gloss example 1>

A translation for this Swahili sentence
in English is: ### <translation example
1> #it#

Please help me translate the following
sentence from Swahili to English. Please
answer first with the segmentation and
then with the translation directly and
enclose your translation in ###.

Swahili sentence: <input sentence 1>
Segmentation:

E Qualitative Examples

We provide examples of translations generated with
GRAMMAMT in Table 10 and Table 11.



Reference Few-shot Gloss-shot

Yoruba

I cut the bread with a knife. I gave a knife to a butcher. T used a knife to cut the bread.

S/he is bringing them. S/he took them (a collection of small things) from home.  S/he gathered them and came.

Ade cannot sing. Ade is not singing. Ade doesn’t know how to sing.

Ojo bought a book for mother The king gave a house to his mother. The day broke and gave the mother.

The child accepted the present with joy. The child threw away the entire gift.

The child used a joyful mood to receive a gift.

Table 10: Qualitative examples of translations generated with the gloss-shot strategy for Yoruba compared to the

few-shot strategy.

Reference Few-shot Chain-gloss

Swabhili

One large basket fell. A large basket fell. Gloss: 7.basket 7.big 7.one 7.PST-fall
Translation: A big basket fell .

I was still working. I'had a job that I was doing. Gloss: 1SG-PST-be 1SG-PST-want 1SG-PST-do 9work
Translation:I wanted to do the work.

Juma had cooked food. Juma had cooked food. Gloss: Juma SM.PST-be 1SG-REL-cook food.

The leg of the table and the chair are broken. The leg of the table and chair is broken.

I read for each author his book. I read every author’s book.

Translation:Juma had cooked food.

Gloss: 13-leg 3-table and 7-chair 3S-PST-break-APPL-FV
Translation: The leg of the table and the chair broke.

Gloss: Gloss: 1sgS-PST-read-FV every 1-author 7-book 7-POSS
Translation:I read every author’s book.

Table 11: Qualitative examples for the Swahili language of the translations generated with the chain-gloss strategy

compared to the few-shot strategy.
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