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Abstract

We introduce RoadSocial, a large-scale, diverse VideoQA
dataset tailored for generic road event understanding from
social media narratives. Unlike existing datasets limited
by regional bias, viewpoint bias and expert-driven annota-
tions, RoadSocial captures the global complexity of road
events with varied geographies, camera viewpoints (CCTV,
handheld, drones) and rich social discourse. Our scal-
able semi-automatic annotation framework leverages Text
LLMs and Video LLMs to generate comprehensive question-
answer pairs across 12 challenging QA tasks, pushing the
boundaries of road event understanding. RoadSocial is
derived from social media videos spanning 14M frames
and 414K social comments, resulting in a dataset with
13.2K videos, 674 tags and 260K high-quality QA pairs.
We evaluate 18 Video LLMs (open-source and proprietary,
driving-specific and general-purpose) on the RoadSocial-
QA benchmark. We also demonstrate RoadSocial’s utility in
improving road event understanding capabilities of general-
purpose Video LLMs.

1. Introduction

A road event typically refers to any incident, activity, or
condition occurring on or around the roadway that affects
traffic flow, safety, or road usage. The ability to recognize
and interpret road events is essential for safe and reliable in-
telligent vehicles and transportation systems. In this regard,
large-scale video datasets of road events are used to develop
assistive models [2, 3, 7, 18, 21, 25]. Many recent datasets
contain videos with accompanying question-answer text
pairs and other text metadata [13, 19, 20, 23]. Such datasets
have become a de facto choice for training Video Large Lan-
guage Models (Video LLMs) [6, 11, 23, 33].

However, current video-based road event understanding
approaches are limited by region-specific datasets, neglect-

*Equal contribution.

ing the diversity of global road scenarios. Most datasets
focus on dashcam views for autonomous driving, over-
looking other camera types such as CCTV, handheld, and
drone-based. They also lack annotations on generic events
(e.g. defensive driving, near-misses). Due to the reliance
on regionally-biased expert annotators, the broader and
richer contextual insights from real-world social discourse
on road events are absent. Furthermore, existing evalua-
tion frameworks fail to test the Video LLMs’ ability to dis-
tinguish informative road event details from misleading in-
formation, essential for developing reliable, hallucination-
resistant road event understanding systems.

To address these limitations and to enable foundational
video language models for generic road event understand-
ing, we introduce RoadSocial, a large-scale and diverse
Video Question Answer (VideoQA) dataset. RoadSocial is
obtained by processing social media videos and the narra-
tives accompanying these videos. The inherent diversity
of social media in terms of geographical locations, cam-
era viewpoints, road event types and social commentary
addresses shortcomings of video datasets mentioned previ-
ously. Specifically, we make the following contributions:

• RoadSocial: a large-scale, diverse VideoQA resource for
road events, derived from social media videos spanning
14M frames and 414K social comments from 100 coun-
tries, resulting in a dataset with 13.2K videos, 674 unique
tags, and 260K high-quality QA pairs.

• A semi-automatic annotation framework using Text LLM
and Video LLM that processes social media video nar-
ratives and generates comprehensive QA pairs across 12
distinct challenging tasks.

• A robust evaluation framework incorporating non-road
event videos and irrelevant questions to assess the robust-
ness of Video LLMs to hallucinations.

• A demonstration of RoadSocial’s utility in improving
road event understanding capabilities of general-purpose
VideoLLM and for evaluating Planning/AV-related tasks.

• Critical insights into 18 Video LLMs’ performance on
road event understanding, obtained from their evaluation
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on our RoadSocial-QA benchmark.

2. RoadSocial Dataset
RoadSocial is a dataset created from social media videos in
unconstrained, real-world environments. These videos are
accompanied by rich social commentary that reflects facts
and varied cultural perspectives on road events worldwide.

2.1. Data Collection
We crowdsourced diverse road event data from X (formerly
Twitter), leveraging its global community for real-world in-
sights. Unlike other platforms, X is characterized by an ac-
tive social discourse on road events that includes the gen-
eral public, road event enthusiasts, and road enforcement
authorities. Our strategy focused on popular road event re-
lated social media handles worldwide, using multilingual
keywords to scrape tweet data from 2012 onwards, filter-
ing for videos with substantial commentary. The resulting
dataset captures varied road events—traffic violations, ac-
cidents, safe driving, and infrastructure awareness—across
different environments and locations.

2.2. Annotation Strategy: QAs and Tags
Our annotation strategy leverages both visual content and
social media narratives to generate high-quality, culturally
diverse QA pairs and video tags ( Figs. 1 and 2).

Identifying Representative Road Event Samples: We
start by identifying representative samples of diverse road
events observed across different geographical regions and
design effective template questions for QA generation. We
extract vector embeddings of multilingual tweet text and
hashtags using OpenAI’s GPT-3 text embeddings [17]. We
perform hierarchical k-means clustering over the embed-
dings to produce clusters of distinct road events (e.g. UK
cyclist near-misses, illegal truck overtaking in China, car
hydroplaning in USA). We selected top five samples closest
to each cluster center as representatives, ensuring our QA
generation is grounded in well-represented road events.

Hybrid Approach for QA Generation: We then use a
hybrid approach to generate QA pairs that blend video se-
mantics with social media context. We split videos into 3-
second segments and use VideoLLMs to generate detailed
captions, which are then processed by TextLLMs to cre-
ate cohesive visual summary. Tweet conversations are then
cleaned and integrated with visual summary to generate
contextually rich QA pairs using template questions. Gen-
erated QA pairs undergo refinement to remove non-visual
information, and ensure human-like responses. Finally, all
QA pairs are verified by expert annotators. We also gen-
erate incompatible QA pairs for non-road event videos to
test model robustness to hallucinations, and adversarial QA
pairs to evaluate model’s ability to reject misleading as-
sumptions.

Video-level Tag Generation: To categorize videos by
key aspects of road events, we generate diverse video-level
tags (e.g. traffic violation, wheelie, unsafe overtaking) us-
ing the verified answers discussed earlier. A Text LLM [1]
scans these answers to generate top-k tags most relevant to
each QA pair of unique type defined by the template ques-
tions. This structured tagging approach ensures that the
generated QA pairs, tags are robust and reflect the diverse
scenarios present in the dataset. Distribution of the result-
ing tags for each QA pair type are shown by word clouds in
Fig. 1.

2.3. Dataset Statistics
Our final dataset stats are shown in Fig. 2. The dataset
exhibits significant diversity across several dimensions,
including geographical distribution (Fig. 2), QA types
(Fig. 3), and video tags with their distribution shown in
word clouds (Fig. 1). The global coverage of our dataset
attributes, depicts the diverse cultural perspectives involved
in the QA pair generation process. It includes 414K multi-
lingual tweet captions and replies corresponding to 204K
unique user handles (from across 100 countries) sharing
facts and opinions about the road or traffic events.

2.4. QA Tasks Taxonomy
We developed a question-answer (QA) taxonomy for struc-
tured evaluation of Video Large Language Models (Video
LLMs). The taxonomy consists of 12 distinct tasks or-
ganized into four reasoning categories: Complex, Factual,
Imaginative, and Hallucination (Fig. 3). Our taxonomy
extends beyond conventional road datasets by incorporat-
ing previously underrepresented tasks, such as Viewpoint
QA (analysis of camera perspectives) and Where QA (geo-
graphic location identification). As an additional novelty,
our approach uniquely incorporates Adversarial QA and
Incompatible QA to test models’ robustness to hallucina-
tions and rejecting misleading assumptions or false details
in questions.

3. Experiments and Analysis

To evaluate zero-shot reasoning capabilities of Video
LLMs, we split our dataset into 12K training and 1.2K
test videos, resulting in 234K and 26K QA pairs respec-
tively. The video splits maintain geographical diversity
across the dataset, with the test set serving as our primary
evaluation benchmark. We evaluated 18 Video LLMs (both
open-source and proprietary, driving-specific and general-
purpose) on our benchmark using video frames with task
specific questions. The results of their zero-shot perfor-
mance on all QA tasks is presented in Tab. 1.

Following established practices in recent literature [10,
12, 23, 29], we report GPT-3.5 score [15] for all QA tasks
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Figure 1. Diverse Video Attributes in the RoadSocial Dataset: The total count of unique tags for each attribute is shown in circled boxes ,
alongside word clouds highlighting these values. For each attribute, we display examples with 2-3 keyframes from videos. The figure
captures the diversity of road events, environmental conditions, geographical locations, viewpoints, interactions between road entities, and
traffic violations. The varied scenarios under each attribute showcase the rich complexity of our dataset.
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Figure 2. The diversity of RoadSocial dataset: The number of
QA pairs, social commentary (tweets), and video frames spread
across different regions is shown. Overall statistics of the raw
tweet data, generated QA pairs, and tags in our dataset is also
shown. Total incompatible QA pairs and related numbers for non-
road event videos are specified inside a light brown box at left.

(except Temporal Grounding) to assess the similarity be-
tween model-generated and ground-truth open-ended re-
sponses. For Temporal Grounding QAs, mean Average Pre-
cision (mAP) score is reported which compares time inter-
val ranges in model-generated and ground-truth responses.

Key findings include: (1) All general-purpose models
surpass driving-specific Video LLM across all QA tasks, re-
vealing the regional bias in driving-focused models causing
performance gaps in general road event understanding. (2)
Models struggle more with generic questions than specific
ones due to the need for context during inference. (3) Strong
performance in factual reasoning (Where, Viewpoint) but
weakness in complex reasoning (Description, Why). (4)
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Figure 3. QA Task Taxonomy: The QA pairs in RoadSocial are
broadly grouped into 4 categories (highlighted in blue) which are
further subdivided into 12 tasks (shown in green). Total QA pair
count for each category is shown in blue squared box. Some of
these tasks are further subdivided into granular sub-tasks (high-
lighted in orange) to facilitate coarse to fine-grained understanding
of road events along different aspects.

Temporal grounding of road events is particularly challeng-
ing (<1% mAP for most models). (5) Promising capabil-
ities in imaginative reasoning (>70% GPT-scores in Advi-
sory, Introspection tasks). (6) Variable robustness to hal-
lucination with few models effectively rejecting misleading
information (Incompatible, Adversarial).

We demonstrate in Tab. 1 (last row) that fine-tuning a



Model Params Factual Complex Imaginative Hallucination Overall Overall Overall Overall

WR KE VP DS WY CQ TG AD IN CF AV IC (ALL) (RT) (Generic) (Specific)

Dolphin [11] 9B 61.3 34.5 67.8 35.8 25.2 37.2 0.01 49.8 39.1 45.5 71.8 21.3 40.8 42.5 29.8 46.5

GPT-4o [16] - 77.0 66.6 84.3 70.2 70.8 72.1 7.8 77.7 76.4 77.0 90.0 67.6 69.8 70.0 69.5 74.4
Gemini-1.5-Pro [26] - 77.7 56.7 85.4 61.9 61.4 60.1 18.6 72.1 70.2 75.7 72.3 48.7 63.4 64.7 60.1 68.3

InternVL2 [4] 76B 72.4 51.3 81.4 57.1 59.0 62.1 1.07 70.5 67.0 69.2 58.6 27.6 56.4 59.1 55.5 65.1
Qwen2-VL [28] 72B 76.8 56.6 85.1 60.2 64.0 67.6 0.01 71.9 72.4 71.6 37.0 40.2 58.6 60.3 58.3 68.8
LLaVA-Video [32] 72B 75.8 52.4 76.8 52.4 55.0 52.2 9.94 68.3 63.7 64.9 83.5 24.7 56.7 59.6 51.1 63.3
LLaVA-OV [8] 72B 75.1 54.1 78.7 53.0 53.3 54.1 3.99 67.8 61.9 63.1 45.1 19.9 52.5 55.5 51.8 63.0
VITA [5] 8x7B 66.6 52.1 71.6 48.1 55.6 56.3 2.27 66.7 66.0 62.4 56.3 22.0 52.2 54.9 49.8 60.4
Tarsier [27] 34B 73.7 58.1 78.2 58.2 59.0 58.8 0.32 71.6 71.1 67.4 83.2 82.3 63.5 61.8 58.4 66.1
ARIA [9] 25.3B 75.4 53.1 86.2 58.4 56.9 70.2 8.96 75.1 74.7 74.0 86.4 29.2 62.4 65.4 56.7 68.5
InternVL2 [4] 8B 67.7 51.7 78.0 55.7 59.3 60.9 0.77 66.7 66.8 70.0 68.1 26.1 56.0 58.7 53.7 64.0
Mini-CPM-V 2.6 [30] 8B 77.7 57.6 80.6 55.0 50.5 57.5 0.4 61.6 52.3 59.3 73.5 30.0 54.7 56.9 51.0 62.0
IXC-2.5 [31] 7B 78.5 58.7 85.4 61.7 65.3 68.5 0.69 73.9 75.6 75.7 85.8 29.2 63.3 66.4 60.7 70.3
Tarsier [27] 7B 69.9 54.7 72.3 52.0 53.4 55.2 0.11 69.5 69.3 63.5 79.1 67.3 58.9 58.1 54.0 61.7
LongVU [22] 7B 73.0 53.0 76.3 51.1 50.2 55.0 0.84 59.7 55.8 58.2 48.9 32.7 51.2 52.9 47.7 59.7
Qwen2-VL [28] 7B 75.5 52.8 76.1 52.7 57.7 56.4 0.59 69.2 71.6 65.9 37.5 39.6 54.6 56.0 52.6 63.9
LLaVA-Video [32] 7B 74.6 50.1 76.7 52.1 50.1 50.3 1.43 60.4 53.8 58.7 61.8 23.5 51.1 53.6 47.6 59.7
LLaVA-OV [8] 7B 73.4 51.2 77.2 50.7 51.7 51.2 0.97 62.8 55.4 58.6 45.4 21.1 50.0 52.6 48.4 59.8

LLaVA-OV ft. 7B 80.9 64.1 85.7 64.1 68.7 65.1 4.49 74.2 70.9 71.7 95.4 87.6 69.4 67.8 65.1 69.7

Table 1. Video LLMs benchmarked on RoadSocial-QA. Standard prompting with task-specific instructions were employed for zero-shot
evaluation of Video LLMs on 12 QA tasks. Video LLMs are grouped as open-source (driving-specific and general-purpose), and closed-
source models. Further, we fine-tune a Video LLM - LLaVA-OV-7B and report its performance at the end of the table. Abbreviations
used for QA tasks include Factual (F), Complex (C), Imaginative (I), Hallucination (H), Where (WR), Key Entities (KE), Viewpoint (VP),
Description (DS), Why (WY), Consequence (CQ), Temporal Grounding (TG), Advisory (AD), Introspection (IN), Counterfactual (CF),
Adversarial (AV), Incompatible (IC), and Road-event related Tasks (RT). RT includes all tasks except IC which corresponds to non-road
event videos. GPT-3.5 score is reported for all tasks except Temporal Grounding (TG) for which average mAP@.3:.7 (%) is reported.
Overall average scores are reported for ALL QA tasks (F, C, I, and H), Road-event related Tasks (RT), Generic QAs, and Specific QAs
under each task. All reported scores (scale 0 to 100) are colored based on their value from low to high. VideoLLMs show per-query
latencies of 1-25s (7B-76B) on H100 GPUs.

general-purpose VideoLLM [8] on our dataset yields a sub-
stantial 19.4% improvement across all QA tasks, highlight-
ing RoadSocial’s effectiveness in enhancing general road
event understanding. Furthermore, Tab. 2 shows that the
fine-tuned VideoLLM achieves significant gains on popu-
lar autonomous driving benchmarks—specifically, the Plan-
ningQA task in DriveLM [24] and the Action/Scenery
QA task in Lingo-QA [14]. These results further demon-
strate RoadSocial’s utility in improving the understanding
of video-based planning and AV-related tasks.

4. Conclusion
RoadSocial redefines the landscape for general-purpose
road event understanding. By capturing diverse camera
viewpoints, geographical contexts, and socially-informed
QAs, RoadSocial delivers a comprehensive dataset that cap-
tures the complexity of real-world road scenarios across
varied cultural and environmental contexts. Leveraging so-
cial media content, it addresses the limitations of tradi-
tional datasets by incorporating unique perspectives and nu-
anced social discourse. Our scalable semi-automatic an-

Model DriveLM Planning [24] Lingo-QA Eval [14]
LLaVA-OV [8] 31.7 37.0
LLaVA-OV ft. 40.1 (+8.3%) 41.6 (+4.6%)

Table 2. Performance comparison of LLaVA-OV [8] with and
without fine-tuning on RoadSocial dataset.

notation framework, powered by Text and Video LLMs,
can easily ingest and process social media posts generated
continuously over time, enabling even larger dataset size
with sustained quality. Our robust evaluation framework
tests model resilience to irrelevant inputs, hallucinations,
cross-viewpoint comprehension, and geographical aware-
ness. Our evaluation across 18 Video LLMs provides crit-
ical performance insights across a spectrum of road event
QA tasks. We believe RoadSocial will be instrumental in
driving progress towards safer and more inclusive intelli-
gent transportation systems.
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