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Abstract

LLMs have demonstrated remarkable capa-001
bility for understanding semantics, but their002
understanding of pragmatics is not well studied.003
To this end, we release a Pragmatics Under-004
standing Benchmark (PUB)1 dataset consisting005
of fourteen tasks in four pragmatics phenom-006
ena, namely, Implicature, Presupposition,007
Reference, and Deixis. We curate high-quality008
test sets for each task, consisting of Multiple009
Choice Question Answers (MCQA). PUB010
includes a total of 28k data points, 6.1k are011
newly annotated. We evaluate nine models012
varying in the number of parameters and type013
of training. Our study reveals several key014
observations about the pragmatic capabilities015
of LLMs: 1. chat-fine-tuning strongly benefits016
smaller models, 2. large base models are com-017
petitive with their chat-fine-tuned counterparts,018
3. there is a huge variance in performance019
across different pragmatics phenomena, and 4.020
a noticeable performance gap between human021
capabilities and model capabilities. We hope022
that PUB will enable comprehensive evaluation023
of LLM’s pragmatic reasoning capabilities.024

1 Introduction025

Pragmatics, within linguistics, examines how026

context shapes language understanding in com-027

munication (Grice, 1975). It centers on real-life028

language use, considering context, speaker029

intentions, presuppositions, and implied meanings030

to derive interpretations beyond literal words.031

Human’s proficiency in pragmatics stems from032

their inherent cognitive skills and social awareness.033

Our minds adeptly process not only spoken words034

but also context and implied messages. In Natural035

Language Processing (NLP), Large Language036

Models (LLMs) (Brown et al., 2020; Scao et al.,037

2022; Chowdhery et al., 2022; Touvron et al.,038

2023) have emerged as a transformative force039

1The benchmark is available at github.com/pub

Figure 1: Average performance of models on three dif-
ferent pragmatics phenomena. Average accuracy for
reference and deixis are merged and plotted as Refer-
ence as they are closely related phenomena. Human - I,
P, R represent the performance of human evaluators on
Implicature, Presupposition, and Reference respectively

in recent years. LLMs have shown remarkable 040

abilities on many downstream tasks like Natural 041

Language Understanding (Wang et al., 2019b; 042

Williams et al., 2018), text generation (Paperno 043

et al., 2016; Merity et al., 2016), code synthesis 044

(Chen et al., 2021; Hendrycks et al., 2021), 045

question answering (Mihaylov et al., 2018; 046

Kwiatkowski et al., 2019; Rajpurkar et al., 2018) 047

and reasoning (Wang et al., 2019a; Cobbe et al., 048

2021; Geva et al., 2021; Clark et al., 2018), etc. 049

While semantics involves the study of words 050

and their meanings in a language, pragmat- 051

ics extends this inquiry by considering word’s 052

meanings within the context in which they are used. 053

054

Given LLMs’ increased interaction with humans 055

via practical, real-world applications like chatbots, 056

search engines, and web browsers, the following 057
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research question arises: Do LLMs understand058

pragmatics in conversations?059

060

Most benchmarks until now deal only with061

abilities like problem-solving (Cobbe et al., 2021)062

or semantic understanding (Wang et al., 2019b;063

Srivastava et al., 2022) where LLMs have started064

approaching human performance. However, due065

to lack of reliable benchmarks, it is still unclear066

whether an LLM understands pragmatics or not.067

To facilitate this research, we propose a Pragmatic068

Understanding Benchmark (PUB) over four major069

pragmatic phenomena:070

1. Implicature: understanding what is implied in a071

statement even though it is not literally expressed.072

2. Presupposition: an implicit assumption that is073

taken for granted before the use of a statement.074

3. Deixis: a phenomenon in which certain phrases075

within a sentence rely on contextual cues, such076

as the speaker, the listener, or the surrounding077

context, to convey their meaning effectively.078

4. Reference: how language points to things,079

people, place, time, etc. in accordance with the080

content and structure outlined in the Handbook of081

Pragmatics (Horn and Ward, 2004).082

083

PUB includes 22,000 examples, leveraging084

existing data, and introduces three new datasets085

with 6,100 newly annotated examples. Human086

evaluation of a subset of these datasets is con-087

ducted to assess performance against established088

LLMs. The benchmark comprises fourteen tasks089

that evaluate pragmatics as an MCQA task since090

MCQA evaluation is more closely related to091

question-answering abilities in conversations092

(Robinson and Wingate, 2023). We carefully curate093

the existing datasets to balance them and formulate094

prompts for these tasks, which are more natural095

and better suited to evaluate LLMs. Following096

((Brown et al., 2020), (Robinson and Wingate,097

2023)), we evaluate the pragmatic abilities of098

LLMs using Multiple Choice Prompting (MCP)099

and Cloze prompting (CP). To validate the model’s100

confidence in its choices we also calculate the101

Proportion of Plurality Agreement (PPA) on 3102

tasks similar to (Robinson and Wingate, 2023).103

104

Our contributions are: (1) a comprehensive and105

unified dataset for 14 distinct tasks in pragmatics106

(Figure: 3), containing 28k data points; to the107

best of our knowledge this is the first dataset-108

linguistically motivated and well-grounded- to test109

pragmatic capabilities of LLMs. (2) a systematic 110

evaluation of 6 variations of llama-2, t5, flan-t5, 111

and GPT-3.5, on the fourteen mentioned tasks. (3) 112

a study of human performance on a sample of the 113

dataset to highlight the performance gap between 114

LLMs and humans. (4) insight emerging from 115

(3) to uncover strengths and weaknesses of LLMs 116

vis-a-vis humans. These contribution points- we 117

hope- will assist researchers in improving the 118

interactive abilities of LLMs. 119

2 Related Work 120

Pragmatics is very crucial in the domain of 121

linguistics, where it plays a critical role in 122

understanding meaning (Allwood, 1981). In 123

linguistic terms, pragmatics deals with the study 124

of context-dependent aspects of meaning that 125

are systematically abstracted away from, in the 126

construction of content or logical form (Horn 127

and Ward, 2004). Some of the basic subfields of 128

pragmatics include implicature, presupposition, 129

speech acts, reference, deixis, definiteness, and 130

indefiniteness. 131

132

Over the years, many researchers have devoted 133

their research to studying such pragmatic phenom- 134

ena for machine learning. To study implicatures, 135

Louis et al. (2020) employ indirect answers in polar 136

questions, Zheng et al. (2021) utilize hierarchical 137

grammar models for understanding implicature 138

and deictic reference in simple conversations, 139

Jeretic et al. (2020) employ Natural Language 140

Inference (NLI) to grasp scalar implicatures, 141

Deng et al. (2014) leverage implicature rules for 142

optimizing sentiment detection, and Lahiri (2015) 143

develop a sentence-level corpus with implicature 144

ratings. Whereas for presupposition, Kim et al. 145

(2022) use search engine queries that may contain 146

questionable assumptions that are closely related 147

to presupposition. Kabbara and Cheung (2022) 148

also reveals that Transformer models exploit 149

specific structural and lexical cues as opposed to 150

performing some kind of pragmatic reasoning. 151

152

A recent comparison of pragmatic understanding 153

between humans and models, conducted by Hu 154

et al. (2023), shows that language models struggle 155

to comprehend humor, irony, and conversational 156

maxims (Grice, 1975). In the most recent work, 157

Ruis et al. (2023) have studied implicature recovery 158

in polar questions and answers. These approaches 159
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have offered only a restricted understanding of the160

shortcomings exhibited by these models by either161

evaluating only a single phenomenon or using a162

smaller number of samples to make it quantifiable.163

Other existing works (Deng et al., 2014; Sileo et al.,164

2022; Qi et al., 2023) do not comprehensively cover165

all important domains of pragmatics to evaluate166

LLMs. To the best of our knowledge, we are the167

first ones to combine major aspects of pragmatics168

to create a quantifiable benchmark.169

3 Datasets and Tasks170

We describe the datasets used and curated for creat-171

ing PUB in section 3.1. Various tasks for evaluation172

of LLMs is introduced in section 3.2.173

3.1 Datasets174

With the help of language experts, we selected175

existing datasets covering important pragmatic176

aspects. Specifically, we select Circa (Louis et al.,177

2020), GRICE (Zheng et al., 2021), FigQA (Liu178

et al., 2022), FLUTE (Chakrabarty et al., 2022),179

IMPPRES (Jeretic et al., 2020), and NOPE (Parrish180

et al., 2021). We adapted datasets for various tasks181

(in MCQA format) with necessary changes and182

also made new ones where needed for specific183

purposes. Annotation details are discussed in184

Appendix A.185

186

Overview of newly annotated datasets is dis-187

cussed below:188

1. CircaPlus is a newly annotated dataset contain-189

ing 2.5k human written implied meanings based190

on the indirect responses present in Circa dataset191

(Louis et al., 2020).192

2. DialogAssumptions is a new dataset containing193

2.5k pairs of expert-annotated presuppositions194

based on a subset of dialogues from the Daily-195

dialog dataset (Li et al., 2017). While current196

presupposition datasets are built around trigger197

words present in sentences, to our understand-198

ing, there hasn’t been a resource addressing pre-199

suppositions in conversational contexts where200

trigger words are absent. Hence, we developed201

this dataset specifically to fill this gap.202

3. MetoQA is a novel dataset comprising 1100203

multiple-choice questions based on the linguis-204

tic phenomenon called metonymy. Metonymy is205

a figure of speech in which one word or phrase206

is substituted with another word or phrase with207

which it is closely associated or related. Unlike208

Figure 2: Comparison of Proportion of Plurality Agree-
ment (PPA). Results are averaged across Task 4, 11,
and 14, each representing a pragmatic domains. Vanilla
LLMs show improved consistency with a few shots,
while instruction-tuned models show no improvement.

a metaphor, where one thing is said to be an- 209

other (e.g., “Life is a journey"), in metonymy, 210

the substitution is based on a real, often contigu- 211

ously related, connection between the two terms 212

(e.g., “These are my hired guns"). 213

3.2 Tasks 214

Each task incorporated within PUB is structured 215

to evaluate distinct domains of pragmatics. Ow- 216

ing to the importance of Implicature in pragmatics, 217

this benchmark includes a greater focus on Implica- 218

ture, with ten tasks designed to thoroughly evaluate 219

models’ abilities. Presupposition and Reference are 220

covered through two tasks each. Figure 3 contains 221

details and illustrations for each task introduced in 222

PUB. Additional description for all tasks is given 223

in Appendix B. 224

4 Evaluation strategy 225

We have selected two evaluation methods namely 226

length normalized cloze prompting (Brown et al., 227

2020) and Multiple Choice Prompting (MCP) 228

(Robinson and Wingate, 2023). Since MCP is also 229

dependent on the multiple choice symbol binding 230

ability of LLMs, we have computed the Propor- 231

tion of Plurality Agreement (PPA) (Robinson and 232

Wingate, 2023) to ensure the model’s consistency 233

across possible orders of answer options. The mod- 234

els under investigation include flan-t5-xxl (Chung 235

et al., 2022); llama-2 : 7b, 7b-chat, 13b, 13b-chat, 236

70b, 70b-chat (Touvron et al., 2023); t5 (Raffel 237

et al., 2020) and GPT-3.5 (Brown et al., 2020) 238
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Task 1:
Direct / Indirect

Classification
Have you ever been to a

live rock gig?
I went to a Taylor Swift

concert once.

Context: X wants to know about Y's music preferences.

Is this a direct response
or an indirect response?

Response Classification

Task 2:
Without Implied Meaning

Task 3:
With Implied Meaning

Do you read science type

books?
In school I need to read

them

Interpret the response as
one of the following:

A: Yes
B: No
C: Yes but with some
conditions
D: Something in the middle

Context: X wants to know what sorts of books Y likes to read.

Implied meaning: He is not personally interested in science books but

compelled to read them for academic purposes.

GR
IC

E Task 4:
Implicature Recovery

Are some of the grapes in the staircase
Three are there

Did you see the plums?
There is a blue box in the staircase

What is the implied meaning of 
the response:

"There is a blue box in the
staircase"?

Fi
gQ

A

Speaker 2:

The turkey tasted bad

Task 5:
Agreement Detection

Speaker 1:

The turkey was sent from heaven

Agree or Disagree?

Task 6:
Understanding Sarcasm 

Yeah right, his teeth are

like a broken piano

His teeth are perfectly

straight and aligned
Is speaker 2 being

sarcastic with speaker 1?

Does speaker 2 agree with
speaker 1?

FL
UT

E

Contrastive Hint: A wounded lion is a dangerous animal since it is probably trying to protect itself

from the thing that wounded it, so it would not be gentle

Figurative Language
Understanding

Task 7: No hint

Task 8: Positive hint

Task 9: Contrastive hint

Sentence: He was looking like a wounded lion.

Positive Hint: A wounded lion is still a dangerous animal, so it would make sense that he would

look fierce.

What is the correct
meaning of the figurative

sentence?

A: He was looking gentle
B: He was looking fierce

IM
PP

RE
S

Task 10:
Implicature NLI 

Premise: Those guests and the waiters won't both
slump over.
Hypothesis: Neither those guests nor the waiters
will slump over.

A: Hypothesis is definitely true given
premise
B: Hypothesis might be true given
premise
C: Hypothesis is definitely not true given
premise

PR
ES

UP
PO

SI
TI

O
N

IM
PP

RE
S

Task 11:
Presupposition NLI 

Premise: Alan wasn't climbing up the
ladders?
Hypothesis: Alan didn't used to be at the
bottom of ladders.

A: Hypothesis is definitely true given
premise
B: Hypothesis might be true given
premise
C: Hypothesis is definitely not true given
premise

Di
al

yD
ia

lo
g

Task 12:
Presupposition over QA 

Sorry , sir . Dinners are

available 20 minutes ,

drinks are served

throughout the flight .

Excuse me , miss . Can I

have my dinner please ? I

am so hungry .
Is the following presupposition

valid?
Dinner is yet being prepared.

RE
FE

RE
NC

E 
&

 D
EI

XI
S

GR
IC

E Task 13:
Deicitc QA 

Are some of the peas in the garage  Mila said she put all of

them there

Did you leave them there?  I left them there and journeyed to

the basement

Answer the following in one word

Are the asparagus in the garage?

M
et

on
ym

y

Task 14:
Reference via Metonymy 

Context: The robes handed out a historic
judgement.
Question: What does "robes" refer to in this
context. 

A: Fancy clothing
B: Judges or judiciary
C: Traditional attire
D: Bath robe

Figure 3: Illustration of each task from PUB. The dataset used for each task is prepended to each row in the figure.
Related tasks are grouped together. This is followed by the task name, an illustration and a prompt example. Verbal
descriptions for these tasks is mentioned in Appendix B. Prompts used to evaluate LLMs are given in Appendix C.

4.1 Prompting LLMs239

We do a zero-shot and a 3-shot evaluation for each240

of the above mentioned strategies. The OpenAI241

model is evaluated only using MCP. For Zero-shot242

prompts, all the instances of the data were used as243

is. For Few-shot prompts, a dev set of 20 exam-244

ples was created for each task. These 20 examples 245

were selected to ensure a balanced representation 246

of options. These examples were randomly se- 247

lected from the entire dataset for tasks with unique 248

options for each question. Three samples were 249

randomly selected from this dev set for 3-shot eval- 250
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Response classification  Sarcasm detection and agreement
detection Figurative language understanding

Figure 4: Results for tasks 2 & 3, tasks 5 & 6 and tasks 7, 8 & 9. The results presented in this table are the maximum
across all types of evaluations (0-shot and 3-shot Cloze and MCQA) performed on the models.

uation. The remaining instances of the data, other251

than the dev set, were used to evaluate the model.252

Prompts for each task are given in Appendix C.253

4.2 Human evaluation254

To compare the performance of these LLMs255

with humans, we selected 100 examples from256

the complete evaluation set for each task. We257

employed three human evaluators to answer these258

100 samples from each task, resulting in a total259

of 4,200 human evaluations. The evaluators260

are fluent English speakers and have graduated261

from a technical university where English is the262

medium of instruction. It is important to note263

that the human evaluation does not reflect expert264

human reference but rather the performance of a265

random human on complex pragmatic tasks. These266

evaluators are presented with the same prompt as267

the 0-shot MCP presented to the LLMs.268

5 Results and Analysis269

The results of our experiments are presented in Fig-270

ures 4, 5. Only the maximum across all evaluation271

strategies is reported in these figures. Detailed re-272

sults are given in Appendix E. The results for PPA273

are presented in Figure 2. Based on these results,274

the following section aims to answer the questions275

regarding the pragmatic capabilities of LLMs.276

5.1 Main Results277

How much do LLMs understand what humans278

mean during conversations? To evaluate how279

well LLMs understand implied meanings of con-280

versations, implicature and reference tasks offer281

pertinent insights. We observe that the models282

perform moderately in classifying a response as 283

direct or indirect (Task 1). They also struggle 284

to interpret the meaning of the indirect response 285

(Task 2). However, llama-70b-chat is an exception 286

to this trend. Similar to humans, a noticeable 287

increase in performance is observed when a hint 288

is provided for indirect response interpretation 289

(Task 3). The performance of models is indifferent 290

to both polar and non-polar question answers in 291

resolving implicatures (Task 2 vs. Task 4). Even 292

though NLI is an established task in NLP, it is 293

observed that models perform poorly in making 294

pragmatic inferences (Task 5). Finally, as in Figure 295

1, the average performance on implicature and 296

reference is similar, suggesting that these models 297

do not fully interpret human conversations. 298

299

Despite operating on the same dataset, do LLMs 300

demonstrate varying task sensitivity? While 301

it’s known that LLMs are sensitive to the wording 302

of prompts (Webson and Pavlick, 2021), this 303

investigation aims to explore their task sensitivity. 304

Specifically, we want to understand how altering 305

the order of speakers, asking a different question 306

or giving a different hint impacts the model’s 307

performance. Although derived from the same 308

dataset, LLMs demonstrate stronger performance 309

in agreement detection (Task 5) over sarcasm 310

detection (Task 6) (on average, there is a 13% 311

performance gap in models ≥ 13b parameters). 312

The tasks designed on flute dataset (Chakrabarty 313

et al., 2022) shed light on the model’s susceptibility 314

to distractions. We can observe that with a change 315

in the hint from positive (Task 8) to contrastive 316

(Task 9), there is a drastic decrease (on an average 317

5



Direct/Indirect classification Implicature recovery in dialog Implicature NLI

 Presupposition NLI QA over presuppositions Deictic QA  Metonymy

Figure 5: Results for tasks 1, 4, 10, 11, 12, 13 and 14. The results presented in this table are the maximum across all
types of evaluations (0-shot and 3-shot Cloze and MCQA) performed on the models.

of 20%) in the accuracy levels. Interestingly, the318

inclusion of a positive hint, which has a higher319

lexical overlap with the correct answer, seems to320

boost the performance of the model. However, the321

model’s performance decreases when a contrastive322

hint is introduced. This observed pattern brings323

into question the pragmatic abilities of these324

models, suggesting that their understanding325

and interpretation of language may be more326

significantly influenced by the presence and nature327

of linguistic cues than by inherent logic.328

329

Does a Model’s Scale Correlate with Its Prag-330

matic Abilities? The performance shown in Figure331

1 hints at a possible correlation between a model’s332

scale and its pragmatic capabilities. However,333

given the model’s vulnerability to task sensitivity,334

even the largest models display perplexity, as335

previously discussed. Consequently, concluding336

that pragmatics is an emergent ability might be337

premature due to observed inconsistencies, even338

among models at the extremes of the scale.339

340

Do LLMs that are optimized for dialogue use341

cases exhibit superior pragmatic abilities?342

From the experiments, it is evident that the chat-343

optimized variants of llama slightly outperform344

the base models on most of the tasks. There is345

a notable performance gap between models like346

t5-11b and flan-t5-xxl, with the instruction-tuned 347

flan-t5-xxl model approaching near-human-level 348

performance in many of the tasks. This suggests 349

that instruction tuning can significantly enhance 350

a model’s ability to handle complex language 351

tasks, bringing it closer to human-like language 352

comprehension. 353

354

How do the pragmatic abilities of LLMs com- 355

pare concerning world knowledge involvement? 356

All implicature tasks (except Tasks 1 and 4) involve 357

a certain degree of world knowledge. In Reference, 358

while the metonymy task (Task 14) requires world 359

knowledge, the Deixis task (Task 13) does not. The 360

model’s below-par performance is not primarily 361

due to a lack of world knowledge. Instead, it 362

appears to stem from a deficiency in their innate 363

pragmatic abilities. This is evident because even in 364

tasks not reliant on world knowledge, like Deixis, 365

the model’s performance isn’t on par with tasks 366

involving world knowledge. It suggests that the 367

challenge lies more in the model’s pragmatic 368

processing than its knowledge base. 369

370

Do they understand the same implied meaning 371

and make the same assumptions as humans? 372

The models demonstrate relatively stronger per- 373

formance in tasks related to implicature and ref- 374

erence, both of which involve inferred meanings 375
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Task No. GT-Human Human-LLM
Task 1 0.829 0.749 (-0.08)
Task 2 0.681 0.421 (-0.26)
Task 3 0.754 0.550 (-0.20)
Task 5 0.901 0.515 (-0.39)
Task 6 0.940 0.340 (-0.60)

Task 10 0.402 0.374 (-0.03)
Task 11 0.565 0.269 (-0.30)
Task 12 0.350 0.327 (-0.02)
Task 13 0.685 0.544 (-0.14)

Table 1: Comaprison of Matthew’s correlation coeffi-
cient (ϕ) for Human-GT and Human-LLM (llama-2-
base-70b) across 300 examples. Tasks 1-10 examine
Implicature, Tasks 11-12 assess Presupposition, and
Task 13 focuses on Reference and Deixis. Red text indi-
cates correlation differences between Human-GT and
Human-LLM for each task.

from the speaker. However, the models exhibit376

shortcomings in capturing the speaker’s assump-377

tions, known as presuppositions. On average, there378

is a performance gap of ∼ 15% between humans379

and the best-performing model on these tasks. No-380

tably, the model’s sensitivity to hints and task vari-381

ations is also an important aspect. Human perfor-382

mance remains consistent across sarcasm detection383

and agreement detection tasks, whereas the mod-384

els show significant performance discrepancies in385

these tasks (with an average difference of 13%).386

Similarly, this gap is observed in tasks concern-387

ing figurative language understanding, with models388

showing an average gap of ∼ 25% and human per-389

formance only differs by 1%.390

5.2 Error Analysis391

In this section, we analyse cases where LLMs fall392

short in simple pragmatic understanding tasks that393

humans do with ease. Specifically, we consider the394

llama-2-70b base model due to its consistently high395

performance across various tasks. We compare396

mistakes of humans and LLMs to see if there is any397

correlation in pragmatic understanding and if so,398

is it significant? To see this correlation, we report399

ϕ (Matthew’s correlation coefficient) in Table 1400

comparing human-LLMs (llama-2-70b-base) and401

human-GT correlation values. ϕ ranges from -1402

to 1 where 1 means total agreement, 0 means the403

predictions are random with respect to the actual404

values, and -1 means total disagreement. For405

most tasks, the human-LLM correlation values406

are above random. This suggests that models407

make some mistakes similar to humans, but this408

is far from a human-ground truth correlation. For409

instance, the performance of LLMs is comparable 410

to humans for response classification with implied 411

meaning (Figure 4 - Task 3), but the correlation 412

values say otherwise. This is further supported by 413

Figure 6 showing that LLMs do make different 414

mistakes than humans during classification. 415

416

1074 183

200 1023

GT vs LLM

GT vs Human 154 0

26 124

TP FN
FP TN Task 1

518 472

96 894

145 5

10 140

Task 5

232 758

56 934

147 3

53 97

Task 6

398 235

21 326

67 33

44 80

Task 12

1324 822

155 242

78 12

31 179

Task 13

Figure 6: Confusion matrix comparing mistakes of
LLMs vs. Humans against ground truth answers. These
tasks are chosen to have binary and consistent options
for all questions in the task.

Now, we present examples for each pragmatic 417

phenomenon to understand the pragmatic abilities 418

of LLMs qualitatively. For response classification 419

(Figure 7), the model selects that the response is 420

true given some conditions are met, unlike humans, 421

who consider the context only as auxiliary infor- 422

mation (Example 1). We also encounter examples 423

where Y’s response is what we call a “polite de- 424

cline” since there isn’t a direct no in the response 425

but an implied No in a tactful manner (Example 2). 426

Figure 7: Examples of response classification (Task 2)

427

For understanding implicature in figurative lan- 428

guage, we often see responses where metaphors, 429

hyperbole, and tautological statements exist but are 430

in agreement with the speaker. Figure 8 shows that 431

the model often confuses agreements with figura- 432

tive language as sarcastic disagreement (Task 5) but 433

can correctly differentiate sarcastic statements from 434

statements that agree with the speaker (Task 6). 435

Using distractors in figurative-language under- 436
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Figure 8: Example of agreement detection in figurative
language (Task 5)

standing tasks shows LLMs’ vulnerability in their437

pragmatic abilities. Humans are robust to see that438

the hint is contrasting and helps distinguish the439

options in the context and choose the correct one440

(Figure 9).441

Figure 9: Example of Figurative language understand-
ing task with contrastive hint (Task 9)

In instances of presupposition, we observe a re-442

curring pattern where the model erroneously inter-443

prets negatives as positives. In Figure 10, Speaker444

A expresses frustration about the unsanitary con-445

dition of the room, attributing it to the presence446

of cockroaches. However, the model incorrectly447

dismisses the notion that being "knee-deep in cock-448

roaches" signifies unhygienic conditions, deeming449

it an invalid presupposition.

Figure 10: Example of the presupposition task (Task
12)

450
Although llama-2 achieves better results than hu-451

mans in Metonymy understanding, it makes trivial452

mistakes where humans get it right. Humans fail,453

too, when a reference is one that they are not fa-454

miliar with, but LLMs, due to access to vast and455

diverse sources of texts, get it right. This task re-456

Figure 11: Examples from Metonymy (Task 14)

quires common sense and world knowledge to un- 457

derstand references that humans learn over time. 458

Figure 11 shows examples where the LLM takes 459

the semantic meaning of the reference instead of 460

the pragmatic one. 461

462

This error analysis shows that LLMs don’t make 463

the same mistakes as humans. Importantly, LLMs 464

fail in trivial cases where humans easily understand 465

the underlying pragmatic answer. More insight into 466

why LLMs fail in such cases is in the scope of our 467

future research work. 468

6 Conclusion 469

In this study, we introduce the Pragmatic Under- 470

standing Benchmark (PUB) designed to assess 471

pragmatic comprehension in LLMs. We offer a 472

detailed analysis, providing insights into various 473

aspects of pragmatic understanding within LLMs. 474

Our observations reveal that pragmatic understand- 475

ing in LLMs can be enhanced through instruction- 476

tuning of these models. Interestingly, even with- 477

out specific fine-tuning, language models at scale 478

exhibit equivalent performance. Notably, smaller 479

models, particularly the instruction-tuned variants, 480

outperform their base counterparts, but this advan- 481

tage diminishes as models scale up, with base and 482

instruction-tuned models showing comparable per- 483

formance. Despite advancements, LLMs are yet to 484

attain human-level performance, especially in tasks 485

requiring a deep understanding of language context. 486

The observed variability in model performance 487

across different tasks within the same dataset high- 488

lights the complexity of achieving human-like prag- 489

matic understanding in LLMs. The PUB bench- 490

mark thus provides a clear indication of where 491

LLMs currently stand and the strides still needed 492

to reach human parity in language understanding. 493

We hope that this benchmark will aid researchers 494

in improving LLMs’ conversational abilities with 495

humans. 496
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Limitations497

Our work addresses an important benchmark that498

can be used to understand and improve the chat499

capabilities of language models. While we care-500

fully put together a benchmark for evaluation, it’s501

important to note that there might be biases present502

that may show up in evaluations. Furthermore, we503

employed different sampling techniques to avoid504

evaluation bias for different classes. Although we505

tried our best to evaluate the models consistently,506

the models are sensitive to prompt wordings. For507

the same prompts too, the models are not consis-508

tent with the answers when changed the order of509

options as mentioned in PPA. Therefore there can510

be slight variations in the performances when try-511

ing to reproduce the results. The human evaluation512

scores reported in the paper are done by graduate513

students who are proficient in English and language514

understanding, the results may vary for different515

sets of human evaluators. The inconsistency of lan-516

guage models is another issue for MCQA results517

(Robinson and Wingate, 2023), since inconsistency518

in answers can lead to false results but until better519

evaluation methods arrive, we rely on the methods520

currently used in the paper.521

Ethics Statement522

This study adhered to the ACL Ethics Policy. All523

annotators and human evaluators received fair com-524

pensation. Our datasets solely serve the purpose of525

evaluating the pragmatic comprehension of LLMs.526

We make our dataset available for research and ed-527

ucational purposes, with no expectation of it being528

misused for malicious intent.529
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A Annotation details891

For CircaPlus, Considering the subjectivity inher-892

ent in implicature, we employ two expert English893

linguists for the annotation process and implement894

double-blind checking for the annotations. For Di- 895

alogAssumptions, all the conversations from the 896

DailyDialog dataset were given to 2 linguistic ex- 897

perts. These experts were asked to add presupposi- 898

tions to random dialog turns from the datasets. The 899

annotators were also instructed to create false pre- 900

suppositions and mark them as invalid. Only those 901

examples that are in agreement of both the experts 902

are considered. The Metonymy dataset is curated 903

by four graduates of Literature and two linguist 904

experts from a reputable university. The annotators 905

are given basic examples from Wikipedia and a list 906

of metonymic words as references. We encouraged 907

the annotators to discover new metonymic words 908

in order to avoid repetition in the data. They cre- 909

ate these examples from scratch while referring to 910

the provided instructions and examples. All the 911

examples were verified by the experts. 912

B Tasks 913

B.1 Implicature 914

Implicature, an unspoken aspect of a speaker’s 915

meaning, extends beyond the literal content in a 916

speaker’s message. Understanding implicature is 917

crucial for LLMs, as it allows them to interpret 918

context, discern implied messages, and produce 919

responses that surpass literal text, ensuring more 920

contextually suitable, human-like, and meaningful 921

interactions. Owing to the importance of implica- 922

ture in pragmatics we have designed ten tasks that 923

thoroughly test the LLM’s abilities to capture this 924

phenomenon. 925

Task 1 - Direct/Indirect classificationThis task 926

evaluates language models’ capability to distin- 927

guish between direct and indirect responses, crucial 928

for understanding user intentions in dialogue sys- 929

tems. The model receives context, a question, and 930

a response (that can be direct or indirect) and then 931

selects between two options: A) Direct answer and 932

B) Indirect answer. We utilized a label-balanced set 933

of 2,500 data points sourced from the Circa dataset 934

for this purpose. 935

Task 2 and 3 - Response classification without 936

implied meaning and with implied meaning: 937

Task 2 involves categorizing indirect answers using 938

five labels. The model receives context, a question, 939

and an indirect answer and must choose the most fit- 940

ting label from options A) Yes, B) No, C) Yes, sub- 941

ject to conditions, D) In the middle, neither yes nor 942

no, E) Other. This task evaluates LLMs’ ability to 943

comprehend indirect responses, specifically within 944

12

https://openreview.net/forum?id=rJ4km2R5t7
https://openreview.net/forum?id=rJ4km2R5t7
https://openreview.net/forum?id=rJ4km2R5t7
https://doi.org/10.18653/v1/2022.emnlp-main.340
https://doi.org/10.18653/v1/2022.emnlp-main.340
https://doi.org/10.18653/v1/2022.emnlp-main.340
https://doi.org/10.18653/v1/2022.emnlp-main.340
https://doi.org/10.18653/v1/2022.emnlp-main.340
https://doi.org/10.18653/v1/n18-1101
https://doi.org/10.18653/v1/n18-1101
https://doi.org/10.18653/v1/n18-1101
https://doi.org/10.18653/v1/2021.findings-acl.182
https://doi.org/10.18653/v1/2021.findings-acl.182
https://doi.org/10.18653/v1/2021.findings-acl.182
https://doi.org/10.18653/v1/2021.findings-acl.182
https://doi.org/10.18653/v1/2021.findings-acl.182


polar Question and Answer scenarios, utilizing the945

Circa dataset. Task 3, an extension of Task 2, intro-946

duces implied meanings as additional cues to assist947

LLMs in interpreting indirect answers. The implied948

meaning acts as a chain-of-thought prompt for un-949

derstanding indirect responses, assessed using the950

CircaPlus dataset. Both tasks involve evaluating951

2,500 data points.952

Task 4 - Implicature recovery Task 4 differs from953

tasks 2 and 3 by focusing on implicature recovery954

in non-polar Question and Answer contexts. In955

this task, we present the conversation which is a956

sequence of QAs (Q1, A1), (Q2, A2), .., (Qn, An)957

and four choices for the implied meaning of An.958

The task for the model is to select an appropriate959

choice that resolve’s the implicature to its explicit960

form, i.e., to perform implicature recovery. We use961

2000 data points from the Grice dataset for this962

task.963

While prior tasks have focused on understanding964

implied meanings in conversations devoid of figura-965

tive language, it’s important to note that figurative966

language is a common feature in human communi-967

cation (Lakoff and Johnson, 2008). Understanding968

the underlying meanings when such language is969

used in dialogue is crucial. Therefore, to provide970

a comprehensive benchmark, we are introducing971

tasks that focus on understanding implied mean-972

ings in conversations where figurative language is973

present.974

Task 5 and 6 - Agreement detection and Under-975

standing sarcasm Task 5, "Agreement Detection",976

and Task 6, "Understanding Sarcasm", are both977

designed to evaluate a language model’s ability978

to comprehend and interpret figurative language979

within a dialogue. In Task 5, the model is given a980

conversation between two speakers, a question, and981

two options: A: Agrees and B: Disagrees. Speaker982

1 uses figurative language, and Speaker 2 responds983

either in agreement or disagreement. The model’s984

objective is to accurately determine if the second985

speaker concurs with the first. Task 6 flips the roles986

from Task 5. Here, Speaker 1 makes a statement,987

and Speaker 2 responds with ’yes’, but continues988

the sentence using figurative language to either989

agree or disagree (refer to Figure 3 for examples).990

The model is then tasked with correctly determin-991

ing if the second speaker is in agreement with the992

first or is being sarcastic. Modifications are ap-993

plied to the (Liu et al., 2022) dataset to accommo-994

date both tasks. The evaluation involves 2000 data995

points for each of the tasks.996

Task 7, 8 and 9 - Figurative language under- 997

standing using positive and contrastive hints 998

Tasks 7, 8, and 19 are formulated based on the 999

FLUTE dataset (Chakrabarty et al., 2022). The 1000

FLUTE dataset consists of sentences or premises 1001

in figurative language and their corresponding hy- 1002

potheses in simple language. For each premise, 1003

there are two types of hypotheses: one that en- 1004

tails and another that contradicts. Additionally, 1005

the dataset includes separate explanations for the 1006

entailment and contradiction. In Task 7, the objec- 1007

tive is to test if the figurative language is correctly 1008

understood. The model must choose between an 1009

entailed sentence or a contradictory sentence as 1010

the meaning of the premise. In Task 8, the model 1011

is provided with an explanation of the entailment, 1012

which is referred to as a positive hint as it explains 1013

why the entailment option is the correct meaning 1014

of the premise. In Task 9, an explanation of the 1015

contradictory statement is provided, along with an 1016

explanation of why it is not the correct meaning of 1017

the figurative sentence. This is considered a con- 1018

trastive hint. Through these tasks, we aim to test if 1019

the models understand the task or if their responses 1020

rely on the semantic overlap with the positive hint. 1021

The evaluation involves 1770 data points for each 1022

of the tasks. 1023

Task 10 - Implicature NLI Given that Natural Lan- 1024

guage Inference (NLI) is a well-established task in 1025

the training and evaluation of language models, we 1026

have incorporated the NLI task to assess whether 1027

the models are capable of making inferences when 1028

implicatures are involved. We use 2100 data points 1029

from IMPRESS(Jeretic et al., 2020) dataset for this 1030

task. 1031

B.2 Presuppositions 1032

Presuppositions in a sentence are the underlying 1033

assumptions or facts that are implicitly accepted as 1034

true by the speaker when making a statement. 1035

Task 11 - Presupposition NLI In this task, we 1036

approach presupposition verification by framing 1037

it as Natural Language Inference (NLI), with an 1038

objective akin to that of task 10. We use 1800 data 1039

points from IMPRESS (Jeretic et al., 2020) NOPE 1040

(Parrish et al., 2021) dataset for this task. 1041

Task 12 - QA over presupposition This task aims 1042

to test the ability of the language models on how 1043

well they can capture the speaker’s assumptions in 1044

a dialog. We provide the model with a conversa- 1045

tion (set of dialogues between two people), presup- 1046

position on the conversation, and two options A. 1047
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Valid and B. Invalid. The task for the model is to1048

determine if the given presupposition is valid or1049

invalid based on the conversation. We use 25001050

data points from the newly annotated DialogAs-1051

sumptions dataset for this task.1052

B.3 Reference1053

Deixis, which involves the act of pointing through1054

language, encompasses expressions that are often1055

among the earliest spoken by very young children.1056

These expressions, such as person deixis (’me’,1057

’you’), spatial deixis (’here’, ’there’), or temporal1058

deixis (’now’, ’then’) (Yule, 1996), are indicative1059

of individuals, locations, or times. Deixis is a type1060

of reference closely linked to the speaker’s context.1061

Task 13 - Diectic QA This task is designed to1062

access the model’s capabilities in resolving refer-1063

ences where deictic terms are used. The model1064

is provided with a conversation containing deictic1065

expressions, a polar question regarding reference1066

resolution, and two answer options: A. "Yes" and B.1067

"No.". The model’s objective is to accurately deter-1068

mine and provide the correct response to the polar1069

question within the context of the conversation. We1070

selected all the questions and corresponding con-1071

versations from the GRICE dataset (Zheng et al.,1072

2021) that have Yes/No answers. These questions1073

were then filtered using a manually curated list of1074

deictic terms. A total of 2000 data points are used1075

for this task.1076

Task 14 - Referential metonymy The task aims1077

to test the model’s abilities to understand language1078

use that involves referring to a target object/individ-1079

ual in terms of a distinctive or saliently associated1080

feature. The model is presented with a context1081

featuring metonymic references, along with a ques-1082

tion and four possible options. The task requires1083

the model to choose the most suitable option that1084

correctly resolves the reference in response to the1085

question. We use 1100 data points from the newly1086

annotated MetoQA dataset for this task.1087

C Prompts used for each task1088

In this section we provide prompts used for each1089

task. Any typos in the shown examples are present1090

in the datasets they are drawn from. The exam-1091

ples presented here are Multiple Choice Prompts1092

(MCPs). Cloze Prompts (CPs) can be obtained by1093

removing the options from the MCPs.1094

1095

Your task is to label the 'Response' as
an Indirect or Direct answer based on the
Context and Question:

Context: X wants to know what activities
Y likes to do during weekends.
Question: Are you a fan of bars?
Response: I love to drink beer at pubs.
Options:
A: Direct answer
B: Indirect answer
Correct option=

1096

1097

Figure 12: Prompt example for Task 1
1098

1099

Your task is to interpret Y's answer to
X's question into one of the options:
A: Yes
B: No
C: Yes, subject to some conditions
D: In the middle, neither yes nor no
E: Other

Context: X and Y are childhood neighbours
who unexpectedly run into each other at
a cafe.
X: Would you like to exchange numbers?
Y: I'll get my contacts open here.
Options:
A: Yes
B: No
C: Yes, subject to some conditions
D: In the middle, neither yes nor no
E: Other
Correct option=

1100

1101

Figure 13: Prompt example for Task 2
1102

1103
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Your task is to interpret Y's answer to
X's question into one of the options:
A: Yes
B: No
C: Yes, subject to some conditions
D: In the middle, neither yes nor no
E: Other

Context: X and Y are childhood neighbours
who unexpectedly run into each other at
a cafe.
X: Would you like to exchange numbers?
Y: I'll get my contacts open here.
Implied meaning: He likes to exchange
numbers
Options:
A: Yes
B: No
C: Yes, subject to some conditions
D: In the middle, neither yes nor no
E: Other
Correct option=

1104

1105

Figure 14: Prompt example for Task 3
1106

1107

Your task is to understand the implied
meaning in Speaker_2's last response and
give the explicit meaning:

Speaker_1: did Liam leave the watermelons
in the attic
Speaker_2: no, he didn't
Speaker_1: did Jackson leave the
watermelons there
Speaker_2: he said he was not there
Speaker_1: where can I get them
Speaker_2: the watermelons are in the
bathroom or the laundry
Speaker_1: what about the cherries
Speaker_2: they are in the kitchen
Speaker_1: did you see the cabbages
Speaker_2: there is a blue bathtub in the
bathroom
Speaker_1: did you place the cabbages
there
Speaker_2: no, I didn't
Speaker_1: are all of them there
Speaker_2: some are there
Speaker_1: how many cherries are in the
kitchen
Speaker_2: there are at least one there
Speaker_1: did Liam put the cherries there
Speaker_2: he put them there and walked
to the bathroom
Options:
A: Liam put the cherries in the kitchen
and then walked to the bathroom
B: Liam didn't put the cherries in the
kitchen
C: I put the cherries in the kitchen
D: Liam put the cherries in the kitchen
Correct option=

1108

1109

Figure 15: Prompt example for Task 4
1110

1111

Your task is to decide if Speaker_2
Agrees or Disagrees with Speaker_1 in the
conversation:

Speaker_1: The chair was comfortable like
a pillow.
Speaker_2: The chair was uncomfortable.
Options:
A: Agrees
B: Disagrees
Correct option=

1112
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1113

Figure 16: Prompt example for Task 5
1114

1115

Your task is to decide if Speaker_2 Agrees
or is being Sarcastic with Speaker_1 in
the conversation:

Speaker_1: The chair was uncomfortable.
Speaker_2: Yeah, The chair was
comfortable like a pillow.
Options:
A: Agrees
B: Sarcastic
Correct option=

1116

1117

Figure 17: Prompt example for Task 6
1118

1119

Your task is to identify the correct
meaning of the figurative sentence:

Sentence : To add insult to injury, a boy
was leading a handsome sheep on a string
behind him.
Options:
A: To make things worse, a boy was leading
a handsome sheep on a string behind him.
B: In order to make things a lot better,
a boy was leading a handsome sheep on a
string behind him.
Correct option=

1120

1121

Figure 18: Prompt example for Task 7
1122

1123

Your task is to identify the correct
meaning of the figurative sentence from
the given hint:

Sentence : To add insult to injury, a boy
was leading a handsome sheep on a string
behind him.
Hint : To add insult to injury means to
make a bad situation worse, and in this
sentence the boy leading the sheep makes
the situation worse.
Options:
A: To make things worse, a boy was leading
a handsome sheep on a string behind him.
B: In order to make things a lot better,
a boy was leading a handsome sheep on a
string behind him.
Correct option=

1124

1125

Figure 19: Prompt example for Task 8
1126

1127

Your task is to identify the correct
meaning of the figurative sentence from
the given hint:

Sentence : To add insult to injury, a boy
was leading a handsome sheep on a string
behind him.
Hint : To add insult to injury means to
make a bad situation worse, but in this
sentence the boy leading the sheep makes
the situation better.
Options:
A: To make things worse, a boy was leading
a handsome sheep on a string behind him.
B: In order to make things a lot better,
a boy was leading a handsome sheep on a
string behind him.
Correct option=

1128

1129

Figure 20: Prompt example for Task 9
1130

1131
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Premise: Amy could prevent Stephen from
hiding.
Hypothesis: Amy couldn't prevent Stephen
from hiding.
Options:
A: Hypothesis is definitely true given
premise
B: Hypothesis might be true given premise
C: Hypothesis is definitely not true given
premise
Correct option=

1132

1133

Figure 21: Prompt example for Task 10
1134

1135

Premise: Natalie hasn't discovered where
Tracy worries.
Hypothesis: Tracy doesn't worry.
Options:
A: Hypothesis is definitely true given
premise
B: Hypothesis might be true given premise
C: Hypothesis is definitely not true given
premise
Correct option=

1136

1137

Figure 22: Prompt example for Task 11
1138

1139

Your task is to deduce if the Assumption
is valid or invalid based on the
conversation:

Conversation:
A: Say , Jim , how about going for a few
beers after dinner ?
Assumption: Jim exists.
Options:
A: Valid
B: Invalid
Correct option=

1140

1141

Figure 23: Prompt example for Task 12
1142

1143

Your task is to answer the given question
based on the conversation:

Conversation:
Speaker_1: did you go to the basement
Speaker_2: I walked to the cellar
Speaker_1: did you see the beans
Speaker_2: I have no idea
Speaker_1: what about the pumpkin
Speaker_2: it is in the hallway
Speaker_1: did you see the celeries
Speaker_2: there is a green pantry in the
cellar
Speaker_1: did Mason place the celeries
there
Speaker_2: he placed them there and walked
to the hallway
Speaker_1: did he put the peaches in the
cellar
Speaker_2: no, he didn't
Speaker_1: did Lily place them in the
cellar
Speaker_2: no, she didn't
Speaker_1: where can I get the melons
Speaker_2: there is a red bottle in the
cellar
Speaker_1: are all of them there
Speaker_2: yes
Speaker_1: where are the peaches
Speaker_2: the peaches are in the basement
Question: are the melons in the cellar?
Options:
A: yes
B: no
Correct option=

1144

1145

Figure 24: Prompt example for Task 13
1146

1147

Your task is to answer the Question based
on the given Context:

Context: She is attracted to blue jacket
Question: What does "blue jacket" refer
to?
Options:
A: Colour
B: Jacket
C: Sailor
D: Sea
Correct option=

1148

1149
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Figure 25: Prompt example for Task 15
1150

D Discussion about Data Leakage1151

LLMs have been trained on a vast amount of openly1152

available data. However, this abundance of data1153

raises concerns about the evaluation sets, as they1154

can yield biased results when exposed to similar1155

data during testing. We assess a wide range of1156

models, which introduces the risk of data leak-1157

age. While we cannot conduct exhaustive colli-1158

sion checks with the training corpora of all these1159

models due to their immense size, we have per-1160

formed several studies to reduce the risk of data1161

leakage in their fine-tuning datasets. Firstly, we1162

have identified that Circa, Imppres, and DailyDia-1163

log are components of instruction-tuning datasets,1164

such as Super Natural Instructions (Wang et al.,1165

2022) and Flan (Wei et al.), on which flan-t5 is1166

fine-tuned. GPT-3.5 model may also include them.1167

Secondly, despite the potential for data leakage,1168

flan-t5 demonstrates competitive performance on1169

datasets it has never encountered before, such as1170

Task 14, which is an entirely new dataset.1171

Since these datasets are available on public web-1172

sites, it is likely that some part of the data might be1173

seen in the pertaining corpora of these models, but1174

we suspect the following reasons why data leakage1175

does not affect our results for other models. First,1176

we see that the models perform consistently on new1177

data, and we do not notice a surge in numbers for1178

a particular model on these tasks. Secondly, sim-1179

ilar to Robinson and Wingate (2023), we see that1180

shuffling candidate answers does not cause a dip1181

in PPA performance , and if data leakage would1182

have impacted our results then we would see more1183

probability assigned to the correct answer regard-1184

less of the order of options as claimed by Robinson1185

and Wingate (2023). LLMs have been trained on1186

a vast amount of openly available data. However,1187

this abundance of data raises concerns about the1188

evaluation sets, as they can yield biased results1189

when exposed to similar data during testing. We1190

assess a wide range of models, which introduces1191

the risk of data leakage. While we cannot conduct1192

exhaustive collision checks with the training cor-1193

pora of all these models due to their immense size,1194

we have performed several studies to reduce the1195

risk of data leakage in their fine-tuning datasets.1196

Firstly, we have identified that Circa, Imppres, and1197

DailyDialog are components of instruction-tuning 1198

datasets, such as Super Natural Instructions (Wang 1199

et al., 2022) and Flan (Wei et al.), on which flan-t5 1200

is fine-tuned. GPT-3.5 and Falcon models may also 1201

include them, to the best of our knowledge. Sec- 1202

ondly, despite the potential for data leakage, flan-t5 1203

demonstrates competitive performance on datasets 1204

it has never encountered before, such as Task 14, 1205

which is an entirely new dataset. 1206

Since these datasets are available on public web- 1207

sites, it is likely that some part of the data might be 1208

seen in the pertaining corpora of these models, but 1209

we suspect the following reasons why data leakage 1210

does not affect our results for other models. First, 1211

we see that the models perform consistently on new 1212

data, and we do not notice a surge in numbers for 1213

a particular model on these tasks. Secondly, sim- 1214

ilar to Robinson and Wingate (2023), we see that 1215

shuffling candidate answers does not cause a dip in 1216

PPA performance , and if data leakage would have 1217

impacted our results then we would see more prob- 1218

ability assigned to the correct answer regardless of 1219

the order of options as claimed by Robinson and 1220

Wingate (2023). 1221

E Results 1222

In this section, we presented results of all evalua- 1223

tion strategies in both 0-shot and 3-shot settings in 1224

tables 2,3,4,5,6,7,8,9,10,11,12,13,14,15 1225
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Direct/Indirect classification 0-shot CP 0-shot MCQA 3- CP 3-shot MCQA
task_0-flan-t5-xxl 50.68 62.36 54.03 62.02
task_0-llama-2-13b 49.32 51.76 57.86 72.14
task_0-llama-2-13b-chat 49.32 83.12 64.56 75.44
task_0-llama-2-70b 49.32 62.84 50.28 84.56
task_0-llama-2-70b-chat 49.32 77.28 64.15 78.43
task_0-llama-2-7b 49.32 17.36 55.65 60.77
task_0-llama-2-7b-chat 49.32 57.64 60.12 77.26
task_0-t5-11b 44.20 50.52 50.28 44.48
task_0-gpt 3.5 - - 80.20 73.87

Table 2: Results for Task 1 - Direct/Indirect classification

Response classification 0-shot CP 0-shot MCQA 3-shot CP 3-shot MCQA
task_1-flan-t5-xxl 3.27 85.28 6.29 87.01
task_1-llama-2-13b 48.00 50.64 48.23 39.34
task_1-llama-2-13b-chat 48.00 27.85 49.60 53.82
task_1-llama-2-70b 48.00 57.90 48.23 63.19
task_1-llama-2-70b-chat 48.00 66.16 48.23 73.89
task_1-llama-2-7b 48.00 10.85 48.23 25.91
task_1-llama-2-7b-chat 48.00 62.73 48.23 45.17
task_1-t5-11b 49.36 0.08 49.60 0.00
task_0-gpt 3.5 - - 58.18 43.81

Table 3: Results for Task 2 - Response classification

Response classification with
hint

0-shot CP 0-shot MCQA 3-shot CP 3-shot MCQA

task_2-flan-t5-xxl 3.51 71.59 8.37 70.19
task_2-llama-2-13b 48.00 51.08 48.23 64.08
task_2-llama-2-13b-chat 48.00 54.15 48.23 67.70
task_2-llama-2-70b 48.00 71.71 48.23 78.56
task_2-llama-2-70b-chat 48.00 80.29 48.23 82.02
task_2-llama-2-7b 48.00 43.93 48.23 33.02
task_2-llama-2-7b-chat 48.00 66.56 48.23 55.31
task_2-t5-11b 48.08 0.28 48.23 0.08
task_0-gpt 3.5 - - 62.77 53.02

Table 4: Results for Task 3 - Response classification with hint

Implicature recovery in dialog
context

0-shot CP 0-shot MCQA 3-shot CP 3-shot MCQA

task_3-flan-t5-xxl 73.30 82.90 70.81 82.63
task_3-llama-2-13b 54.10 46.90 60.10 57.27
task_3-llama-2-13b-chat 55.35 58.45 56.92 63.89
task_3-llama-2-70b 55.90 66.90 62.73 75.91
task_3-llama-2-70b-chat 50.30 67.15 56.01 71.52
task_3-llama-2-7b 53.05 37.05 56.26 36.46
task_3-llama-2-7b-chat 56.85 45.60 54.24 37.02
task_3-t5-11b 25.60 0.00 0 0.00
task_0-gpt 3.5 - - 76.55 78.13

Table 5: Results for Task 4 - Implicature recovery in dialog context
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Agreement detection in Conver-
sations with figurative language

0-shot CP 0-shot MCQA 3-shot CP 3-shot MCQA

task_4-flan-t5-xxl 59.85 75.00 75.81 75.66
task_4-llama-2-13b 46.75 55.90 50.71 53.13
task_4-llama-2-13b-chat 44.45 60.30 54.80 58.13
task_4-llama-2-70b 47.55 70.95 55.25 71.31
task_4-llama-2-70b-chat 47.90 65.70 51.11 65.10
task_4-llama-2-7b 50.00 49.95 51.46 50.00
task_4-llama-2-7b-chat 50.05 54.05 51.97 51.21
task_4-t5-11b 49.60 5.75 50.40 1.67
task_0-gpt 3.5 - - 70.25 71.01

Table 6: Results for Task 5 - Agreement detection in Conversations with figurative language

Sarcasm detection in Conversa-
tions with figurative language

0-shot CP 0-shot MCQA 3-shot CP 3-shot MCQA

task_5-flan-t5-xxl 62.45 61.70 68.08 58.18
task_5-llama-2-13b 50.00 52.15 50.15 51.62
task_5-llama-2-13b-chat 50.00 57.00 51.62 51.67
task_5-llama-2-70b 50.00 51.05 50.30 58.89
task_5-llama-2-70b-chat 50.00 50.35 50.66 54.04
task_5-llama-2-7b 50.00 49.85 50.30 51.31
task_5-llama-2-7b-chat 50.00 50.00 54.34 51.16
task_5-t5-11b 49.85 0.15 50.00 0.00
task_0-gpt 3.5 - - 55.50 54.85

Table 7: Results for Task 6 - Sarcasm detection in Conversations with figurative language

Figurative language understand-
ing with no hints

0-shot CP 0-shot MCQA 3-shot CP 3-shot MCQA

task_6-flan-t5-xxl 58.19 92.66 63.77 93.14
task_6-llama-2-13b 80.06 83.22 79.37 81.37
task_6-llama-2-13b-chat 80.40 87.12 79.26 85.89
task_6-llama-2-70b 80.51 92.77 81.43 94.00
task_6-llama-2-70b-chat 82.71 92.43 82.86 91.71
task_6-llama-2-7b 77.46 66.95 78.63 61.66
task_6-llama-2-7b-chat 76.38 83.79 78.00 79.09
task_6-t5-11b 51.58 18.08 50.86 14.57
task_0-gpt 3.5 - - 92.88 93.03

Table 8: Results for Task 7 - Figurative language understanding with no hints
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Figurative language understand-
ing with positive hint

0-shot CP 0-shot MCQA 3-shot CP 3-shot MCQA

task_7-flan-t5-xxl 67.97 97.23 77.20 98.06
task_7-llama-2-13b 88.36 94.18 89.03 92.17
task_7-llama-2-13b-chat 88.98 96.61 89.66 95.66
task_7-llama-2-70b 90.28 96.84 91.54 98.34
task_7-llama-2-70b-chat 90.45 97.97 91.71 97.37
task_7-llama-2-7b 86.78 87.51 88.91 70.40
task_7-llama-2-7b-chat 87.68 94.69 88.91 90.17
task_7-t5-11b 51.64 4.97 52.00 14.97
task_0-gpt 3.5 - - 96.84 97.94

Table 9: Results for Task 8 - Figurative language understanding with positive hint

Figurative language understand-
ing with contrastive hint

0-shot CP 0-shot MCQA 3-shot CP 3-shot MCQA

task_8-flan-t5-xxl 50.56 79.55 50.69 74.97
task_8-llama-2-13b 48.25 63.33 46.46 61.60
task_8-llama-2-13b-chat 52.54 58.53 46.63 59.89
task_8-llama-2-70b 47.80 76.84 41.94 72.91
task_8-llama-2-70b-chat 49.94 63.84 43.83 67.89
task_8-llama-2-7b 47.06 45.59 47.26 50.40
task_8-llama-2-7b-chat 49.94 56.55 47.71 59.54
task_8-t5-11b 49.60 4.07 47.43 15.14
task_0-gpt 3.5 - - 73.05 71.43

Table 10: Results for Task 9 - Figurative language understanding with contrastive hint

Implicature as NLI 0-shot CP 0-shot MCQA 3-shot CP 3-shot MCQA
task_9-flan-t5-xxl 14.29 63.05 58.07 64.12
task_9-llama-2-13b 17.43 14.24 45.34 23.87
task_9-llama-2-13b-chat 21.81 12.67 41.74 33.67
task_9-llama-2-70b 17.95 53.38 55.09 54.32
task_9-llama-2-70b-chat 16.67 50.86 51.34 51.54
task_9-llama-2-7b 49.29 14.29 44.19 13.50
task_9-llama-2-7b-chat 41.14 7.67 31.36 10.57
task_9-t5-11b 14.29 27.95 28.58 2.31
task_0-gpt 3.5 - - 48.86 32.52

Table 11: Results for Task 10 - Implicature as NLI

Presupposition as NLI 0-shot CP 0-shot MCQA 3-shot CP 3-shot MCQA
task_10-flan-t5-xxl 24.72 61.83 45.68 60.77
task_10-llama-2-13b 42.67 24.72 42.99 41.81
task_10-llama-2-13b-chat 47.61 34.94 36.92 42.31
task_10-llama-2-70b 39.39 48.00 45.23 53.20
task_10-llama-2-70b-chat 44.72 53.39 48.71 51.96
task_10-llama-2-7b 44.72 24.72 36.92 26.88
task_10-llama-2-7b-chat 38.94 36.28 38.16 39.67
task_10-t5-11b 24.72 27.27 3.82
task_0-gpt 3.5 - - 50.67 45.74

Table 12: Results for Task 11 - Presupposition as NLI
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QA over presuppositions 0-shot CP 0-shot MCQA 3-shot CP 3-shot MCQA
task_13-flan-t5-xxl 60.00 42.74 48.68 44.79
task_13-llama-2-13b 84.12 84.00 84.39 50.06
task_13-llama-2-13b-chat 84.12 70.15 84.39 45.54
task_13-llama-2-70b 84.12 24.93 84.39 61.58
task_13-llama-2-70b-chat 84.12 21.50 84.39 34.45
task_13-llama-2-7b 84.12 82.83 84.39 71.37
task_13-llama-2-7b-chat 84.12 62.93 84.39 22.57
task_13-t5-11b 37.96 60.40 38.69 59.77
task_0-gpt 3.5 - - 21.94 41.89

Table 13: Results for Task 12 - QA over presuppositions

Deixis 0-shot CP 0-shot MCQA 3-shot CP 3-shot MCQA
task_11-flan-t5-xxl 80.90 74.00 83.06 79.39
task_11-llama-2-13b 64.30 51.50 64.59 47.76
task_11-llama-2-13b-chat 64.30 63.80 64.59 54.59
task_11-llama-2-70b 64.30 73.40 64.59 73.88
task_11-llama-2-70b-chat 64.30 56.00 64.59 65.31
task_11-llama-2-7b 64.30 64.50 64.59 61.43
task_11-llama-2-7b-chat 64.30 62.60 64.59 48.37
task_11-t5-11b 41.70 63.10 0 31.53
task_0-gpt 3.5 - - 64.50 65.71

Table 14: Results for Task 13 - Deixis

Metonymy 0-shot CP 0-shot MCQA 3-shot CP 3-shot MCQA
task_14-flan-t5-xxl 48.91 67.03 50.46 65.07
task_14-llama-2-13b 29.91 71.83 31.74 73.97
task_14-llama-2-13b-chat 31.22 71.18 30.14 73.29
task_14-llama-2-70b 30.13 72.93 32.19 85.39
task_14-llama-2-70b-chat 29.04 69.21 31.74 74.20
task_14-llama-2-7b 29.48 52.18 30.14 63.93
task_14-llama-2-7b-chat 29.69 62.45 30.14 61.87
task_14-t5-11b 39.30 26.20 27.63 20.09
task_0-gpt 3.5 - - 73.58 73.97

Table 15: Results for Task 14 - Metonymy
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