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Abstract

We study the generalization performance of unregularized gradient methods for sep-
arable linear classification. While previous work mostly deal with the binary case,
we focus on the multiclass setting with k classes and establish novel population risk
bounds for Gradient Descent for loss functions that decay to zero. In this setting,
we show risk bounds that reveal that convergence rates are crucially influenced by
the geometry of the loss template, as formalized by Wang and Scott [24], rather
than of the loss function itself. Particularly, we establish risk upper bounds that
holds for any decay rate of the loss whose template is smooth with respect to
the p-norm. In the case of exponentially decaying losses, our results indicates a
contrast between the p = oo case, where the risk exhibits a logarithmic dependence
on k, and p = 2 where the risk scales linearly with k. To establish this separation
formally, we also prove a lower bound in the latter scenario, demonstrating that
the polynomial dependence on k is unavoidable. Central to our analysis is a novel
bound on the Rademacher complexity of low-noise vector-valued linear predictors
with a loss template smooth w.r.t. general p-norms.

1 Introduction

The generalization properties of gradient-based learning methods, particularly in overparameterized
regimes, is a central topic of study in contemporary machine learning. A key question is how
unregularized gradient methods achieve good generalization despite their potential to overfit. Early
work by Soudry et al. [21] demonstrated that gradient descent (GD) applied to linearly separable
data with the logistic loss asymptotically converges to the max-margin solution. This result suggests
that gradient descent, when properly tuned, can avoid overfitting without explicit regularization.
Extensions of this result to other optimization algorithms and loss functions have further deepened
our understanding of this phenomenon in various scenarios [3} 4} 12} [13}15]].

A particularly interesting regime for these investigations is multi-class classification. In this setting,
Soudry et al. [21] achieved convergence to max-margin with the cross-entropy loss, and Lyu and
Li [8], Lyu et al. [9] extended the results to homogeneous models and two-layer networks. More
recently, Ravi et al. [[15] generalized the implicit bias analysis to a broader class of exponentially
tailed loss functions using the PERM framework [24], thereby bridging the binary and multi-class
settings in this context.

Beyond these asymptotic results, recent work has focused on the generalization performance of
gradient-based methods in finite-time regimes. In the binary classification setting, several recent
works examined gradient-based methods applied to smooth loss functions that decay to zero at
infinity [20} 17,19} 23]. These results show that strong generalization without explicit regularization,
even in finite time, can be achieved by gradient methods also beyond the regime of exponentially
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tailed loss functions. In terms of bounds, their results reveal that generalization performance is fully
characterized by the decay rate of the loss function.

Despite these advancements in understanding gradient methods in separable classification, finite-time
generalization in the multi-class setting remains rather poorly understood—even for exponentially
decaying loss functions, and particularly with regard to the dependence of risk bounds on the number
of classes. In particular, several fundamental questions remains open: does unregularized GD
generalize well also after finite number of iterations? Does the algorithm’s generalization ability
extend beyond the exponential decay setting? How do the properties of a loss function influence the
achievable test loss bounds? Additionally, does the sole dependence of generalization performance
on the decay rate of the loss function, as observed in the binary case, also extend to multi-class
classification? In fact, the first two questions were stated as open problems by Ravi et al. [15].

In this work, we address these questions by studying the finite-time generalization properties of
gradient descent when applied with a multi-class loss function £ : R* x k — R. Our findings reveal
key distinctions from the binary classification case. Whereas in the binary regime risk bounds depend
solely on the decay rate of the loss function, we show that in the multi-class setting risk bounds
crucially depend on the geometry of the multi-class loss function, as determined by the norm with
respect to which it is smooth. This differs from the results of Ravi et al. [15]], that suggest that all
exponentially tailed loss functions behave asymptotically similarly.

The class of functions that we consider is similar to the class considered by Wang and Scott [24], who
showed that in the setting of classification with k classes, losses are characterized by their template:
a function £ : R*"! — R that has a simpler form than the original loss function £. For multi-class
classification losses with a template that is S-smooth with respect to the L, norm and decays to zero
at infinity, we establish the following upper bounds on the risk of the output of gradient descent
(when the step size is tuned optimally),
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where p : R — R represents the decay rate of the loss function, k& denotes the number of classes, T’
is the number of gradient steps, n is the sample size, and vy is the separation margin. These results
suggest that gradient descent can generalize well for a reasonable number of classes (k < T, n). As
with the bounds in the binary case established in [[19]], the risk bounds depend on the decay rate of the
function, through the expression p~!(e/k) (though here the decay function p~! is evaluated at €/k,
compared to € in the binary case).

Next, noticing the fact that our upper bounds behave differently for templates that are smooth with
respect to the L,-norm for sufficiently large p, and the case of p = 2, giving better generalization
bounds in the former case, we establish this separation formally, by showing tight lower bounds for
any decay rate in the L, regime. We also provide examples for this separation in popular loss classes.

In terms of techniques, our analysis requires some new technical tools. First, we derive a Rademacher
complexity bound for multi-class losses whose templates are smooth with respect to the L, norm
(2 £ p £ ), in the low-noise regime. Next, we show that the choice of step-size of gradient descent
also depends on the geometry of the loss, achieving improved optimization performance as p becomes
larger. Putting these technical pieces together, we obtain the aforementioned risk upper bounds. We
remark that this approach applies to essentially any gradient method that produces a model with low
norm and low optimization error, making it applicable beyond gradient descent.

1.1 Summary of Contributions
To summarize, our contributions are as follows:

* Our first main result (Theorem|T]) establishes an upper bound for unregularized gradient descent
in separable multiclass classification for any loss function that decays to zero. Our bound
suggests that the dependence on the number of classes improves as p increases.

* Our second main result (Theorem [3) shows a tight lower bound for losses with templates that
are smooth with respect to L, and decays to zero. Our lower bound reveals a strict separation
between templates that are smooth with respect to the L ,-norm for sufficiently large p, and the
case of p = 2, where a polynomial dependence on the number of classes is unavoidable.



* As direct applications of our general bounds, we derive upper and lower bounds for templates
with several decay rates (see Section [5). For example, in the exponential rate case, our result
reveals that if the template is smooth with respect to the L., norm, the risk bounds align with
those of the binary case and depend only logarithmically on k; in contrast, for p = 2 the rate
has an unavoidable linear dependence on the number of classes.

* Finally, as an additional technical contribution that underlies our analysis, we show a new upper
bound on the Rademacher complexity for multi-class classification losses in the low-noise
regime, where the loss template is smooth with respect to any L, norm with p > 2, refining
and extending the results in [[7,[16]. In particular, our assumptions apply to the template rather
than the individual loss functions, which represents a new perspective (see Section [I.2] for
further discussion).

Put together, our results reveal that the geometry of the loss template plays a crucial role in the
generalization behavior of gradient descent. Prior work on separable classification showed that
for exponentially tailed losses, gradient descent implicitly converges toward max-margin solutions
[21,115]], and that in the particular case of binary classification with more general tails, generalization
depends primarily on the decay rate of the loss [17,[19]. In the more general multiclass setting, our
results indicate that this behavior is strongly influenced by the smoothness properties of the loss
template with respect to geometries. In particular, losses with similar decay rates can induce very
different generalization bounds, depending on their underlying geometry. This can serve to explain
why £-smooth losses such as the cross-entropy scale more favorably with the number of classes as
compared to £>-smooth losses.

1.2 Additional related work

Convergence rates for unregularized GD in separable classification. The risk of Gradient
Descent in separable classification has been extensively studied. Firstly, the asymptotic analysis in the
fundamental work of Soudry et al. [21]] showed an upper bound of 1/log(T’) for the classification error
of gradient descent. Then, using a more refined analysis Shamir [20]] established tight bounds on for
gradient descent applied to binary cross-entropy loss. Later, Schliserman and Koren [[17]], Telgarsky
[23], Schliserman and Koren [19]] extended this analysis. Schliserman and Koren [[17]] showed
generalization bounds for gradient-based methods with constant step sizes in using an additional
self-boundedness assumption. Telgarsky [23]] established a high-probability risk bound for 7' < n for
batch Mirror Descent with a non-constant step size for linear models. Schliserman and Koren [19]
showed tight risk bounds for the binary case were given for any smooth loss decaying to zero. While
all of the aforementioned work (except Schliserman and Koren [17] that discussed the particular case
of the cross entropy loss), studied binary classification, in this work we address the multi-class setting
and establish risk bounds applicable to any classification loss with smooth template that decays to
zero, without any additional assumptions.

Lower bounds for unregularized GD in separable classification. There are several lower bounds
in the context of binary classification. Firstly, Ji and Telgarsky [4] presented a lower bound of
Q(log(n)/log(T)) for the distance between the output of GD and a max margin solution with the
same norm. In other work, Shamir [20] proved a lower bound of Q(1/y>T) for the empirical risk of
GD when applied to logistic loss. More recently, Schliserman and Koren [[19] showed a tight lower
bounds for the risk of GD, that are valid for any decay rate of the loss function. In this work, we
establish the first lower bounds for unregularized GD when applied in the multi-class setting. Our
lower bound is valid for losses with a template with any decay rate that is smooth with respect to the
L, norm.

Vector-valued predictors (VVPs). Extensive research has been dedicated to understanding the
sample complexity of vector-valued predictors. For the non-smooth regime with bounded domain,
Maurer [[11]] established upper bounds scaling as O (k) for Lipschitz predictors with bounded Frobe-
nius norm. In addition, Lei et al. [6]] and Zhang and Zhang [26] derived logarithmic bounds in k for
{s-Lipschitz VVPs with arbitrary initialization. In another work, Magen and Shamir [10] studied
the role of initialization and established bounds independent of & when the algorithm is initialized
at the origin. However, these bounds grow exponentially with the error €, the Lipschitz constant
L, and the radius of the initialization ball. For lower bounds, Magen and Shamir [10] established
a generalization lower bound of Q(log k) for convex predictors, while Schliserman and Koren [18]]



improved this to match the upper bounds of Maurer [11]] under the L,-Lipschitz condition for the
nonsmooth case. Unlike these previous studies, our work focuses on the smooth and unregularized
setting, where the effective norm of the iterates and the Lipschitz constant may be depend on &,
optionally introducing additional multiplicative factors in the bounds.

Fast rates for VVPs. There is a large body of work that achieves fast rates for VVPs. For example,
Reeve and Kaban [[16] showed Rademacher complexity bounds that are logarithmic in k for smooth
losses with respect to the L, norm with bounded domain, while Li et al. [[7]] provided rates linear in
k for L,-smooth losses. Another related work is the work of Wu et al. [25] that established fast rates
generalization bounds for SGD in strongly convex settings. Importantly, in this study, we show that
in multi-class classification, it suffices to assume the smoothness of the template of the loss function,
rather than the actual loss function, and demonstrate that this property characterizes the generalization
of gradient descent in this setting. In addition, we show Rademacher complexity bounds for the
general L, norm, recovering the bounds of Li et al. [7] and Reeve and Kaban [16] as special cases.

2 Problem Setup

We consider the following multi-class linear classification setting. Let O denote a distribution
over pairs (x,y), where x € R? is a d-dimensional feature vector, and y € [k] is the class index
corresponding to x. We assume that the data is scaled such that ||x||; < 1 with probability 1 with
respect to 9. Our focus is on the separable linear classification setting with margin. Specifically,
denoting the Frobenius norm of a matrix W € R¥*4 by ||W|| and its j’th row by W/, we assume the
following separability assumption:

Assumption 1 (Separability). There exists a matrix W, € R¥*4, with rows W/, ..., WX, such that
[|[W.llF < 1 and, with probability 1 over (x,y) ~ D,
Vjie K\ {y}: (W2 -w)HTx >y

Given a multi-class loss function £ : R¥ x [k] — R*, the goal is to find a model W € R**? that
minimizes the (population) risk, defined as the expected loss over the distribution D:

L(W) = E(x,y)~o[{(Wx, y)].

For this, we use a dataset S = {(x1,y1),..., (xn, yn)} of training examples drawn i.i.d. from D, and
optimize the empirical risk:

W) = 3 €W, o).
i=1

For convenience, we define the function ¢, : R*¥ > R as {y = {(-,y). In addition, for every vector
v € R?, we denote its j’th entry by v[/].

2.1 Loss Functions and Templates

Here we detail the class of loss functions that we consider. First, following [24], we define the
template of a multi-classification loss function.

Definition 1 (Multi-class loss template). Given a multi-class loss function £ : R* x [k] — R*, we
say that £ : R*"! — R is a template of ¢, if for every class y € [k], it holds that

0(3,y) =(D,3),
where D, € R(k=Dk i5 the negative identity matrix when the yth row is omitted and the yt column
is replaced by the vector that all of its entries are 1.
Note that for every vector v it holds that, Dyv = (v[y] = v[1],v[y] = v[2],...,v[y] — v[k]), where
the zero entry, v[y] — v[y], is omitted.

The templates considered in this work are f-smooth with respect to L, norm for p > 2, as described
in the following definition.

Definition 2 (smoothness w.r.t. L,,). A differentiable function f : R? — R is B-smooth function
w.rt L, normif |[Vf(v) = Vf(u)llg < Bllv—ull, forall u,v € R4, where é + % =1
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The primary goal of this paper is to quantify how the risk bounds depend on properties of the template
¢, especially the rate at which it decays to zero as its input approaches infinity and the particular norm
L, which it is smooth with respect to it. To formalize this, we use the following definition, following
[19]:

Definition 3 (Tail Function). A function p : [0, c0) — R is called a tail function if p:
(i) is nonnegative, 1-Lipschitz, and S-smooth convex;
(ii) is strictly decreasing and lim,,_,, p(u) = 0;
(iii) satisfies p(0) > 1 and |p’(0)] > 1.

In addition, we can define the following class of templates,

Definition 4 (p-Tailed Class). For a given tail function p, the class C’f P is defined as of all
nonnegative and convex functions £ : R¥~! — R such that:

(a) € is B-smooth with respect to the L p norm.
(b) limy o £(1u) = 0 for all u € (R*)*~1.
(©) €(u) < 357! pulj]) forall u € (R*)*~1,

Now, the actual class of functions we consider is the following class, which contains multi class
classification losses.

Definition 5 (p-Tailed MCC Class). The class Cﬁ’p is defined as all loss functions ¢ : R* x [k] = R
for which there exists £ € C‘f P such that £ is a template of £.

The vast majority of loss functions used in multi-class classification are in C[[f *P for some tail function
p, p and B. In Section [5] we detail several applications of our bounds for popular multi-class
functions.

2.2 Unregularized Gradient Descent

In this work, we focus on standard Gradient Descent with a fixed step size n > 0, applied to the

empirical risk L. The algorithm is initialized at W; = 0 and performs updates at eachstepr =1,...,T
as follows: R
Wit = Wy —nVL(W,).

The algorithm outputs the final model Wr.

While our primary focus is on GD, the majority of our results can also be adapted to other gradient
methods.

3 Risk Bounds for GD on Multiclass Losses

In this section we establish our upper bound for the risk of GD, when the loss function ¢ is taken
from the class Cg "P The bound appears in the following theorem,

Theorem 1. Let p be a tail function and let € be any loss function from the class Cﬁ P FixT,n
and 6 > 0. Then, with probability at least 1 — 6 (over the random sample S of size n), the output
of GD applied on L with step size n = 1/6k>/P B initialized at Wy = 0 has for any € < % such that
ny’T < (p~'(e/k))? /e, for p € (2, 00), it holds that

2/p -1 2 2/p -1 2
L(WT>=0(ﬁk p’;ZT(E/") L p’;n(f/") )

In addition, if p = oo,

~ (B~ (e/k)*  Bp~'(e]k)?
L(wT)=0( py;T + py; )

In the rest of the section we detail the main techniques which we use for proving Theorem T}



3.1 Bounds for the Rademacher Complexity of VVPs

Firstly, we explain our main technique, which is based on local Rademacher complexity of vector-
valued function classes. We first recall the definition of the Rademacher complexity (e.g., [1]]).

Definition 6 (Rademacher complexity). Let Z be a measurable space and D be a distribution over Z.
Let ¥ be a class of real-valued functions mapping from Z to #. Given a training set S = {z1,..., 2}
of n exmples that sampled i.i.d. from Z. The empirical Rademacher complexity of ¥ is defined by
1 n
Rs (F) =Ee |sup — Z Eif(Zi)l ,
Fhn

fe i=1

where €, .. ., €, are i.i.d, Rademacher random variables. In addition, the worst-case Rademacher
complexity is defined as R, () = supge z» Rs (F).

In particular, in our work, given a loss function ¢ € Cf P we are interested in bounding the worst
case Rademacher complexity of the class

Lf’r = {(x,y) — {(Wx,y): W e BZXd,Z(W) < r} , ?)

where BA*d = {W € R¥*4 | |W||r < B}. We establish the following upper bound for the worst case
Rademacher complexity of £,

Lemma 1. Let p be a tail function and let € € Cg’p. Given B,r > 0, let .Ef’r be as defined above.
Moreover, let M be such that every f € Lf’r is bounded by M. Then, it holds that,

R, (£87) =0 (\/Ekz‘)BJﬁl).

For the proof of Lemmam we use the approach of Lei et al. [6], Reeve and Kaban [16], that given
a multi class classification training set S = {(x1, y1) ... (xn, yn), define a new training set with nk
examples denoted as S follows and is defined as follows

S={¢;(x;) | j € [k],Ty; s.t (xi, ;) € S},

where ¢;(x) € R9*k is the matrix which its jth column is x and the rest of the columns are zero.
Then, it is possible to relate the covering number of .Ef "', to the covering number of the following
class of linear predictors when applied on S,

Hp = {V > (W,V) | W e B v e S}

The full proof of Lemma|I|appears in Appendix [A] Notably, in contrast to those works, which uses
the properties of the loss, we show that in the multi-class classification setting, it is sufficient to use
the properties of the template £.

The next step of the proof is to use Lemma [I] to bound the difference between the empirical risk and
the population risk of a specific model in multi-class losses. Such a result appears in the following
theorem,

Theorem 2. Let p be a tail function and let £ € Cg’p. Given B,r > 0, Let Lf’r be as defined above.
Moreover, Let M be such that every f € Lf’r is bounded by M. Then, for any 6 > 0 we have, with
probability at least 1 — § over a random sample of size n, for any W € [EB];Xd,

Bk7 (B +1)2 M
= .

n

L(W)=0|L(W)+

3.2 Implications of Template Geometry on Optimization

Next, we discuss how the geometry of the template influences the optimization error of GD. The key
insight is that while the template £ is O (1)-smooth, this smoothness does not necessarily extend to
the loss function ¢ with respect to the model W. In fact, the latter is highly dependent on the geometry
of the template, as formalized in the following lemma (see proof in Appendix [A):



Lemma 2. Let ||x|l» < 1, y € [k] and T € CE° for p > 2. Let {(x.y) : R¥*4 — R be {(,,)(W) =
{y(Wx) = £(DyWx) Then, for every W, W’ € R4,

/4 l /4
IVE(x ) (W) = Ve )y (W) lp < 3Bk7 W = W ||F.

Since the optimal step size for GD on general S-smooth functions (with respect to W) is approximately

~ 1/B, Lemma [2| shows that the optimal step size increases with p. Substituting this into the
convergence bound for the optimization error of GD leads to improved convergence rates as p grows,
as formalized in the following lemma (see proof in Appendix [A)),

Lemma 3. Let p be a tail function and let € € Cf’p. Fix any € > 0 and a point W} € R**? sych

that Z(W:) < €. Then, the output of T-iterations GD, applied on L with step sizen = 1/6k*'Pp
initialized at W = 0 has,

Z(WT) <

2 112
—6kr’,8||W€ +2e
T .

3.3 Proof of Theorem/Il

We are now ready to prove Theorem [I] The proof proceeds by first showing that the iterates of GD
remain within a bounded region around the origin; this is established in Lemma [T4] (see Appendix [A).
Next, we combine the bound on the generalization gap bound from with the low-noise guarantee
implied by Lemma 3|to complete the argument for Theorem[I] The full proof is detailed below.

Proof of Theorem First, let p € (2, ). First, for € such that ny>T < (p_l( ))?/€, we get by
Lemma [[4]and Lemma[I2](see Appendix [A),

P~ (E) 4p7(%)
Be = Wrll < 2IWillp +2yel < 22 —E pofpeT < 22 &L,
y y

For the same €, by Lemmas [3]and [T2]

|2 —17€\2
el v2e <32 L
T v2nT

Now, we denote B, = {W € R**||W||r < B.}. Moreover, by Lemma and Lemmas to
(see Appendix [A] we know that, with probability 1,

M, = “r/nee%il{’(Wx)l = vrvne%(é t(DyWx)

re = L(Wy) <

2
% = * 12
<20, (Wix) + Bkr vlgleaéﬁe W —-Wlx
< 26, (Wix) +2ﬁkl% vIVnax ||W||12r + 2,Bk%||WZ||fE

o-1(£)2 -1c€y2
() k,p()

< 2¢ +8/3kp +28
—1 _2 —1 €2 ~1(€Y2
SZe+2 (’2‘) + (kz) sSp (]2‘) .
ny 2y ny

Now, by Theorem 2] for any § > 0 we have, with probability at least 1 — 6 over a random sample
of size n, for any W € ¢, there exists a constant C > 0 such that C depends poly-logarithmically on
k,n, ME,B,% and

~M
+C—
n

2 2
L(W) <2L(W) + Cpk? @

2 B2 ~ME

64éﬂk%p-‘<§>2 5Cp! (£)?

y*n ny*n

<2L(W) +




For Wr by the choice of 17, we get,

~ 2 ~
p~l(£)? .\ 64Cpkr p~1(£)? . 5Cp~1(£)?
YT ¥ ny*n

L(Wr) <6

2 ~ 2
_24BkPp7N (£ 84CBKD o7 (5)
< + .

y*T yn

For p = oo, since any 8- smooth function w.r.t L, is also 8 smooth with respect to the L norm, we
get that, since x!/* < e < 3 forany x € R,

2 ~ 2
24BkEp~1(£)2  84CBkEp ' (£)?
L(Wy) < Bkxp (k) + Bkxp (k)

yT y*n
2166p7'(£)>  900CBp~!(£)?
< + . [}
y*T y*n

4 Tightness in the Euclidean case

In this section, we show that the non-trivial dependence on k given in Theorem [I]for p = 2 is
unavoidable. We prove this by establishing the following lower bound:

Theorem 3. Let p =2 andy < %. For any tail function p, sample size n > 35 and any T, there exist a
distribution D and a loss function € € Cf P such that for T-steps GD over a sample S = {(x;, yior,
sampled i.i.d. from D, initialized at Wi = 0 with stepsize n = 1/6k, it holds that

o[BI ko ()2

E[L(wr)] = 7

>

forany € < 5k such that ny*T > L(p~1((£)))%.

For the proof of Theorem [3] we prove two lemmas. first show the following lemma, which provides a
tight lower bound for the case in which T > n,

“1fe)?
Lemma 4. Lety < % and € > 0 be such that © nisz) <e< ﬁ. For any tail function p, sample
size n > 35 and any and T, there exist a distribution D with margin 7y, a loss function € € Cﬁ P for
p = 2 such that for GD over a sample S = {z;}_, sampled i.i.d. from D, initialized at Wy = 0 with

step sizen < 6'8#,{, it holds that

E[L(wr)] = Q -
yen

ﬁkp*(z%)z)

Second, in the following lemma we give a tight lower bound for the case where T < n.

g en2?
1 P % 1 . . .
Lemma 5. Lety < g and € > 0 be such that yz(r]kT) < € < 1¢. For any tail function p, T, there exist

a distribution D with margin 7y, a loss function £ € Cf P such that for GD over a sample S = {zi}h,

sampled i.i.d. from D, initialized at W1 = 0 with step size n < ka, it holds that

p‘l(“’%)z)

ELL(v)] =@~ 5

Below, we provide a sketch of the proof for Lemmas@]and[5] The full proofs and the derivation of
Theorem [3|can be found in Appendix

To construct a hard instance for the Euclidean case and prove LergmasE] and[5] our main observation
is that for a univariate loss function ¢ : R — R, the template £ : R*~! — R, which applies ¢ to

each entry of its input and sums the results, satisfies £ € C’pﬁ P for p = 2. This is established in the
following lemma (see proof in Appendix [B):



Lemma 6. Ler { : RF"!' — R such that there exists a function ¢ € R — R and {(w) =
Z;f;ll d(wljl). Then, if ¢ is nonnegative, convex, B-smooth and monotonically decreasing loss

. . . . . 5 aB,
{Cunctwn zsuch that ¢(u) < p(u) for all u > 0 and some function tail function p, it holds that € € C,, P
orp =2.

Next, to construct the hard instance, we design loss functions that represent the sum of &k hard binary
classification instances. Combining this with a construction similar to that of Schliserman and Koren
[19] for the latter case, we derive a multi-class classification lower bound for loss functions with
smooth templates with respect to L.

5 Examples

In this section, we apply our general generalization bounds for gradient methods in the setting
of multi-class classification with several popular choices of loss function, demonstrating how the
geometry of the loss function affect the generalization properties of Gradient Descent.

5.1 Exponentially-tailed losses

First, we show a risk bound for Gradient Descent, when the decay rate of loss the loss is exponential,
i.e. when ¢ € Cf P for p(x) = e™*. We can apply Theoremwith €= % and get the following,

Corollary 4. Let ¢ € Cg P for p(x) = e™*. Then, the output of Gradient Descent on L with step size

n = — and W; = 0 satisfies

6k P

ELLWI =0 s o

kv ki)
+—.

A particular loss function in the class of losses with exponentially decaying template is the cross
entropy loss, i.e., for every y € [k], £,(¥) = log (1 + 2y exp(Ply] - 9[j])), whose template is
smooth with respect to the Lo, norm (see Lemma[22)in Appendix [C). Next, we can derive an upper
bound for GD which is logarithmic in the number of classes. For this, we apply Theorem [I] with
€= ]T and obtain the following result,

Corollary 5. If { is the cross entropy loss function, the output of Gradient Descent on L with step
sizen = % and Wy = 0 satisfies

~( 1 1

This bound matches the upper bound of Schliserman and Koren [17] for Gradient Descent on the
cross entropy loss, and, up to logarithmic factors matches the bounds given in Schliserman and
Koren [[19] for the case of setting of binary classification with smooth losses with exponential tail. In
log? (kT)

o we get:

contrast, using Theoremwith €=

Corollary 6. There exists a function £ € Cf P for p = 2 and p(x) = e~ such that the output of
Gradient Descent on L with step sizen = & and W1 = 0 holds,

~( k k

Combining Corollaries[5|and[6] we get a separation between exponentially tailed losses with templates
that are smooth w.r.t the L.-norm—such as the cross-entropy loss, where the risk matches the binary
case up to logarithmic factors, and the Ly-norm case, the upper bounds exhibit an unavoidable linear
dependence on the number of classes. This differ but not at odds with the results of [[15]], which
suggest that exponentially tailed losses exhibit similar asymptotic behavior.



5.2 Polynomially-tailed losses

Now we show application of our generalization bound for Gradient Descent, when the decay rate
of loss the loss is polynomial, i.e., when ¢ € Cf’p for p(x) = x~* for some @ > 0. For giving an
upper bound for polynomially tailed losses, we can apply Theorem (1| with for this class of functions
2
ka+2

€ = ————— and get the following upper bound,
(ny*T)2+a

Corollary 7. Let € € Cf P for p(x) = x~®. Then, the output of Gradient Descent on L with step size

n= 12 and W1 = 0 holds,
6k P

E [L(We)] =D paales) e s
] =

e + 2a
(y?T)%e yain

6 Discussion and Limitations

In this work, we provide the first finite-time population risk bounds for gradient descent in linearly
separable multiclass classification. Our results show that the geometry of the loss, captured through
the £,,-smoothness of its template, plays a central role in both convergence and generalization. In
contrast to prior views that emphasize the decay rate of the loss or the implicit bias of gradient
methods, our analysis reveals that smoothness geometry determines how generalization of gradient
descent depends on the number of classes across different multiclass regimes.

Our analysis assumes linear predictors and linearly separable data, which, while standard in theoretical
studies, limits direct applicability to nonlinear or noisy settings. As a result, our results should be
seen as a theoretical foundation that helps explain generalization in simpler settings, rather than a
direct description of deep learning in practice. Despite these assumptions, our insights may suggest
broader implications. The dependence of the bounds on £,,-smoothness offers an explanation for the
empirical success of cross-entropy and other £.,-smooth losses in large-scale or extreme classification,
where the number of classes is high.

Future work. Having established the first finite-time risk bounds for gradient descent in the multi-
class separable setting, several open directions remain. A natural next step is to extend our analysis
to nonlinear predictors and nonseparable data, and to examine empirically whether the geometric
separation between smoothness norms also arises in more complex regimes. An especially relevant
example is classifier-head fine-tuning in deep networks, where the data are typically nonseparable
and multi-labeled, in contrast to the single-label setting considered in this work. Another promising
direction is to further study the implicit bias of gradient methods for loss functions with general,
potentially non-exponential tail decay rates (e.g., polynomial tails), and investigate whether it im-
plies nontrivial multiclass risk bounds, similar to those established in this paper. This question is
particularly interesting given that, in the binary case, the implicit-bias characterization of the gradient
descent solutions leads to strictly suboptimal bounds as compared to the state-of-the-art [19] (see a
more elaborate discussion therein).
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A Proofs for Section

We begin by the following standard lemma for smooth functions (e.g. Srebro et al. [22]).

Lemma 7. Let f : R? — R be a non-negative 3-smooth loss function with respect to L p norm.
Then, we have for every w € R4,

IVF Wl < 2Bf(w.2),
where q is such that - + L = 1.
P g

Lemma 8. Let p € [1,c0]. Let f : R — R be a non-negative B-smooth function with respect to L p
norm. Then, for every u,v € R*, it holds that,

(f () = f(n)* < 6Bmax{f(u), f(")}Hlu = VI3

Proof. Let g € [1, oo] be such that Ilj + é = 1. First, by the mean value theorem for any u, v € RF
there exists x on the line between v and u such that

0< f(u) - f(v) =(Vf(x),u—-v)
By smoothness, we know that
IVf(x) =V W)lg < Bllu—vlp.

As a result,

IVFllg < IVFOlg + Bllu = vy
Now, if |lu —v||, < % then ||[Vf(x)|lg < gHVf(v)Ilq, by Cauchy-Schwartz inequality and
Lemmal[7] we get
f (@) = fOIP =V f(x),u = v)?
V£ = vl
36
IV FOE = v
<6Bf(Mlu—vll;
< 6B max{f(u), f(v)}Hlu—v|*.
Otherwise, we know that ||V f(x)|l, < 68|lu — V||, and derive
(f(w) = FO)? = 1f W) = FOIKVf (), u = v)
< |f(u) = FIIVFO)lgllu = vl
< 6B1f () = FW)llu = vII;
< 6 max{f(u), F() Hiu—v]2.

IA

IN

]

Now, for every class # defined on a space Z, p € [1, o], € > 0 and training set S = {z1,...,2,} €
Z", we denote by N, (¥, €, n) the L ,-covering number of ¥, i.e., the size of a minimal cover C.

such that Vf € 7, Af. € Ce s.t. || £(S) —ﬂ(S)llp < €, where for every f € F, f : Z" — R" is the
function that for every set S = {z1,...,z,}, the ith entry of £(S) is f(z;).

Lemma 9 ([22, [14, 16]). Let F be a class of real-valued functions defined on a space Z and
S":={Z1,...,%Zn} € Z" of cardinality n.
1. If functions in F take values in [—B, B], then for any € > 0 with fat_(F) < n we have
2eBn

E .

log N (€, F, S") < fat (F)log

2. Forany € > 2R, (F), we have fat  (F) < 156—2"9%” (F)>2.
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3. Let M = sup f. The Rademacher complexity Rs: (F) satisfies
Re (F) < inf (4§~‘+ 24 /M log N2(e, F, S")d
, < = v € F, el.
s o Vi Je g N2

Lemma 10. Ler W € R4 x e R4, j € [k]. Then, for ¢ (x) defined in Theoremit holds that,

(W, ¢;(x)) = (W/.x),
where W/ is the jth row of W.
Proof. By the definition of ¢;(x), it holds that,

W, ;(x)) = > WI[ilg;(x)[1]
i,J

= wa [i]x[i]

=(W/,x)

Lemma 11. (Proposition 7 in [6]]) Let Hp as defined above. Then, it holds that,

Rk (Hp) < \/—

Now we can prove Lemma|[I|and Theorem [2]

Proof of Lemma First, notice that for every y € [k] and v € R, for every j # y, the jth index of
Dyvisv[y] —v[j], we obtain that, ||[DyV|le < 2[|V]]co.

Then, by Lemma and the properties of £ we have,

1 n , 1 n ~ _ /
; ;(f)/i(wxi) - g)’i(W Xi))z = ; ;(K(Dyiw,xi) — [(Din xi))Z

6ﬂ O 7 ’ ’ 2
< — E C(Dy.Wx;)+€(DyW'xi)) ||Dy, Wx; — Dy W'x;
n £ ( ( yi X) ( Yi 'x)) “ Yi Yi ”P

I/\

6'8 Ly, (Wx;) + £, (W'x;)) | (max || Dy, Wx; — D Wi |2
Yi i Yi Yy P
i=1

IA

12ﬂrk% max |Dy, WWx; — Dy, Wx;|2
L
2 . .
< 24Brk? max |W/x; — Wx;|2,
1
< 24ﬁrk% max |W/x; — Wx;|?
iJ

and get by Lemma|[I0]

J (1 3 (6 (W) - fy,»(W'x»P)
n i=1

< \/24ﬁrk% max [w;x; — wix;| = \/24,8rk% max [(W — W', ¢;(x;)]
irj ij

We derive that
N (L7 €.5) < Ne ({W € Hp | L(W) < r},;lj) < Neo (WB, ;,S) :
24Brkr P
Now by Lemma(9] for every training set S it holds that

Rs (Lfr) < inf (4§+ —/ \/logNz(e _[: g S)dé)

£>0

14



< inf 4§+—/ log Noo ( ,Hzg, S)de
20 \24Brkv

M v 2eMnk~/24Brk
g/ \/300nk(24,8r)kvmnk (Hp Tog 221" V24Brk?
Vi Jg € €

< inlf
£2\24Brk P Ry (Hp)

€

< inf 4¢ +300\24Brk 2 Ry, (Hz) \ log——mMM———

N
E>\24BrkP R, i (Hp)

ZeMnk\/24ﬁrk1’ / 1.
£ & €

1

2p 2eMnk+24Brkr M

< inlf 4¢& +300~/24B8rk % R,k (Hp) \ log —'H log —
E2\24Brk P R (Hp) g g

< 41/24,3rk% % + 4\/24,8rk1%§ink (Hp) +

300~/24B8rk 2> R (Hp) \/log nik2eM Rk (Hs) log M—\/ﬁ.
V2ABrks

(¢ = max {\/24ﬁrk1%‘f{nk (Hz) . \24Brk» \/Lﬁ})
CIyBrk 3 R (H)

t\—

< C()\/_ T
< CovBrk %T \/_kp (Lemmal[TT)
;) B+1
[m}

Proof of Theorem 2] By the displayed equation prior to the last one in the proof of the theorem
Theorem 6.1 of [2] we have that if /,, is any sub-root function that satisfies for all » > 0, ifin (.Ef’r) <
Y, (r) then, for any § > 0, with probability at least 1 — ¢, for any W € [B’g(d ,

_ 4M (log ( ) +6loglogn) | 20M (log (%) + 6loglogn)
L(W) < L(W)+45r,+yL(W) [ 8}, + +

n n

3)

where r}; is the largest solution to equation ¥, (r) = r. Now by Lemma I there exists a constant
C > 0 such that C depends polylogarithmically on k, n, M, 8 such that for v, (r) = C\Brkr» Z B“

R, (Lf r) satisfies the property that for all » > 0. Thus, for r}: = C>gk» % (3) holds. Now by
the fact that for any non-negative A, B, C,

A<B+CVA= A<B+C*+VBC
we get

-~ B+1)2 48M
L(W)SL(W)+106C2/3/<*( t1)”, 8M

(log < +loglog n) +

\/L(W) (8C2ﬁkM (log 5 +loglog n))

L2 (B + 1)2 50M (
n

RPS
< SLW)+ 1108 log % +loglog n) (V&7 < Lx+ Ly)
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=~ B+1)> M
<28 (k) +110 (1og};+1oglog n) 2 (ﬁkﬁu . _),
n n

The theorem holds with a factor of C = 110 (1og 1 +loglog n) C>. O

Proof of Lemma|2| First, similarly to Lemma 4.2 in [15], note that the expression for the gradient of
Cix,y) Wrtto W is Viwl(x,y) (W) = xVI(D,Wx)"D,. Let g be such that 5, + & = 1. Then, it holds
that

IVE(x,3) (W) = VE(x y) W) = [Ix(VE(DyWx) = VE(D,W'x)") D,y |17

=Ty (x(vE(Dny) —VI(D,W'x))" D, DT (VI(D,Wx) - w’(Dyw'x))xT)

= Tr (xTx(vE(Dny) — VD, W'x))" D, DT (VE(D,Wx) - vE(DyW’x)))

=Tr ((VE(DyWx) - VE(DyW'x)) Dy DI (VE(D,Wx) - VED,W'x))  (lxll =2"x < 1)
= |DT(VE(DyWx) - VE(D,W'x)) |13

< IDTI2 LIVE(D, W) = VE(D, W) 3

< BIDTI HIDyWx — D, W[5,

where for every matrix A, [|All4,2 is SUP)jy =1 |[Av||2. Now, by the expression for D, it holds that,

the yth row of Dg is the vector with all entries as 1 and the rest of the rows with index jth row is a
negative standard basis vector, we get that

T2 T 12
D3Il = sup [IDyvll;
vlg=1

2 2
< sup [[vly +Ivallz
Ivllg=1

2
SZ( sup [[v]ly
Ivilg=1

< 2k21-3)
< 2k7.

Moreover, since, for every y € [k] and v € RX, for every j # y, the jth index of Dyvisv[y] = v[jl,
we obtain that, [|DyV||e < 2||v||e., and First, notice that for every y € [k] and v € R*, it holds that,

1
1Dyl < k7 1Dyl
< 27 vl
< 2k7 |Iv]l,.
Then, we conclude that
IV€(.y) (W) = Ve ) (W) < BIDTI LDy W = Dy Wl
< 882k [Wx - W'
2.4 7112
< 8B7k7 ||Wx — Wix||;
2,4 2
< 882k (W — W'|I3
The lemma follows by taking a square root of both sides. O

Lemma 12. Let p be a tail function and let € € Cf P Fixany0 < € < % The, there exists a model

-lce —~
W € RM such that |We|lp <~ and LW?) < e.
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Proof. By separability, there exists a model W* such that [[W*[| < 1 and such that for every
€ [k] \ {y:}, it holds that (W)" — W/)Tx; > y for every (x;,y;) in the training set S.

Now, let Wl.l, cees Wik ~1 € R¥ be the rows of D y; We.. Note that the seperability condition is equivalent

to the fact that Wij -x; > yforany j € [k — 1]. Then, for W} = 2 ( )W and every (x;,y;) € S,
Oy (Wix;) = E(Dy, Wix;)

()
Y

1 —1
p( (£) Wl_,-xl_)

ol @)

=1

D, W, xl)

IA
>

IA
moos

O
Lemma 13. Lety € kand € € Cf’pforp > 2. For every W, W’ € R**? such that ||W — W'||r < R
and x € R with ||x||» < 1, it holds that,

U(DyWx) < 26(DyW'x) + 2k s R2.

ProofofLemman Let W, W’ € R**4 such that |[W — W’||r < R and x € R?. Moreover, Let ¢ be
such that L >+ 5 = 1. First, notice that for every y € [k] and v € R, it holds that, IDyv]leo < 2[V]lco-

Then, by smoothness w.r.t L,, and Lemmallt holds that
{(DyWx) < E(DyW'x) + VE(DyW'x) - (DyWx — D,W'x) + §||Dny - D,W'x|l3,

7 ’ 1 7 ’ 2 ﬁ 712 ﬁ 7112
< E(DyW'x) + %HVK(DyW )y + §||Wx - DyW'x|l;, + §||Dny - DyW'x|l;,
< 20(DyW'x) + B\ DyW'x — Dy Wx|[3,
< 20(DyW'x) + Bk | DyW'x — DyWx||%
< 20(DyW'x) +2Bk7 |Wx — Wx|2,
< 20(DyW'x) +2Bk7 R?,

where the second inequality follows by the fact that for every y > 0 and x,y € RX, it holds that

1,2, 7.2
xy§5x+5y. |

Lemma 14. Fix any € > 0 and a point W: € R*¥*? such that Z(W:) < €. Then, the output of
—~ 2
T-iterations GD, applied on L with step size n < 1/6k? B initialized at W) = 0 has,
IWr = Welle < IIWEIlF +2+/neT,
IWrllr < 2(Wellr +2+neT.

Proof. Let § = 3k» > B. First, by Lemmal 2| L is B-smooth with respect to W and Lemmal we know
that ||VL(W)||2 < 2,BL(W) for any W. Therefore, by using < 1/, for every e,

Wit = W = IW: —gVL(W,) - W[
= [lwe = willF = 20(W, = W2, VL(W,)) + n*IVL(W)) I3
< ||W; = WEII7 +20L(W}) = 2nL(W,) +2Bn* L(W;)
< |Wy = W1 +20L(W2)
< ||W; = WZ|1% + 2n€.
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By summing until time 7,
IWr = WG < W1 = WEIIE +2Te = W7 + 2neT.
The lemma follows by taking a square root and using triangle inequality. O

Proof of Lemma aLet B= 3k . First, by Lemma L is B-smooth with respect to W, thus, for
everyrandn < 1/8,

E(Weet) < ZOW) + TEOW,) - (Wt = W) + S 1Wpy = Wi

= (W) - nIIVE(w) |2 + L2 ﬁ IVE(W,)I2
<L(W) - ZIVEW) I
< L(Wy).
Hence,
_ 14
L(Wr) < f;L(Wt). )

Moreover, from standard regret bounds for gradient updates, for any W € R¥*9,

LS - T < WA 1S o
T £ = Tor T ar LTl

By Lemmal[7]
T T
1 DULW,) - LW)] < @ + 1 DLW,

Using 7 < 1/2 gives

For W = W; we get by Eq. (@),

7 I\7 [ P— ]
L(Wr) < = Zl L(W,) < ZE +2L(W,) < —2F +2e.
When n = —L, we get the lemma. O

6Bk 7
B Proofs for Section 4

Proof of Lemma E] The non-negativity and convexity is 1mphed directly by the fact that £ is a sum of
non-negative convex functions. Moreover, for every u € (R*)*,

P(u) = Z $(ulf]) < Zp(um).
J=1 J=1

and, since p decays to zero at infinity

lim £(1u) = lim Z ¢(tulj]) < lim Z p(tulj Z im p(tulj]) = 0.
J J

1—00
J

It is left to prove the smoothness of . For every, u,v € R*-1 it holds that
k-1

IVE(u) = VEW)I5 = Z(rﬁ'(u[i]) - ¢'(v[iD)?
i=1

18



k-1
< B ) (uli] - v[i])?
i=1

2 2
=B lu— v~
o

Now we turn to prove lemmas that we use in the proof of Theorem 3] We begin with probabilistic
claims that similar to Schliserman and Koren [19]].

Lemma 15. Let D be the distribution defined in Eq. (§). Let S ~ D" be a sample of size n, and let
(X', ¥") ~ D be a validation example. Moreover, assume n > 35 and let 6, be the fraction of (x3, 1)
in S. We define the following event,

A={(x3, 1) ¢StNn{x' =x3}N{s € [SLZ’ %]}
Then,

Pr(A) >

120en”
Proof. The proof follows directly from Lemma[T6and Lemma([I7]

We define the following events:
Ay ={x3¢S}ﬂ{x'=x3}, Ay ={6, € [3—12,%]}

By Lemma(I6] we have

1
Pr(A;) > —.
r(A) = 2en
By Lemma[I7] we further have
1
Pr(Ax | A1) 2 —

250

Combining these results, we get

Pr(A) > Pr(Ay) -Pr(Ay | Ap) > .
120en

]

Lemma 16. Let D be the distribution defined in Eq. (3). Let S ~ D" be a sample of size n, and let
(x",y") ~ D be a validation example. Let A; be the following event,

Ar={(x3, 1) ¢ S} {(x",y") = (x3, D}
Then,
1
Pr(A)) > —.
2en
Proof. First, observe that, since y is deterministic,

Pr(A;) =Pr(x’ =x3) - Pr((x3,1) ¢ S | x’ = x3).

‘We know that {
Pr(x’" =x3) = —.
n

Furthermore,

Pr((x3,1) ¢ S| x" =x3) =Pr((x3,1) ¢ S) = (l - l)n > 1 (1 - l) > i
n e 2e

n

Combining these, we obtain
1
Pr(A)) > —.
r(An) = 2en
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Lemma 17. Let D be the distribution defined in Eq. (3). Assume n > 35 and let 5, denote the
fraction of (x3,1) in S. We define the following events:

Al={x3¢SINn{x'=x3}, Ay={6s¢€ [%,%]}
Then,
1
60"
Proof. For every x; € S, let p; = Pr(x; = xo | A1). Since x; and x; are independent for i # j, it
follows that p; = p;. for all i # j. Using independence, we have:

Pr(As | A1) =Pr(52 € [ 1] |A1) >

pi=Pr(x;=x2 | x3¢S) =Pr(x; =x2 | x; # x3).

This simplifies to

,  Pr(xi =x7)
.= = P .= = —,
P P ) 1-1 i =x) =

The expected value of 6, given A; is

E[62 | A1] ZPr(x, =x2 | Ay) = ZP,

The variance is

1 5-59
= n_zg;var(l{xiixz} | Al) = 642”1

1 n
; Z 1{xi:x2} | Al

i=1

Var(d, | A;) = Var

Using Chebyshev’s inequality, for n > 35, we have
Pr(ds | A) =Pr (02 € [, 4] 1 41) =Pr(jo2 - 3] < & 1 i)

Thus,
s 3 642
Pr(A> | A)) =1 —Pr(|62 -3z & Al) >1- TVar((sz | A)).

Substituting the variance, we get
5 59
Pr(A | A)) 21— ——
9n
For n > 35, this simplifies to

5-59 1
PI'(A2|A1)>1—W_@.

Lemma 18. Let p be a tail function. and ¢ : R — R be the following function

p(x) x>0

$(x) = {p(O) + 0 (0)x + gxz x < 0.

Next, we define the following loss function for every y ,

Z $(1y] - 51

kIN{y}

Then, € € Cf’p.
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Proof. First, for £(9) = Y57 ¢(9,), €,(§) = £(Dy$). Then, it is left to prove that £ € che.
By Lemmal6] it is sufficient to prove that ¢ is nonnegative, convex, -smooth and monotonically
decreasing loss functions such that ¢(u) < p(u) for all u > 0.

Second, ¢ is non negative: for x > 0 by the non negativity of p and for x < 0 by the fact that
0’ (0) < 0. Moreover, ¢ is convex. We need to prove that every x < y, ¢'(x) < ¢’(y) Forx,y <0,
we get it by the convexity of p. For x,y > 0, we get it by the fact ¢ there is a sum of convex function
and linear function. For x < 0 < y, by the convexity of p,

¢’ (x) = p’(0) + Bx < p"(0) < p"(y).

In addition, ¢ is B-smooth. We need to prove that every x <y, ¢’(y) —¢’(x) < B(y —x) Forx,y > 0,
we get it by the smoothness of p. For x,y < 0, we get it by the fact that ¢ is a sum of S-smooth
function and a linear function. For x < 0 < y, by the smoothness of p,

¢ (y)—¢'(x) =p"(y) = p'(0) = Bx < B(y = x).

Finally, ¢ is strictly monotonically decreasing. We need to prove that every x < y, ¢(y) > ¢(x). For
x,y > 0, we get it by the monotonicity of p. Forx <y <0,

60) = p(0) + 9Oy + 537 < p(0) + ' O+ £ = 90

Forx <0<y,

50) = () < p(0) < p(0) + ' (Ox + 5% = 9.
m}

Lemma 19. Let ¢ : R — R a univariate funcation. For every x € R%,y € [k] and let .,y be the
following loss function

CoyW) = DT (WY =W/, x)),
JelkI\{y}
where for every j, W/ is the jth row of W. Moreover, let W, the iterate of GD with step size > 0,
initialized on Wi = 0. Then, for every t > 1, it holds that Wtj = Wt2 forany j # 1.
Proof. We prove by induction on t. For ¢ = 0, since W; = 0, the lemma trivially holds. Now, assuming
Wtj = W2, it holds that for every j # 1, and for every possible example x that the jth row of the
gradient is ¢’ ((W! — W/, x))x Then, we conclude that,

. . 1, . 1,
W, =W - ;¢ (W} =W/, x;))x; = W} - Z¢ (W} = W2, xi))x; = W2,

i=1

O
Proof of Lemmal4} Lety < % We define the following distribution D:
(x1.y1) = ((1,0,0), 1) w.p. (1= 5);
D =1{(x2y2) = (=530, wp. g(l-;); ®)
(x3,33) = ((0, =5, 4y + 1), 1) wp. 5,
and the following function ¢ : R — R:
) x>0
() = {p(O) + 0 (0)x + /;xQ x < 0.
Then, we define the following loss function for every sample (x, y),
6G) = > G- ©)

JelkI\{y}

First, we show that the distribution is separable. Since y = 1 with probability 1 for the matrix W*
where its first row is W! = (y, %, ;11) and for any other jth row W/ = 0, it holds for any j # 1 that
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(W! = W/ x; = Wlx; > y forevery i € {1,2,3}. Moreover, Lemmain Appendixshows that
indeed ¢ € Cﬁ’p.

Next, let S be a sample of 7 i.i.d. examples from D and let (x’,y") ~ D be a validation example
independent from S. We denote by d, € [0, 1] the fraction of appearances of (x, 1) in the sample S,
and by A1, A, the following events;

Ap={x"=x3A(x3,1) ¢ S}, Ary=6¢€[55.1]-
In Lemma T3] (in Appendix [B), we show that

> .
Pr(A; N Aj) > T20en @)
Then by LemmaE] and the choice of €,
-1 (€)2
L(Wrp) < P g +2€ < 4e. ®)
nT

Now, for every j # 1,t € [T], we denote, Utj = W,l - Wtj . For the rest of the proof, we condition on
the event A1 N Aj.

First, we show that for every j # 1 it hold that Utj - xp = 0. Indeed, if it were not the case, by
Lemma|[19] then U? - x, > 0 and it implies that ¢(U? - x2) > p(0); together with Eq. (8) we obtain,
1 ~
— > 4e > L(W.
o1~ dez (Wr)

K-1
32

> 6a(k = DY} x2) = “2p(0) 2 55p(0).

which is a contradiction to p(0) > 1. Moreover, it holds for every j # 1 that U’ [1] = 0. Again, we
show this by contradiction for j = 2 and it follows for any j # 1 by Lemma Conditioned on A,

we have 61 > 2. Then, if UL[1] < 0, ¢(U2 - x1) > p(0), and

é > 4e > L(Wr) = 6,(K = 1)p(U3 - x1) > %p(O).

which is another contradiction to the fact tat p(0) > 1. In addition, we notice that x3 is the only
possible example whose third entry is non zero. Given the event A, we know that x3 is not in S.

Equivalently, for every (x,y) € S, x[3] = 0. As a result, since le [3] = O for every j, it can be
proved by induction that for every ¢ > 1, it holds for j # 1 that

. . 1 & , .
W3] =W+~ > o' (W) = W/ x)i[3] = 0.
i=1
For j =1, it holds that,

Wi, [3] = W/ - % Z D¢ (W) = W/x))xi[3] = 0.

i=1 j#1

Then, we get that for every j # 1, it holds that,
. 1
Uy - x3 = —§U§(2). )

Then, since we showed that U% x2 > O forevery j, ((Wr - x2) = X p(U% - x2), and conditioned
on A;, we have

32L(wr) 2 ((Wr - x2) =y p(U} - x2)
Jj#

1
= (K- Dp(U7 - x2) 2 EkP(U% " X2),
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which implies for every j # 1 that,
UL -x2=U3 x> p_l(%Z(WT)). (10)
Therefore, by combining Eq. with the fact that Uj [1] = 0,
3yUS21 2 U -2 2 p 1(—L(WT))

This implies for every j # 1, U] [2] > 3L ‘1(@L(WT)). By Egq. @)
U] < 5 p” (LW,
r T 24y

(p())
¥

i1
UT'.X3 —g

We conclude see that for every € such that € > L(wT)) < 4e, and

((Wrx3) = Z ¢(Uy. - x3)* = ZP(UT -x3)°
JEl J#l
kB, ;i 2 kB
-7 . > =
5 WUr-x)" =55 24y
2
L Bk 256
300072 k

where in the final inequality we again used Eq. (8). Then the lemma follows using Eq. (7) and the
law of total expectation,

E[L(Wr)] > E[6i1(wr - x3) | A1 N A2] Pr(A; N A2). o
Lemma 20. Let p be a tail function. and ¢ : R — R be the following function

_[p(®) ifx=0;
$(x) = {p’(O)x + p(0) otherwise.

_1(— (WT))

Next, we define the following loss function for every y € [k],

6@ =Y, $GbI-30.
jelkI\{y}

Then, € € C5*P.

Proof. For {($) = Zf:_]] #(3)), 6y (P) = f(Dyﬁ). Then, it is left to prove that £ € Cf’p. By Lemma@
it is sufficient to prove that ¢ is nonnegative, convex, S-smooth and monotonically decreasing loss
functions such that ¢(u) < p(u) for all u > 0.

First, ¢ is non negative: for x > 0 by the non negativity of p and for x < 0 by the fact that p’(0) < 0.
Moreover, ¢ is convex. We need to prove that every x < y, ¢’ (x) < ¢’(y) For x, y < 0, we get it by
the convexity of p. For x, y > 0, we get it by the linearity of ¢. For x < 0 < y, by the convexity of p,

¢ (x) =p"(0) < p"(y) =" ().

In addition, ¢ is B-smooth. We need to prove that every x <y, ¢’(y) —¢’(x) < S(y —x) Forx,y > 0,
we get it by the smoothness of p. For x, y < 0, we get it by the linearity of ¢. Forx < 0 < y, by the
smoothness of p,

' (y)—¢'(x) =p'(y) = p'(0) < By < B(y —x).

Finally, ¢ is strictly monotonically decreasing. We need to prove that every x < y, ¢(y) > ¢(x). For
x,y > 0, we get it by the monotonicity of p. Forx <y <0,

¢(y) = p(0) +p"(0)y < p(0) +p"(0)x = ¢(x).
Forx <0<y,

£(y) = p(y) < p(0) < p(0) + p" (0)x = £(x).

23



Proof of LemmaE} Lety < % and € < 11—6. We consider the following distribution;

B {(xl,yl) =((1,0),1) with prob. 1 — p;
(x2,¥2) := ((-3,3y),1) with prob. p,

P (18)

72y2Tkn .

probability 1 for the matrix W, where its first row is W, = (y, % 3‘1) and for any other jth row W/ =0,

it holds for any j # 1 that (W} — W,{,xi) = (W,1,x;) > y for every i € {1,2}. In addition, we
consider the following univariate function,

where p = . Note that by the condition of the theorem, p < € < %. Since y = 1 with

_[p) ifx >0
¢(x) = {p’(O)x + p(0) otherwise.

and the loss function such that for every y € [k],

6@ =D ¢G -3
JelkI\{y}

First, by Lemma[20|we get that ¢ € Cf P Next, let S be a sample of 7 i.i.d. examples from D. We
denote by 6, € [0, T] the fraction of appearances of (x;, 1) in the sample S, and by A; the event that
62 < 2p. By Markov’s inequality, we know that Pr(A;) > % Moreover, by Lemmaand the choice
of €,

207(e)® _

L(Wr) <2e+ <
T

de. (11)
By Lemma [T9 we notice that all of the rows of Wr except the first row are equal. Then, defining

U% = W} - W%, we get that for every j # 1 it holds that U# = U% Now, we turn to assume that A
holds. We know that

-1
P (86)SE<

1
8§, <2p < Z,
2=°P = 560y 8

(12)
thus, conditioned on A; and by Eq. (TT),
- i 1
de = LWr) > (1=6)f(Wpx) = (1-62) ). 6(Uf) = 5(k = DRI, (13)
Jj#l
Then, if U2[1] < 0, we get that
k-1
2

which is a contradiction to our assumption that € < %. Then U%(l) > 0 and by Eq. li we get that
8¢ > $(U2[1]) = p(UZ[1]). This implies that

N =

1 1
4e > ¢(UE[1]) > 5(0) = 5p(0) >

o(UF[1]) > p‘l(%). (14)

Now, by the fact that p’(0) < 1 and p is 1-Lipschitz, it follows that ¢ is 1-Lipschitz. Thus, by the
GD update rule, it holds for every j # 1, that,

W/ 121 = W/ [2] +3n - y620" (W) = W], x2)),
and for j =1
W21 = W21 =3 y6: ) ¢/ (W) = W/, x0)).
Jj#l
We get that for any j # 1,
UL[2] < 3kysonT. (15)
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As a result, by Eqs. (12), (T4) and (T5) we now obtain that

; 1 _, 16¢
Uy - x; < 9ky?6,Tn — 7P (— )
“1(L8e)

25 P K 1
<y sk T2

1 _; 16e
=—7° (— )
By the fact that Vx < 0 : ¢(x) > —x, this imphes that in the event A; it holds that:

B0 x0) 2 Uz 1o (1), (16)

16
P~ E)

and, 6
k 1
6(Wrx) = ) ¢(Uf - x2) = 2p7 (=0)

J#1
Finally, for a new validation example (x’, y") ~ D (independent from the sample S), y’ = 1, and

Pr({x’ =12} N A}) = Pr(x’ =3 | A Pr(A]) = ~P(x' =x3) = 2p > P 17)
X =X 1) =Pr(x" =x2 | Ay 1)z 5P =x)=73p= 1442 Tk
To conclude, from Eqs. (I6) and (I7) we have
EL(Wr) > E[61(Wrx2) | {x" =x2} N Al Pr({x’ = x2} N Ay)
PR ko (16e
T 14492Tnk 8 k
P (1%e)?
= 5000y2T7y°
O
ﬁkp—l(zibe)Z
Proof of Theoreml 3l By Lemma | there exists a constant C; such that EL(Wr) > C1— By

PR e (TR ﬁk(p-‘%ﬁ
ny*T YTy = yn
the theorem follows from Lemmawith n= 6ﬁ+k; otherwise, it follows from Lemma O

Lemma |5} there exists a constant C, such that EL(Wr) > 2

)

C Proofs for Section

Lemma 21. Let a > 0. If for every y, £,(3) = élog (1 + 2y expla(Py — f/j))). Then, € € Cf’p
forp(x)=Le=® B=qa?and p = .

Proof of Lemmal?_?l Here we notate the jth entry of every vector w by w .

First, for £(§) = %log (1 + Z;‘.:—ll exp(ayj)), ty(9) = f(Dyj)). Now, x > log(1 +x) > 0 for every x,
it follows ¢ non-negative and,

k=1 k-1
N . 1 .
() = Elog 1+ Zexp(a’yj) < Z ;exp(ayj).

j=1 i=1

k
~ 1
0 < lim Z(1u) < lim; 21 —exp(at9;) =0
For the convexity of £, let u,v € R¥"! and A € (0, 1). Ifii, ¥ are the vectors on R* whose the k — 1
first entries are u, v, respectively and last entry is 0. It holds that,

k-1
5 1
f(/lu + (1 - A)V) = — log 1+ g e/l(“/‘j"‘(l—/l)df\/j
a =
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k
1 . _
==-1lo Aaiij ,(1-2)av;
; log E e Mie

j=1
| . T 1-1
< —lo e . e holder inequality for p = 1, ¢ =
o 08 ; ; ( quality for p = 3,9 = 1=3)

k

. 1 o

(luj 4+ — 1 _ /l cxvj
e a( ) E e

J=1

|
|
&
Pk
]
[V}
M-

k-1 k-1
1 1
=—A1l 1+E Wil —(1-2)1 1+§ v
" og jZIe a( ) log jZIe

= (L) + (1= D),
as required. For the smoothness, for every u € R¥~! the partial derivatives of £ are

ol () 1 ae®™i
B N L
Ouj al+ Zj?:‘ll el

eauj
T+ 3l e

au;j

—ae®™i eaur j 7
~ 3
ol | ({eziem)
(M) - —ae®™iej ae®™i
Oujou,

k-1  auj
1+ 5 e

j=r

(1+ng;11 e"“j)z
“j

Then, if we denote by w the vector that its jth entry is w; = Hz"ﬁﬁ, it holds that V2Z(w)
j=1 €

IA

diag(w) — wwT. Now, let v € R*~!. For L., smoothness it is sufficient to prove that v' V£ (u)v
2114112
|Vl

VvIVZE(u)v =vT (diag(w) — wwT)v
vIdiag(w)y — (wTv)?

<vldiag(w)v
k=1

2
Z Wivij
=1

k=1
2
< vllee E Wi
i=1

IA

< &?|lI3
O
Lemma 22. [f{ is the cross entropy loss function, € € Cpﬁ’p forp(x)=e*, B=1and p = .
Proof of Lemma[22} The proof is implied directly from Lemma 21| with & = 1. O

26



NeurlIPS Paper Checklist

1. Claims

Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?

Answer: [Yes]

Justification: The claims presented in the abstract and introduction accurately reflect the
paper’s contributions—specifically, the risk upper bounds (including the novel Rademacher
complexity bound that leverages the template’s properties), the lower bound for the Euclidean
case, and the applications to widely-used loss functions.

Guidelines:

* The answer NA means that the abstract and introduction do not include the claims
made in the paper.

* The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

* The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

* It is fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?
Answer: [Yes]

Justification: Our work is theoretical and focuses on the setting where the loss function is
convex and smooth, and the data is separable. The assumptions underlying our analysis are
clearly outlined in Section 2.

Guidelines:

* The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

 The authors are encouraged to create a separate "Limitations" section in their paper.

The paper should point out any strong assumptions and how robust the results are to

violations of these assumptions (e.g., independence assumptions, noiseless settings,

model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

* The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

* The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

* The authors should discuss the computational efficiency of the proposed algorithms

and how they scale with dataset size.

If applicable, the authors should discuss possible limitations of their approach to

address problems of privacy and fairness.

* While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory assumptions and proofs
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Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?

Answer: [Yes]

Justification: The assumptions for all our theorems are detailed in Section 2 and explicitly
stated within each theorem. The proofs provided are both correct and complete.

Guidelines:

» The answer NA means that the paper does not include theoretical results.

* All the theorems, formulas, and proofs in the paper should be numbered and cross-
referenced.

* All assumptions should be clearly stated or referenced in the statement of any theorems.

* The proofs can either appear in the main paper or the supplemental material, but if
they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

* Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

* Theorems and Lemmas that the proof relies upon should be properly referenced.

. Experimental result reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?

Answer: [NA]
Justification: The paper does not include experiments.
Guidelines:

* The answer NA means that the paper does not include experiments.
* If the paper includes experiments, a No answer to this question will not be perceived
well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.
If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.
Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

While NeurIPS does not require releasing code, the conference does require all submis-

sions to provide some reasonable avenue for reproducibility, which may depend on the

nature of the contribution. For example

(a) If the contribution is primarily a new algorithm, the paper should make it clear how
to reproduce that algorithm.

(b) If the contribution is primarily a new model architecture, the paper should describe
the architecture clearly and fully.

(c) If the contribution is a new model (e.g., a large language model), then there should
either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.
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5. Open access to data and code

Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?

Answer: [NA]
Justification: The paper does not include experiments requiring code.
Guidelines:

* The answer NA means that paper does not include experiments requiring code.

* Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

* While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

* The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

* The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

 The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

* At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

* Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLSs to data and code is permitted.
6. Experimental setting/details

Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?

Answer: [NA]
Justification: The paper does not include experiments.
Guidelines:

* The answer NA means that the paper does not include experiments.

* The experimental setting should be presented in the core of the paper to a level of detail
that is necessary to appreciate the results and make sense of them.

* The full details can be provided either with the code, in appendix, or as supplemental
material.
7. Experiment statistical significance

Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?

Answer: [NA]
Justification: The paper does not include experiments.
Guidelines:

* The answer NA means that the paper does not include experiments.

* The authors should answer "Yes" if the results are accompanied by error bars, confi-
dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.

* The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).
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8.

10.

* The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

* The assumptions made should be given (e.g., Normally distributed errors).

* It should be clear whether the error bar is the standard deviation or the standard error
of the mean.

e It is OK to report 1-sigma error bars, but one should state it. The authors should
preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

» For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

* If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.

Experiments compute resources

Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?

Answer: [NA]

Justification: The paper does not include experiments.

Guidelines:

* The answer NA means that the paper does not include experiments.

* The paper should indicate the type of compute workers CPU or GPU, internal cluster,
or cloud provider, including relevant memory and storage.

* The paper should provide the amount of compute required for each of the individual
experimental runs as well as estimate the total compute.

* The paper should disclose whether the full research project required more compute
than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

. Code of ethics

Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?

Answer: [Yes]

Justification: The paper is theoretical and conforms with the NeurIPS Code of Ethics.
Guidelines:

» The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.
o If the authors answer No, they should explain the special circumstances that require a
deviation from the Code of Ethics.
* The authors should make sure to preserve anonymity (e.g., if there is a special consid-
eration due to laws or regulations in their jurisdiction).
Broader impacts

Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?

Answer: [NA]
Justification: The paper is theoretical and has no societal impact.
Guidelines:

» The answer NA means that there is no societal impact of the work performed.

* If the authors answer NA or No, they should explain why their work has no societal
impact or why the paper does not address societal impact.

» Examples of negative societal impacts include potential malicious or unintended uses
(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.
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» The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

* The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

* If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

Safeguards

Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?

Answer: [NA]
Justification: The paper is theoretical and poses no such risks.
Guidelines:

» The answer NA means that the paper poses no such risks.

* Released models that have a high risk for misuse or dual-use should be released with
necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

 Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

* We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

Licenses for existing assets

Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?

Answer: [NA]
Justification: The paper does not use existing assets.
Guidelines:

* The answer NA means that the paper does not use existing assets.

* The authors should cite the original paper that produced the code package or dataset.

 The authors should state which version of the asset is used and, if possible, include a
URL.

* The name of the license (e.g., CC-BY 4.0) should be included for each asset.

 For scraped data from a particular source (e.g., website), the copyright and terms of
service of that source should be provided.

 If assets are released, the license, copyright information, and terms of use in the
package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.

* For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.
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* If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.

New assets

Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?

Answer: [NA]
Justification: The paper does not release new assets.
Guidelines:

* The answer NA means that the paper does not release new assets.

* Researchers should communicate the details of the dataset/code/model as part of their
submissions via structured templates. This includes details about training, license,
limitations, etc.

* The paper should discuss whether and how consent was obtained from people whose
asset is used.

* At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.

Crowdsourcing and research with human subjects

Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?

Answer: [NA]

Justification: The paper is theoretical and does not involve crowdsourcing nor research with
human subjects.

Guidelines:

* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

* Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

* According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

Institutional review board (IRB) approvals or equivalent for research with human
subjects

Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?

Answer: [NA]

Justification: The paper is theoretical and does not involve crowdsourcing nor research with
human subjects.

Guidelines:

* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

* Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.

* We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

* For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.
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16. Declaration of LLLM usage

Question: Does the paper describe the usage of LLMs if it is an important, original, or
non-standard component of the core methods in this research? Note that if the LLM is used
only for writing, editing, or formatting purposes and does not impact the core methodology,
scientific rigorousness, or originality of the research, declaration is not required.

Answer: [NA]

Justification: This research does not involve LLMs as any important, original, or non-
standard components.

Guidelines:

* The answer NA means that the core method development in this research does not
involve LLMs as any important, original, or non-standard components.

¢ Please refer to our LLM policy (https://neurips.cc/Conferences/2025/LLM)
for what should or should not be described.
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