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Abstract

Chinese spelling correction (CSC) is a task to
detect and correct spelling errors in Chinese
texts. Some Chinese spelling errors are se-
mantic errors, which can not be corrected only
depending on syntax rules and local context.
Global semantic information is needed to cor-
rect these errors. BERT-based models have
proven to be an effective way to do CSC task.
However, due to a lack of semantic errors in
existing datasets, the BERT’s ability to cap-
ture global semantic information is weakened.
This causes the models’ vulnerability to real-
world examples. To address this, we propose
a method referred to as MLEEG (Max Local
Entropy Error Generation) to generate adver-
sarial examples containing semantic errors. Ex-
periment results show that BERT-based CSC
models are vulnerable to adversarial examples
generated by MLEEG, and adding MLEEG ad-
versarial examples can improve the robustness
of BERT-based CSC models without decreas-
ing their performances on existing datasets.

1 Introduction

Chinese Spelling Correction (CSC) aims to detect
and correct spelling mistakes in Chinese texts (Yu
and Li, 2014; Xiong et al., 2015; Wang et al., 2019).
It has received steady attention over the past two
decades (Chang, 1995; Xin et al., 2014; Hong et al.,
2019; Li et al., 2021). The errors in Chinese texts
can be generally divided into two types: syntax er-
rors and semantic errors. Syntax errors do not make
the semantics ambiguous and thus can be corrected
depending on the several characters around the er-
ror position. However, the correction of semantic
errors needs the global semantic information of the
sentence. Consequently, syntax errors usually show
a strong local dependence, while semantic errors
exhibit global dependence.

Table 1 illustrates an example of syntax error
and semantic error separately. The first case is a se-
mantic error. The semantic clue for the correction

wrong correction
W: Nl (ke, 1) UG BREBUR [F] 27— KB -

I suggest going to sing with classmates after Khorne.
R: T if(ke,4) LU BIEBUR [F] 22— 208K -

I suggest going to sing with classmates after class.
P: N (zai,4) LU BOEVUR[F] 27— LB -

I suggest going to sing with classmates down after next.
right correction
W: [EE [ THEER LERRE.

But door and I believe that you can tackle it.
R=P: EHAN ARG G2 A HISRLT

But we believe that you can tackle it.

Table 1: Instances from SIGHAN (Wu et al., 2013).
The first case is a wrong correction and the second case
is a right correction. W represents the sentence with
errors, R represents the gold target and P represents the
correction made by BERT-finetune correction model.

from "#7" (a Chinese name) to "#f" (class) is the
word "[F]2%" (classmates) which is located seven
characters after the error. We can regard this clue
as global semantic information. The second case is
a syntax error, for the mistake of "3/ 1" does not
make the semantics ambiguous, and we can deduce
the correction depending on the local context: "{H.
HlTHE".

Currently, the state-of-the-art models in CSC
tasks are based on BERT (Devlin et al., 2018;
Zhang et al., 2020; Cheng et al., 2020; Kipf and
Welling, 2016; Zhang et al., 2020; Cheng et al.,
2020), which is pre-trained with masked language
modeling. However, we find that the actual datasets
do not contain sufficient semantic errors. This
makes the correction networks overly dependent
on the local context which contains only several
worlds around the error. Models trained or eval-
uated with only these data may not perform well
on real-world tasks where semantic errors are fre-
quent, and global semantic information is impor-
tant. Table 1 contains a right correction and a
wrong correction made by the BERT-finetune CSC
model. We find that the BERT-finetune CSC model
succeeds in the second case but fails in the first



one. This indicates that BERT-based CSC models
trained on the existing datasets are more vulnerable
to semantic errors.

To address this, we propose a workflow to gen-
erate semantic errors automatically. We create an
adversarial text generation method called MLEEG
(Max Local Entropy Error Generation). We first
define a local entropy for Masked Language Mod-
eling in this method. Then we generate training
and evaluating examples by substituting the char-
acter of the largest local entropy. Spelling errors
generated in this way are difficult to correct based
on the local context, for the relatively large local
entropy makes BERT-based correction networks
confused and unable to choose the right character
from the candidates. Consequently, global seman-
tic information is required to make the correction,
and these errors are basically semantic errors. By
including MLEEG training data, we hope to al-
leviate the models’ over-dependence on the local
context and strengthen their ability to apply seman-
tic information to spelling correction.

Through experimentation, we show that our ex-
amples generated by MLEEG method can improve
the robustness of BERT-based CSC models without
causing performance degradation on existing data.
This demonstrates the effectiveness of our MLEEG
method.

2 Method

Here we describe a method to automatically gener-
ate CSC examples containing semantic errors from
a real-world sentence that is considered as correct.
Our MLEEG method has mainly two steps. In the
first step, we seek the position of max local entropy
in a given sentence. In the second step, once the
position is determined, we substitute the character
with a random character from the confusion set.

2.1 Problem Formulation

Chinese Spelling Correction (CSC) aims to correct
all the misspelled characters in the input sentence.
Given an input sentence X = {x1,z9, -+ ,x,} of
n characters which may contain spelling mistakes,
the model needs to generate an equal-length sen-
tence Y = {y1,y2, - , yn} Where all the mistakes
are expected to be detected and corrected.

2.2 Max Local Entropy Strategy

For masked language modeling, the entropy of the
k-th character in a sentence is defined as Equation

H(Xy) =Y —Plap)h(P(e) D)

%

where H(X}) denotes the entropy of the k-th posi-
tion in the sentence, and P (%) denotes logit output
of character ¢ in the k-th position.

Here we calculate local entropy for masked lan-
guage modeling by windowing the neighboring
areas of the masked position and taking this win-
dowed part as the input of BERT masked language
modeling. We can formalize the local entropy of
the k-th character in a sentence by Equation 2:

Hiocal ( Xk, w) = Z —P(x},| X5 )In(P (x| X}))
' @)

where Hjocal (X%, w) denotes the local entropy of
the k-th position the sentence using window size w,
and P (x| XE) denotes the logit outpucorrectcter
1 in the k-th position when we take the windowed
part around position k£ of window size w as the
input of BERT masked language modeling. For
BERT-based CSC models, the larger the local en-
tropy is, the more difficult it is to correct the error
depending on the local context.

Given a real-world sentence, we first tag the po-
sitions containing the person’s name, time, quanti-
tative words, and auxiliary words using POS (Part-
Of-Speech) tagging. These positions usually have
large local entropy but there are usually many ac-
ceptable corrections. Consequently, we will not
choose these positions during the generation. Then
we mask each time a position in the sentence except
the tagged positions and calculate the local entropy
of this position. Finally, we choose the position
with the largest local entropy.

2.3 Substitution Strategy

We know that almost all Chinese spelling errors are
caused by the misuse of similar valid characters in
the vocabulary (Kukich, 1992; Jia et al., 2013; Yu
and Li, 2014). Consequently, we apply a confusion
set containing phonologically similar characters or
visually similar characters to make the substitution
(Liu et al., 2021).

Once the replacement position is determined, we
replace it with a character randomly selected from
its confusion set (90% of the time) or a random
Chinese character (10% of the time).



3 SGHC Dataset

The texts in SIGHAN are collected from the essay
section of Test of Chinese as a Foreign Language.
These data lack informal daily Chinese texts which
are frequent in the application of CSC tasks. To
improve the diversity of datasets, we generate a
dataset referred to as SGHC for CSC task based on
the comments sampled from Sophera (a Chinese
beauty forum), Gamersky (a Chinese game forum),
and Hupu (a Chinese sports forum). Then we gener-
ate adversarial examples using the MLEEG method
we mentioned in Section 2.

Randomly generated Data  We first sample
comments from three Chinese forums and split
them into sentences according to punctuation that
indicates the ending of a sentence. Then we remove
the sentences with non-Chinese characters and also
the sentences of improper length (under 7 charac-
ters or above 64 characters). After that, we tag the
positions containing the person’s name, time, quan-
titative words, and auxiliary words using POS (Part-
Of-Speech) tagging. Then we randomly select a
substitution position in each sentence avoiding the
tagged positions and replace the selected character
using the same substitution strategy mentioned in
Section 2. Finally, we separate the examples into a
training set and evaluating set.

MLEEG Data Based on the SGHC dataset, we
select 60000 training examples whose length is
above 20 characters. We then generate 60000 ad-
versarial examples by MLEEG method with a win-
dow size w of 5, and combine them with the ran-
domly generated data to get SGHCygrq train-
ing data. We then select all the evaluating data
whose length is above 20 characters to generate
SGHCy\ i1 gEg evaluating data by MLEEG method
with a window size w of 5. The statistics of the
dataset are shown in Table 5 in Appendix A.

4 Experiment and Results

In this section, we seek to understand how
well BERT-based CSC models trained on normal
datasets perform on MLEEG errors. We then ver-
ify that adding the MLEEG adversarial examples
can improve the robustness of BERT-based CSC
models.

4.1 Dataset and Evaluation Metrics

Training and evaluating Data In the experi-
ment on SIGHAN, our training data consists of
human-annotated training examples from SIGHAN

13 (Wuet al., 2013), SIGHAN14 (Yu et al., 2014),
SIGHANI1S5 (Tseng et al., 2015), and 271K train-
ing examples generated automatically by ASR- and
OCR-based method from Wang et al. (2018). We
use the test set of SIGHAN13, SIGHAN14, and
SIGHANI1S5 for evaluation. We also conduct an
experiment on SGHC which is proposed ourselves.
The statistics of the datasets used are shown in
Table 5 in Appendix A.

Evaluation Metrics We evaluate the models’
performance by the widely adopted sentence-level
precision, recall, and F1 score. In the sentence level
metric, a sentence is considered to be correct if and
only if all errors in the sentence are corrected to the
corresponding word in the target sentence.

4.2 Models and parameter settings

In this paper, we conduct experiments on the
BERT-finetune CSC model. In the experiment on
SIGHAN, We first finetune the model on Wang
et al. (2018) with a batch size of 32, and a learn-
ing rate of 5e-5. We then finetune the model on
SIGHAN13, SIGHAN14, and SIGHANI15 with a
batch size of 64 and a learning rate of Se-5. In the
experiment on SGHC, we set the batch size to 128,
and the learning rate to Se-5.

4.3 Main results

Table 2 shows that the BERT-finetune CSC
model is vulnerable to MLEEG adversarial ex-
amples. The average drop in correction F1 score
is 31.9% for SIGHAN and 15.14% for SGHC. We
find that the drop on SIGHAN is more obvious.
This may be caused by SIGHAN lacking semantic
errors in the training set.

As expected, after adding the MLEEG adversar-
ial examples to the training data, performance
on MLEEG adversarial examples benefits a lot.
Compared to the model trained on the normal train-
ing set, the average improvement of correction F1
score is 2.3% for SIGHAN and 6.62% for SGHC.

Meanwhile, the performances on the normal
test data do not suffer a decrease. = The aver-
age change of correction F1 score is +0.15% for
SIGHAN and +0.34% for SGHC. This proves that
our MLEEG adversarial data can improve the ro-
bustness of BERT-based CSC models on semantic
errors without decreasing their performance on ex-
isting data.



SIGHAN13 SIGHAN14 SIGHAN15 SGHC
correction correction correction correction
P R F1 P F1 P R F1 P R F1
D—-T 83.11 71.55 76.90 57.56 61.84 59.62 68.68 72.69 70.63 6820 61.62 64.74
Dnireee — T 83.39 73.10 77.91 56.16 60.67 58.33 70.95 71.75 71.35 69.24 60.86 64.78
D — TMLEEG 38.51 23.91 2951 42.06 36.34 38.99 46.49 39.60 42.77 52.99 46.62 49.60
Dyreee — TMmLeEee 42.66  27.66 33.56 43.64 37.98 40.61 47.93 40.74 44.00 60.34 52.63 56.22

Table 2: Performance of BERT finetune CSC model on normal examples and MLEEG examples. In the left column
of the table, the left side of the arrow indicates the training data and the right side indicates the evaluating data. For
example, Dvyreee — TMmLeEg indicates that the model is trained on data enforced by MLEEG examples and
evaluated on MLEEG examples, and D — T indicates that the model is trained and evaluated on the normal dataset
(SIGHAN or SGHC). In order to offset the effect of training data size, randomly generated examples are added to
D, keeping D and Dy, g have the same number of training examples. The P, R, and F1 denote separately the
precision, recall, and F1 score in the sentence level and in the correction stage.

SIGHANI15 SGHC
correction correction
P R Fl1 P R Fl1

D—>T 68.68 72.69 70.63 68.20 61.62 64.74
Dmieeg — T 70.95 7175 71.35 69.24 60.86 64.78
Dy/opos = T 68.59  69.49 69.04 66.32 59.66 62.81
D — TMmLEEG 46.49  39.60 42.77 5299 46.62  49.60
Dumireec — TMmieee 47.93 40.74 44.00 60.34 52.63 56.22

Dw/oros = TmLEEG 41.31  34.24 3744 56.41 49.62 52.80

Table 3: The results of ablation experiment.
Dy /oPpos — TwMmLEEG indicates that the model is
trained on data enforced by MLEEG examples without
using POS(Part-Of-Speech) tagging and evaluated on
MLEEG examples.

4.4 Ablation experiments

In this section, we conduct an ablation study on
SIGHAN15 and SGHC by removing the POS (Part-
Of-Speech) tagging part in our MLEEG method.
The results are represented in Table 3. We can
see that when we remove the POS tagging, the per-
formances (correction F1 scores) on both datasets
drop. On SIGHANI1S5, the performance of the
model trained on examples generated by MLEEG
without POS tagging is even worse than the model
trained on the normal dataset. This fully demon-
strates the effectiveness and necessity of using POS

tagging.
5 Case Study

In this section, we give three cases we generate
from MLEEG in Table 4 . In these cases, there
are many possible corrections according to the syn-
tax. Global semantic information is thus needed
to determine the correction. In the first case, the
correction from "%Z" to "fti" which is a pronoun
needs the name information at the beginning of the
sentence. In the second case, the correction from
“BE” to “Z” concerns the determination of a verb,
which need the semantic information of the third

case 1

RIGHT: 7K Z R, MBI WA 21, MRREET .
Zhang is really smart, the teachers teach him English, Geography etc.

He understands quickly.

MLEEG:5KZ AR, ZIMECEIC . st 40, fRm AT
Zhang is really smart, the teachers teach and answer him English, Geography etc.
He understands quickly.

case 2

RIGHT-TRHELRERK T WERAREE, WASREARKHER .

I want to go to your home, but I can not go, because I have a big exam.
MLEEG:HA LMK T, ALRERARE, HASKEERMHR .

I want to go to your home, but I can not Qu, because I have a big exam.

case 3

RIGHT- T2 R PR TR A - AP A7

HEARLERETL, §NATUEH—2EE-

I am a supporter of half-time university students. Why? Because university students
can earn an extra sum of money every month by going out to work.

MLEEG: 2 SCFF AR TR N o AfF A2

EANERETL, SPAMUEHR—EEk .

I am a supporter of half-time university students. Why? Because power students
can earn an extra sum of money every month by going out to work.

Table 4: Cases of the errors we generate by the MLEEG
method. The sentence after RIGHT is a gold target
sentence in SIGHAN datasets, and the sentence after
MLEEG is an example generated by MLEEG method.
Errors in the adversarial examples are in red. The corre-
sponding corrections in the gold target are in blue. Se-
mantic information to correct the errors is in magenta.

character: "Z". In the third case, the correction
from “7J” to “”K” concerns the determination of a
noun, which need the semantic information of "X
242" These cases show that the MLEEG method
can generate semantic errors in various lexical cat-
egories.

6 Conclusion

In fact, Chinese spelling errors can be divided into
two categories: syntax errors and semantic errors.
We proposed accordingly an adversarial example
generation method, referred to as MLEEG to gen-
erate semantic errors. Experiment results demon-
strate that BERT-based CSC models are vulnerable
to MLEEG adversarial examples, and including
MLEEG adversarial examples can improve the ro-
bustness of BERT-based CSC models to real-world
examples.



7 Limitations

We found that some semantic errors can have dif-
ferent ways to correct them. This is usually be-
cause the context is not specific enough to uniquely
determine the correction. We have applied POS
(Part-Of-Speech) tagging to decrease these exam-
ples during the generation, but this may not be
enough. How to further decrease the generation of
these errors is worth further study.
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A Figure
Training Data sent Avg.Length errors
SGHC 109985 25.27 109985
SGHCMLEEG 169486 28.50 158842
SIGHAN13 700 41.81 343
SIGHAN14 3437 49.55 5136
SIGHAN15 2339 31.32 3048
Wang et al. (2018) 271329 42.54 381962
Test Data sent A vg.Length errors
SGHC 600 24.87 600
SGHCwMLEEG 318 34.16 291
SIGHAN13 1000 74.32 1224
SIGHAN14 1062 50.01 771
SIGHAN15 1100 30.64 703

Table 5: Statistics of dataset
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