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Abstract

Knight-errant style writing is a challenging task for novice writers due to the highly condensed terminology and highly literary language culture of the knight-errant works. To tackle this problem, in this paper, we propose a new large-scale parallel knight-errant dataset and model the knight-errant writing as a text style transfer (TST) task between modern style and knight-errant style. We establish the benchmark performance of six current SOTA models for knight-errant style transfer. Empirical results demonstrate that the existing SOTA TST models are unable to accurately identify and generate knight-errant style sentences. Therefore, we propose Knight, a TST framework based on contrastive learning. Knight uses multiple strategies to construct positive and negative samples, making it significantly better than existing SOTA models in terms of content fluency, style transfer accuracy, and factuality. The data and code are publicly available 1.

1 Introduction

The lack of literary sophistication is a frequently-appeared phenomenon (Bereiter and Scardamalia, 1987; Bryson et al., 1991) in novice writers, leading to their inability to write subtle literary works such as knight-errant novels. Therefore, for many years researchers have been dedicated to building intelligent writing systems (Levinson, 1989; Heidorn, 2000; Jhamtani et al., 2017; Carlson et al., 2018) to assist novice writers in their writing. In recent years, due to the progress in text style transfer (TST) techniques (Hu et al., 2017; Prabhumoye et al., 2018; Li et al., 2022b), some researchers have been addressing the problem via text style transfer (TST) approach (Carlson et al., 2018; Jhamtani et al., 2017; Wang et al., 2020). TST aims to change the style of the input text and keep its content unchanged. However, due to the lack of parallel datasets, most studies (Taele et al., 2020; Chakrabarty et al., 2020) focus on unsupervised TST approaches, which can achieve some results in some simple TST tasks, though the sentences generated fail to reach a satisfactory quality in knight-errant transfer (Section 6.2).

In this paper, we choose knight-errant style for which is comparatively difficult for novice writers to follow and model the knight-errant writing as a text style transfer task between modern style and knight-errant style. Specifically, we propose a new subtask of text style transfer named knight-errant style transfer, and supply a large-scale fine-grained parallel knight-errant dataset KE. KE is derived from human-written knight-errant novels, and we construct parallel data via back translation and manual annotation. We show an example in Figure 1, where the source sentence is in modern style and the target sentence is in knight-errant style. From Figure 1, we can observe that the knight-errant style utilizes extensive rhetorical techniques such as simile, metaphor, and metonymy to enhance the literary character of the work. This is a very challenging task as it requires the model to be capable of capturing the concept of knight-errant style and generate sentences in the corresponding style without changing the main content.

To establish a comprehensive and reliable benchmark for researchers to evaluate, we employ six state-of-the-art approaches encompassing unsupervised and supervised TST methods as baselines. Empirical results demonstrate that unsupervised
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1 https://anonymous.4open.science/r/knight-errant-style-transfer-C2E1/
methods perform badly on multiple metrics on this task. Some methods with supervision achieve some results. However, since the models trained with the mle (maximum likelihood estimate) method have difficulties in distinguishing different styles at the sentence level (Paulus et al., 2017), the generated results are still unsatisfactory.

To be able to identify different styles at the sentence level, we propose a new TST model named **Knight** based on contrastive learning. Knight requires only simple methods to construct positive and negative samples to improve the performance significantly compared to current SOTA models. In addition, we train the knight model with the prompt method, so that given different prompt prefixes, only one model is enough to generate different knight-errant style texts. This is very cost-effective and prevents us from consuming a lot of resources to train multiple TST models.

Our main contributions can be summarized as:

- We propose a practical task of knight-errant style transfer and a new knight-errant dataset **KE**, which has many potential applications in knight-errant style writing.

- We establish the baseline performance of this task and discuss the key challenges of the task, models.

- We propose a contrastive learning model **Knight** trained with the prompt method, which achieve state-of-the-art performance against multiple strong baselines.

## 2 Related Work

### 2.1 Text Style Transfer

Text style transfer based on deep learning has been extensively studied in recent years, which has achieved encouraging results on styles of work (Cao et al., 2020), offensiveness (Santos et al., 2018), sentiment (Fu et al., 2017; Li et al., 2022b), formality (Jain et al., 2019; Liu et al., 2020b), poetry (Shang et al., 2019) and other stylized text generation tasks (Gao et al., 2019; Cao et al., 2020; Syed et al., 2020). However, due to the lack of parallel data, only a few researchers focus on supervised TST methods. Jhamtani et al. (2017) explore neural machine translation (NMT) method to transform text from modern style to Shakespearean style, while a statistical machine learning approach (Carlson et al., 2018) is employed for style transfer using different versions of the Bible as parallel datasets. Rao and Tetreault (2018) use a crowd-sourcing technique to rewrite Yahoo answers to construct the GYAF dataset for TST evaluation.

Due to the difficulty of collecting parallel data, most of the existing studies have studied text style transfer with unsupervised methods. A common pattern is to first separate the latent space as content and style representation, then adjust the style-related representation and generate stylistic sentences through the decoder. Hu et al. (2017); Fu et al. (2017); Li et al. (2019) assume that appropriate style regularization can achieve the separation. Style regularization may be implemented as an adversarial discriminator or style classifier in an automatic encoding process. Additionally, another line of work argues that it is unnecessary to disentangle style and content from latent space. Their main approach is to use unsupervised machine translation to construct stylized text based on cyclic reconstruction (Dai et al., 2019; Liu et al., 2020b) and back-translation (Jin et al., 2020).

### 2.2 Dataset

Most of the existing parallel style transfer datasets focus on a coarse-grained style transfer, which generally consist of only two styles. Popular datasets include sentiment modification datasets Yelp, Amazon (He and McAuley, 2016) and IMDB (Li et al., 2019), TCFC (Wu et al., 2020a) and GYAF (Rao and Tetreault, 2018) focus on formality transfer. In contrast, our dataset contains parallel datasets of six different styles, including four Chinese knight-errant styles and two English literary styles. Moreover, the size of the dataset reaches the level of millions. A comparison with other parallel datasets is shown in Table 1.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Number</th>
<th>Task</th>
<th>Number of styles</th>
</tr>
</thead>
<tbody>
<tr>
<td>Yelp</td>
<td>1000</td>
<td>Sentiment</td>
<td>2</td>
</tr>
<tr>
<td>Amazon</td>
<td>1000</td>
<td>Sentiment</td>
<td>2</td>
</tr>
<tr>
<td>GYAF</td>
<td>112594</td>
<td>Formality</td>
<td>2</td>
</tr>
<tr>
<td>TCFC</td>
<td>2000</td>
<td>Formality</td>
<td>2</td>
</tr>
<tr>
<td>MTFC</td>
<td>4277</td>
<td>Formality</td>
<td>2</td>
</tr>
<tr>
<td>Bible</td>
<td>32320918</td>
<td>Bible</td>
<td>2</td>
</tr>
<tr>
<td>KE(Ours)</td>
<td>1224065</td>
<td>Knight-errant</td>
<td>6</td>
</tr>
</tbody>
</table>

Table 1: Comparison between different parallel datasets.
understanding (He et al., 2020; Chen et al., 2020; Hjelm et al., 2018). The core idea is to minimize the distance between the feature representations of different views of the same image (positive example), while maximizing the distance between the feature representations of views of different images (negative example).

In NLP, contrastive learning methods are mainly used in natural language understanding tasks and pre-training tasks. For example, Fang et al. (2020) uses contrastive learning to train self-supervised language models, (Gao et al., 2021; Yan et al., 2021) uses contrastive learning to learn sentence representations, Zhang et al. (2021) improve document clustering performance via contrastive learning. Recently, several studies have applied contrastive learning to text generation tasks (Liu and Liu, 2021; Cao and Wang, 2021), and they all require sophisticated methods for constructing positive and negative samples. Our contrastive learning approach is designed for text style transfer tasks and requires only simple methods for constructing positive and negative samples to significantly improve model performance.

3 Dataset Construction Process

![Figure 2: The processes of corpus construction.](image)

<table>
<thead>
<tr>
<th>Author</th>
<th>Train</th>
<th>Valid</th>
<th>Test</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gu Long(zh)</td>
<td>325226</td>
<td>92922</td>
<td>46460</td>
</tr>
<tr>
<td>Jin Yong(zh)</td>
<td>149390</td>
<td>42682</td>
<td>21341</td>
</tr>
<tr>
<td>Liang Yusheng(zh)</td>
<td>264655</td>
<td>75616</td>
<td>37807</td>
</tr>
<tr>
<td>Wen Ruian(zh)</td>
<td>99781</td>
<td>28508</td>
<td>14254</td>
</tr>
<tr>
<td>Shakespeare(en)</td>
<td>18395</td>
<td>1218</td>
<td>1462</td>
</tr>
<tr>
<td>Le Morte d’Arthur(en)</td>
<td>3065</td>
<td>876</td>
<td>437</td>
</tr>
</tbody>
</table>

Table 2: Statistics of dataset KE (parallel data). The source corpus is modern style, and the target corpus is knight-errant style.

In this section, we describe how to construct our TST dataset KE in detail, which has parallel text in modern style and knight-errant style. The goal of the dataset KE is to transfer modern style Chinese or English sentences into knight-errant style sentences, and finally can be used to promote the development of knight-errant writing as well as style transfer community.

3.1 Chinese Knight-errant Corpus

For the style transfer of Chinese knight-errant text, we select four well-known Chinese knight-errant novel masters who have a high reputation in China. These masters are all famous for their knight-errant novels and have distinctive styles, collectively known in China as the "Four Great Masters of Knight-errant Fiction". We collect their works to build knight-errant style corpus.

First, we collect novels from a knight-errant novel website and cut the text into sentences. To minimize noise, in the preprocessing process, we removed sentences with less than 3 words or more than 128 words, chapter headings and other irrelevant symbols. Finally, we get about one million knight-errant style sentences.

Ideally, the dataset should be constructed by collecting human labeled modern style and knight-errant style parallel data. However, annotating millions of parallel data for training is economically unacceptable. Therefore, we propose a back-translation based approach to get modern style sentences shown in Figure 2. Specifically, applying the NMT (Neural Machine Translation) system, we translate knight-errant style sentences from Chinese to English and then translate them from English back to Chinese. However, the NMT system cannot well translate some knight-errant domain specific vocabulary such as "Five Poisonous Sects" and "Eighteen Ways of Beating the Dragon", so we manually constructed a domain-specific vocabulary in Chinese, ensuring that they do not change before and after translation.

3.2 English Knight-errant Corpus

For English knight-errant style data, we choose the famous knight-errant novel "Le Morte d’Arthur" as the English dataset, and translate English to Chinese and back to English with the help of the NMT.
system, through which we get the parallel data pairs of English modern style and English knight-errant style. Moreover, to expand the number of English datasets, we additionally add the Shakespeare dataset (Jhamtani et al., 2017) due to the knight-errant style that pervades much of Shakespeare’s work (Rose, 1985).

3.3 Quality of Corpus
To ensure data quality, following previous works (Li et al., 2022a; Maynez et al., 2020), we use the NLI (Nature Language Inference) score to detect the modern style sentences, and only sentences with content relevance above 90% will be retained. Furthermore, following (Wu et al., 2020b), the modern style classifier is employed to select the modern style sentences with a high confidence. All modern style sentences in the dataset KE have more than 95% probability of being predicted as modern style by the classifier. Finally, for each writer’s corpus, we divided the training, validation, and test sets according to a ratio of 7:2:1. The statistical information of all datasets is shown in Table 2, some examples are shown in Table 3.

4 Contrastive Learning Methodology
In this section, we describe our contrastive learning model Knight for text style transfer. We first describe our problem definition, then we introduce contrastive learning framework in detail.

4.1 Task Definition
Existing supervised TST models (Jhamtani et al., 2017; Carlson et al., 2018) mostly follow the sequence-to-sequence (seq2seq) framework. Given a set of style-labelled sentences $\mathcal{D} = \{(X_i, S_i)\}_{i=1}^M$, where $M$ is the total number of sentences. $X_i$ denotes the $i$th source sentence, and $S_i$ denotes the corresponding style label, which belongs to a source style label set: $S_i \in S_M$ (e.g., modern/knight-errant). The goal of TST is to transfer sentence $X_i$ with style $S_i$ to a sentence $\hat{Y}_i$ sharing the same content while having a different style $\hat{S}_i$. We employ transformer architecture (Vaswani et al., 2017), which is composed of an encoder Transformer $Enc(X; \theta_E)$ and a decoder Transformer $Dec(H; \theta_D)$. Specifically, the encoder Transformer maps sentence $X$ into a sequence of hidden states $E = \langle e_0, e_1, \ldots, e_{|X|} \rangle$.

$$E = Trans^{Enc}(X),$$

(1)

The decoder Transformer computes the current hidden state $o_t$ by self-attention to the encoder hidden states $E$ and proceeding tokens $y_{0:t-1}$.

$$o_t = Trans^{Dec}(y_{0:t-1}, E),$$

(2)

Note that during training, we can obtain $O = \langle o_1, ..., o_{|Y|} \rangle$ in parallel.

$$O = Trans^{Dec}(Y, E),$$

(3)

The probability of $y_t$ can be estimated using a linear projection and a softmax function:

$$p(y_t|y_{0:t-1}, X) = softmax(W^o o_t),$$

(4)

The loss function of the sequence-to-sequence model minimizes the negative log-likelihood of the training data:

$$\mathcal{L}_{NLL} = -\frac{1}{|Y|} \sum_{t=1}^{|Y|} log P(y_t|y_{0:t-1}, X).$$

(5)

Table 3: Examples in the KE dataset. Our dataset provides both modern style and knight-errant style sentences. The sentences in the brackets are the translation of the corresponding sentence.
4.2 Knight: Knight-errant style transfer with Contrastive Learning

Previous work on text style transfer has mostly focused on coarse-grained style transfer, such as sentiment polarity conversion (Hu et al., 2017; Dai et al., 2019; Li et al., 2022b; Rao and Tetreault, 2018) and text formality conversion (Wu et al., 2020a). In this task, we propose a fine-grained dataset, for example, the works of both Jin Yong and Gu Long belong to the knight-errant style, but Jin Yong’s works are more mature and stable, while Gu Long’s works are more indolent and unrestrained. It is difficult for mle-trained models to distinguish between these two different knight-errant styles and generate corresponding fine-grained style sentences. However, using contrastive learning, we can pull the distance of these two different styles in the semantic space, which assists the model to discriminate different styles precisely.

Therefore, we designed a contrastive learning based training target, which drives the TST model to learn preferences for fine-grained knight-errant style sentences. Specifically, let a modern style text \( X \) have a set of positive knight-errant samples \( P \) and another set of negative knight-errant negative samples \( N \). To get the sentence representation for similarity computation, we add a multi-layer perceptron (MLP) to the decoder’s last layer. The sentences representation and contrastive learning objective is:

\[
h = MLP(\text{Trans}^{\text{Dec}}(Y, E)) \tag{6}
\]

\[
\mathcal{L}_{\text{CL}} = \frac{1}{|P|} \sum_{y_i, y_j \in P} \log \frac{\exp(sim(h_i, h_j)/\tau)}{\sum_{y_k \in P \cup N} \exp(sim(h_i, h_k)/\tau)} \tag{7}
\]

where \( h_i, h_j \) are the representations of generated sentences, positive samples \( P \), \( h_k \) are the representations of union set of \( P \) and \( N \). \( sim(\cdot, \cdot) \) calculates the cosine similarity between sentence representations. \( \tau \) is a temperature and is set to 1.0. Moreover, positive samples \( P \) and negative samples \( N \) are included in the same batch of training, so the model obtains a better representation of distinguishing correct reference from error by comparing the two types of samples, thus maximizing the probability of positive samples and minimizing the likelihood of corresponding negative samples.

4.2.1 Negative Sample Construction

Here we describe three strategies for constructing negative samples \( N \) that modify the references.

Other Authors’ Works (OAW) For Jin Yong’s works, Gu Long’s works are naturally a kind of negative sample. Therefore, during the style transfer of Jin Yong’s works, we treat other authors’ works as negative samples as a contrastive example, so that the model can identify what kind of sentences conform to Jin Yong’s style during the training process, thus generating sentences that conform to Jin Yong’s style.

To improve the ability of the model to retain the correct textual content while generating the corresponding styles, we next propose two methods for constructing negative samples of content.

Random Mask and Fill (RMF) Content consistency is one of the main challenges (Dai et al., 2019; Li et al., 2022b; Cao et al., 2020) of text style transfer task. We use the ability of the language model to insert erroneous information in the correct human reference. Specifically, we use the [MASK] token to randomly replace one or several word tokens in the sentence, and language model Bert (Devlin et al., 2018) is used to predict the [MASK] token. Notably, we choose the set of tokens with the lowest prediction probability for filling to simulate extrinsic content errors. Note that bert model is not fine-tuned on the knight-errant dataset, and thus tokens it predicts will also introduce style errors.

Low Confidence Generation (LCG) While the previous approach constructs negative samples at the token level, and here we propose a way to construct negative samples at the sentence level. We fine-tune the Bart model (Lewis et al., 2019) on knight-errant style transfer task so that the fine-tuned Bart can generate knight-errant style sentences. For each generated sentence, we check the model confidence on the tokens of each proper noun by considering all beams at the last decoding step as candidates with beam sizes of 5. If the probability is below the threshold we set, we keep it as a negative sample for the sentence with low confidence do not align with the target style.

4.2.2 Positive Sample Construction

Following (Cao and Wang, 2021; Xu et al., 2021), we use human reference as a natural positive example. In order to create multiple positive samples, we use sentences generated by fine-tune 10000 steps of Bart on the training set as our positive samples.
4.2.3 Training objective

Combining the negative log-likelihood loss $\mathcal{L}_{NLL}$ and our contrastive learning loss $\mathcal{L}_{CL}$, the final loss function is formulated as: $\mathcal{L} = \mathcal{L}_{NLL} + \lambda \mathcal{L}_{CL}$, where $\lambda$ is a hyper-parameter. Moreover, inspired by the application of the prompt method (Liu et al., 2021), for each dataset we add a different prompt prefix, so that a single model can generate a different knight-errant style.

5 Experiments

We re-implemented the six SOTA models from previous TST studies on the KE dataset. Further ablation study is conducted to give a detailed analysis of the knowledge and structure implications.

5.1 Baselines

We choose the following SOTA method to compare with our model and establish the benchmark performance of knight-errant style transfer on the dataset. For fairness, we classify the compared models into two classes. (A) Supervised Models. (B) Unsupervised Models.

The unsupervised models selected are: (1) ControlGen (Hu et al., 2017) utilizes VAE model to learn content representations and reconstructs style vectors by adversarial training. (2) FGIM (Wang et al., 2019) uses the method of editing latent representations to control the direction of style generation. (3) Style Transformer (Dai et al., 2019) that uses cyclic reconstruction to learn content and style vectors without parallel data.

The supervised models selected are: (1) Moses (Koehn et al., 2007) is a statistical machine translation system. (2) OpenNMT (Klein et al., 2017) is an open-source neural machine translation framework, which is widely used in text generation tasks (Jhamtani et al., 2017). (3) Bart (Lewis et al., 2019) is a SOTA pre-trained generative language model proposed by Facebook. We choose multilingual bart (Liu et al., 2020a) for training.

5.2 Implementation Details

Our contrastive learning model is initialized from BART (Liu et al., 2020a) provided by Huggingface (Wolf et al., 2020). Specifically, the encoder and decoder are all 12-layer transformers with 16 attention heads, hidden size is 1,024 and feed-forward dim is 4,096, which amounts to 406M trainable parameters. We train our framework using the Adam optimizer (Kingma and Ba, 2017) with the initial learning rate 1e-5, and we employ a linear schedule for the learning rate. Drop is set to 0.1. All models are trained on 8 RTX 3090 GPUs, the number of training steps is 50,000 for Chinese and 10,000 for English. We run each model five times to average the scores.

5.3 Evaluation Metrics

Following (Li et al., 2022b, 2019; Fu et al., 2017), we make an automatic evaluation on five aspects: Content Retention (BLEU (Average BLEU) and Rouge(Rouge-L)) verifies whether the generated sentences retain the original content (Papineni et al., 2002; Lin, 2004).
### Style Control
(S-Acc) measures the style accuracy of the transferred sentences. We train a classifier on the training set of each dataset using XLM-Roberta (Conneau et al., 2019).

### Fluency (PPL) is usually measured by the perplexity of the transferred sentence. To get the ppl score, we fine-tune GPT-2 (Radford et al., 2019) on the training set for each style.

### Factuality (NLI Score) is applied to determine the factual consistency of two sentences and is widely employed in text generation tasks (Li et al., 2022a; Maynez et al., 2020).

### Human Evaluation
Following (Madotto et al., 2019; Li et al., 2022b), We randomly sampled 50 sentences generated on the target style and distributed a questionnaire at Amazon Mechanical Turk asking each worker to rank the content retention (0 to 5), style transfer (0 to 5) and fluency (0 to 5): human score = \( \frac{\sum \text{score}_{\text{sty}} + \sum \text{score}_{\text{con}} + \sum \text{score}_{\text{fl}}}{} \), human score \( \in [0,100] \). Three workers are recruited for human evaluation.

## 6 Results and Analysis

### 6.1 Result of Model Performance
Table 4 shows the performance of the different models on our proposed dataset. From this table, we obtain the following observations: (1) The unsupervised methods perform pretty badly on our dataset, yet which achieve good performance on tasks such as sentiment polarity conversion, formality conversion, etc in unsupervised setting (Dai et al., 2019; Li et al., 2019, 2022b). This indicates that our proposed task is so challenging that good performance is not achievable using unsupervised methods. (2) Supervised models outperform unsupervised methods in terms of content retention (BLEU, Rouge), style transfer strength (S-Acc), faithfulness (NLI-S), and fluency (PPL) due to the additional supervision information. The above phenomenon shows that in the application of TST in industry, a supervised method should be preferred. (3) Our proposed contrastive learning model Knight significantly outperforms all SOTA models in several automatic and manual metrics, and especially in both faithfulness and style accuracy, demonstrating the remarkable effect of our proposed contrastive learning strategy.

## 6.2 Case Study
Two examples of transferred sentences in Chinese and English are given in Table 5. From which, it is intuitively clear that ControlGen and FGIM almost destroy the semantic content of the sentence, introducing grammatical and factual errors. Although
Style Transformer preserves part of the semantics of the sentence, it still does not generate sentences with correct style, which is the reason that it has a higher BLEU and Rouge Score but fails in NLI-S. In contrast, the supervised approach performs well in terms of sentence content retention, and factual correctness, which confirms that the introduction of supervised signals is significantly effective for complicated TST tasks. However, while supervised models such as OpenNMT can generate sentences that are verbally fluent and free of factual errors, the fact that mle training is based on individual words makes it impossible to distinguish between different styles at the sentence level.

As a contrast, due to the application of contrastive learning, Knight model can distinguish between different styles of representations in the latent space. Therefore, Knight model is far more stylistically accurate than other models, which makes it generate knight-errant styles precisely.

In addition, as seen in the Table 5, using different prompt prefixes, Knight model can generate different fine-grained styles of text, which indicates that Knight is capable of clearly identifying each different style of text by contrastive learning. And from the generated results, we can see the subtle differences between the different styles. For example, Shakespeare likes to employ thee instead of you, while the Arthur style prefers thou.

### 6.3 Ablation Study

To investigate the effect of different components on the overall performance, we further perform an ablation study on our model and the results are shown in Table 6. From which, we obtain the following observations: (1) Each positive and negative example plays a facilitating role in the model. (2) Using the OAW method maximizes style accuracy, indicating differences between different author styles. LCG and RMF improve BLEU and Rouge score, suggesting that introducing content negative samples improves the model’s content retention ability. (3) Negative examples bring about a significant improvement over positive examples. We speculate that this is due to the positive sample is more similar to the human reference and the model can easily distinguish them.

### 7 Conclusion

In this paper, we propose a new challenging parallel knight-errant dataset. Moreover, we establish the benchmark performance of six current SOTA models, and we build a TST model based on contrastive learning for distinguishing knight-errant styles precisely. We believe this work has many promising applications for the knight-errant writing industry. In the future, we are interested in applying contrastive learning to unsupervised models to solve similar TST problems and we will try to apply our model to practical industry.
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A.1 More Implementation Experiment Details

For ControlGen, we use a reference implementation in Texar-tf v0.2.4, which uses an undirectional GRU encoder and an attention GRU decoder. The train setting of ControlGen is 10 reconstruction epochs and 2 transfer epochs. For FGIM, we use the author’s published repo, which uses a 2-layer transformer encoder and a 2-layer transformer decoder. The train setting of FGIM is 200 train epochs (reconstruction and transfer in the same step). For style-transformer, we use the author’s published repo in fastnlp, which is combined with a 4-layer transformer encoder and a 4-layer transformer decoder. The train setting of the style transformer is 500 pretrain steps, and 400 train steps (5 style transformer updates and 10 discriminator updates in the same step). For Moses, we use a phrase-based statistical translation model. For OpenNMT, we use a three-layer bidirectional LSTM structure, and the number of training steps is set to 6000. For Bart, we use the same model structure as Knight, and the rest of experimental setup is the same as Knight.

A.2 More Generation Examples

To demonstrate more examples of generation to verify the effectiveness of the model, we selected 5 generated sentences from KE dataset, as shown in Table 7 and Table 8.

<table>
<thead>
<tr>
<th>Human Ref.</th>
<th>Knight-errant(English)</th>
<th>Input</th>
</tr>
</thead>
<tbody>
<tr>
<td>I stand on sudden haste.</td>
<td>I’m in a rush.</td>
<td>I’m now you’ve changed?</td>
</tr>
<tr>
<td>And thou didst bid me bury my love.</td>
<td>And art thou changed?</td>
<td>And art thou changed?</td>
</tr>
<tr>
<td>And thou didst bid me bury my love.</td>
<td>And art thou changed?</td>
<td>And art thou changed?</td>
</tr>
<tr>
<td>And thou didst bid me bury my love.</td>
<td>And art thou changed?</td>
<td>And art thou changed?</td>
</tr>
<tr>
<td>And thou didst bid me bury my love.</td>
<td>And art thou changed?</td>
<td>And art thou changed?</td>
</tr>
<tr>
<td>And thou didst bid me bury my love.</td>
<td>And art thou changed?</td>
<td>And art thou changed?</td>
</tr>
</tbody>
</table>

Table 7: English knight-errant style generation results on KE dataset.

Table 8: Chinese knight-errant style generation results on KE dataset.

A.3 Details on Human Evaluation

For the results generated by each method, following (Li et al., 2022b), we randomly selected 50 sentences to be submitted in the Amazon Mechanical Turk\(^8\) questionnaire. We pay our workers 5 cents per sentence. As shown in Figure 4, the questionnaire asked to judge the generated sentences on three dimensions: strength of style transfer, degree of content retention, and text fluency. To minimize the impact of spamming, we require each worker to be a native English speaker with a 95% or higher approval rate and a minimum of 1,000 hits.

\(^{8}\)https://www.mturk.com/
Figure 4: Human evaluation questionnaire. We randomly sampled 50 sentences generated on the knight-errant style and distributed a questionnaire at Amazon Mechanical Turk asking each worker to rank the content retention (0 to 5), style transfer (0 to 5), and fluency (0 to 5).

<table>
<thead>
<tr>
<th>Input</th>
<th>Knight-errant (Chinese)</th>
<th>Human Ref.</th>
</tr>
</thead>
<tbody>
<tr>
<td>她感到一股淡淡的香味</td>
<td>(She felt a faint scent.)</td>
<td>(A sniff at the nose, feel a faint aroma.)</td>
</tr>
<tr>
<td>一 股 淡淡 的 香 气 扑 鼻 而 来</td>
<td>(A faint fragrance hit her nose.)</td>
<td>(A sniff at the nose, feel a faint aroma.)</td>
</tr>
<tr>
<td>在 她 鼻 子 边 一 嗅 , 觉 有 一 股 淡淡 的 香 气</td>
<td>(A sniff at the nose, feel a faint aroma.)</td>
<td>(A sniff at the nose, feel a faint aroma.)</td>
</tr>
<tr>
<td>这 些 话 是 真 诚 的</td>
<td>(These words are sincere.)</td>
<td>(These words are sincere and earnest.)</td>
</tr>
<tr>
<td>这 几 句 话 说 得 甚 是 诚 恳</td>
<td>(These words were said with great sincerity)</td>
<td>(These words are sincere and earnest.)</td>
</tr>
<tr>
<td>这 几 句 话 情 辞 真 挚 , 十 分 恳 切。</td>
<td>(These words are sincere and earnest.)</td>
<td>(These words are sincere and earnest.)</td>
</tr>
<tr>
<td>他 心 里 悲 凉 , 心 绪 凄 凉</td>
<td>(His heart was sad and his mind was bleak.)</td>
<td>(His heart was saddened and his mood was depressed.)</td>
</tr>
<tr>
<td>这 几 句 话 说 得 甚 是 诚 恳</td>
<td>(His heart in a desolate, thoughts ups and downs, very desolate.)</td>
<td>(His heart was saddened and his mood was depressed.)</td>
</tr>
<tr>
<td>在 她 鼻 子 边 一 嗅 , 觉 有 一 股 淡淡 的 香 气</td>
<td>(A sniff at the nose, feel a faint aroma.)</td>
<td>(A sniff at the nose, feel a faint aroma.)</td>
</tr>
<tr>
<td>这 些 话 是 真 诚 的</td>
<td>(These words are sincere.)</td>
<td>(These words are sincere and earnest.)</td>
</tr>
<tr>
<td>这 几 句 话 说 得 甚 是 诚 恳</td>
<td>(These words were said with great sincerity)</td>
<td>(These words are sincere and earnest.)</td>
</tr>
<tr>
<td>这 几 句 话 情 辞 真 挚 , 十 分 恳 切。</td>
<td>(These words are sincere and earnest.)</td>
<td>(These words are sincere and earnest.)</td>
</tr>
<tr>
<td>他 心 里 悲 凉 , 心 绪 凄 凉</td>
<td>(His heart in a desolate, thoughts ups and downs, very desolate.)</td>
<td>(His heart was saddened and his mood was depressed.)</td>
</tr>
<tr>
<td>这 些 话 是 真 诚 的</td>
<td>(These words are sincere.)</td>
<td>(These words are sincere and earnest.)</td>
</tr>
<tr>
<td>这 几 句 话 说 得 甚 是 诚 恳</td>
<td>(These words were said with great sincerity)</td>
<td>(These words are sincere and earnest.)</td>
</tr>
<tr>
<td>这 几 句 话 情 辞 真 挚 , 十 分 恳 切。</td>
<td>(These words are sincere and earnest.)</td>
<td>(These words are sincere and earnest.)</td>
</tr>
</tbody>
</table>

Table 8: Chinese knight-errant style generation results on KE dataset.