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Abstract

Prompt tuning with pre-trained language mod-
els (PLM) has exhibited outstanding perfor-
mance by closing the gap between pre-training
tasks and various downstream applications,
without the need for uninitialized parameters
to be introduced. However, prompt tuning
requires vast amounts of prompt engineering
and predefined label word mapping, which ob-
structs its implements in practice. Besides, the
ample label space makes prompt tuning more
arduous and challenging when it comes to re-
lation extraction (RE). To tackle these issues,
we propose a Contrastive Question-Answering
method with prompt tuning for few-shot RE
(CQARE). CQARE carries out a RE task-
specific pre-training with four entity-relation-
aware pre-training objects, including a prompt
pre-training to automatically generate contin-
uous prompts. The proposed pre-training can
provide more robust initialization with prompt
tuning while maintaining semantic consistency
with the proposed PLM. Furthermore, CQARE
can effectively avoid label words mapping by
reformulating RE as contrastive question an-
swering. The results indicate CQARE raising
averaged accuracy of 5.11% on a cross-domain
few-shot dataset, demonstrating that robust ini-
tialization is crucial for prompt tuning and ef-
fective contrastive question answering.

1 Introduction

Relation extraction (RE) is a fundamental task in
natural language processing (NLP), aiming to pop-
ulate knowledge with facts from unstructured text.
Many downstream applications rely on extracted
relations, such as information retrieval (Guo et al.,
2020), question answering (QA) (Lan and Jiang,
2021), and knowledge graph construction (Li et al.,
2020). However, most existing RE models are
prone to labeled data in practice and face non-
negligible challenges due to the variations of do-
mains and languages. Few-shot learning only re-
quires a handful of labeled examples, which has

raised more attention in recent research.

For few-shot tasks, GPT-3 (Brown et al., 2020)
proves the prominent ability for predictions without
any further fine-tuning by fusing manual prompts.
Some following studies (Lester et al., 2021; Liu
et al., 2021; Vu et al., 2021) explore different meth-
ods to tune neural models with prompts and obtain
promising results. The main idea behind prompt
tuning is reformulating various downstream appli-
cations as mask language tasks. The approach
closes the gap between the pre-training language
model (PLM) and downstream applications with-
out introducing any uninitialized parameters. Ben-
efiting from the above advantages, prompt tuning
becomes a promising technology in the low-data
regime, without the requirements of sufficient data
to train any uninitialized parameters.

Despite the great empirical success, prompt tun-
ing still has two major limitations. The first limita-
tion is that prompt tuning requires extra prompts.
Some prompt tuning works (Schick et al., 2020;
Schick and Schiitze, 2021b,a) make an effort to
manually create prompts. However, handcrafting
prompts exists three drawbacks: (1) there is not
enough annotated data to validate them in a few-
shot setting; (2) handcrafting meaningful prompts
is brain-draining work, especially designed for an
abstract relation with two different entities; (3)
more importantly, the nuances in semantically sim-
ilar natural language prompts may result in signifi-
cant differences in model performance (Liu et al.,
2021). To deal with the above problems, several
automatically prompt designs are proposed (Jiang
et al., 2020; Shin et al., 2020; Gao et al., 2021).
However, they will suffer a discrete form or iso-
lation problem with employed PLM. A robust ini-
tialization for prompt tuning is not paying enough
attention in the above studies.

The second limitation is that prompt tuning
needs an extra process to map model-predicted
words to class labels, named label words mapping.
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Figure 1: The prompt tuning for few-shot relation extraction. CQARE decodes the last [MASK] into “yes” or “no”
answer for predictions. Compared with manual prompts, our automatically generated prompts utilize special marker
[Pr] as virtual words instead of natural language. These markers will input the prompt generator to get continuous

embeddings. @ means the concatenation.

It should notice that the selection of label words
depends on empirical attempts entirely. An elabo-
rated label words mapping may also be costly and
time-consuming. Most existing prompt tuning stud-
ies focus on text classification tasks, where possible
categories are no more than five, such as positive
or negative in sentiment analysis. When it comes
to RE, the label space becomes much larger. For
example, the corpus FewRel 2.0 (Gao et al., 2019)
contains 124 relations, which makes it highly ardu-
ous to construct all label words mapping for each
relation with a constant endeavor.

To address the above two limitations, we propose
contrastive QA for few-shot RE with prompt tun-
ing (CQARE). CQARE contains four pre-training
objects for obtaining an entity-relation-aware PLM,
including tasks of mask entity prediction, entity typ-
ing, distant supervised RE, and contrastive prompt
pre-training. Compared with generating prompts in
natural language, CQARE learns the prompt repre-
sentations in a continual vector space based on an
entity-relation orientated string template. Prompt
pre-training is included in CQARE, which can
learn a more robust initialization for prompt tuning
by integrating the contexts, entities, and relation in
automatically generated prompts. Moreover, RE is
reformulated as a prompt tuning based contrastive
QA task, as Figure 1 (b) and (c) shows. Given a
context, combined with generated relation-specific
prompts, CQARE aims to predict the probabilities

of “yes”(positive) or “no”(negative), appearing in
a [MASK] position to distinguish whether the two
entities share the specific relation. In this way, the
multi-relation classification issue can be simpli-
fied as a binary classification task. By comparing
semantic similarity with positive and negative pro-
totypes, we can exempt cumbersome label word
mapping. Our main contributions are threefold:

* Robust presentations for prompt tuning.
The proposed CQARE contains an entity-
relation-aware language model and a non-
aggressive prompt generator, enabling joint
pre-training to automatically provide prompts
in vector space with robust initialization for
prompt tuning.

* Exempt from label words mapping. We
reformulate few-shot RE as a contrastive QA
task. By concatenating different prompts as
yes-no questions, CQARE can avoid the labor-
intensive label word mappings when utilizing
prompt tuning in RE tasks.

Promising performance. We expand prompt
tuning to few-shot RE tasks. The results
demonstrates that CQARE is effective for few-
shot RE, raising average accuracy of 5.11%
on a cross-domain few-shot dataset. Mean-
while, 18.61% accuracy improvement brought
by our pre-training demonstrates that robust
initialization is crucial for prompt tuning.



2 Related Work

2.1 Few-Shot Relation Extraction

Generally, few-shot RE can be categorized into two
classes. The formal one seeks better presentations
through pre-training. Kepler (Wang et al., 2021)
integrated knowledge embedding into PLMs by en-
coding textual entity descriptions and then jointly
optimized the knowledge embedding and language
modeling objectives. Peng et al. (2020) designed
a contrastive relation pre-training object. The re-
sults demonstrated that task-specific pre-training
could vastly improve the performance of related
few-shot tasks. Another group explores the differ-
ent predicted methods based on existing PLMs. Qu
et al. (2020) proposed a Bayesian meta-learning
method to learn the posterior distribution of the
prototype vectors of relations, and parameterized it
with a global relation graph for RE. MIML (Dong
et al., 2020) employed a meta-information guided
meta-learning method, taking advantage of seman-
tic concepts of classes to enable more effective ini-
tialization and faster adaptation. Unlike these meth-
ods, CQARE simultaneously explores integrating
entity and relation knowledge by our particular pre-
training tasks and utilizes different approaches for
few-shot predictions.

2.2 prompt tuning

GPT-3 (Brown et al., 2020) firstly created man-
ual prompts for different tasks, including transla-
tion, QA, and probing tasks. Schick et al. (2020);
Schick and Schiitze (2021b) were another two early
studies that utilized prompts for text classification.
They manually constructed prompts, explored semi-
supervised solutions for few-shot tasks, and pro-
posed a PET approach to map multi-label words
into categories.

Manually constructed appropriate prompts are
cumbersome and uncertain. For such reason, some
automated prompt creation methods were proposed.
Han et al. (2021) applied logic rules to construct
prompts, and tried to encode prior knowledge of
each class into prompt tuning. AutoPrompt (Shin
et al., 2020) explored combining a set of trigger
tokens according to a template with the original
task inputs to create prompts, and employed a
gradient-based search strategy to update them. Gao
et al. (2021) utilized separated PLM to generate
prompts automatically and dynamically and in-
corporated demonstrations into context. BERTese
(Haviv et al., 2021) adopted a paraphrasing-based

approaches to generate prompts. It converted an
existing seed prompt to a collection of candidate
prompts, and selected ones with the best perfor-
mance to use. Li and Liang (2021) and Lester et al.
(2021) were declared as a lightweight alternative
to fine-tuning. These methods froze the parameters
of PLM, and only updated a small task-specific
vector as prompts. However, these freezing pa-
rameters methods became competitive with typical
fine-tuning when the used PLM had more than 11
billion parameters (T5 XXL).

KnowPrompt (Chen et al., 2021) was similar
to our work, which adapted prompt tuning in RE
tasks. The difference was that KnowPrompt fo-
cused on injecting entity and relation information
into generated prompts. Their prompts were two en-
tity representations concatenated an extra [MASK],
which was too brief to provide meaningful informa-
tion. It should notice that conditional generation
based prompt tuning needs enough information
for interring in a different context. Different from
the above studies, CQARE focused on joint pre-
training a prompt generator with PLM for more
robust initialization, and explored how to utilize
these continuous prompts on few-shot RE tasks.

3 Preliminary

Prompt tuning reformulates downstream applica-
tions as mask language tasks. Typically, it needs
extra prompts and a predefined label words map-
ping. A typical prompt is a natural language sen-
tence with a special [MASK] marker. As shown in
Figure 1 (a), "Bush Junior is the [MASK] of Bush
Senior" is a typical prompts corresponding to the
relation type "father_son". With original sentences
concatenated prompts as inputs, prompt tuning tries
to generate label words w € Vigper, where Vigper 1S
the predefined label words set. Vigpe; € V, where V
is the vocabulary of PLM. Next, w will be mapped
into a predicted category ¢ € C by a label words
mapping. The set C is the label set of the adopted
corpus. For example, as shown in Figure 1 (a), if
the [MASK] is decoded as "son", this label word
will be mapped into the relation "father_son" cor-
rectly.

This process proposes a severe challenge in RE
tasks by manually creating prompts. For exam-
ple, "Bush Junior and Bush Senior are father and
son presidents" represents a clear relation type
"father_son". For such simple instances, manual
prompts could be easily designed. However, for
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templates for the prompt generator as shown in Eq. 7 and 9.

some complex relations like "place served by trans-
port hub" or "is the primary anatomic site of dis-
ease", meaningful and effective prompts are not
easy for handcrafts. Besides, the predefined label
words for these relations are based on empirical
attempts entirely. This process is also costly and
unexplainable. It is hard to understand why a label
word can outperform other label words with similar
semantic meaning. To deal with this issue, CQARE
employs several virtual tokens to create a learnable
prompt and use a contrastive QA way to avoid the
label words mapping, as shown in Figure 1 (b) and

(c).
4 Methodology

CQARE consists of a contrastive QA-based few-
shot RE with prompt tuning, and a joint pre-
training for the prompt generator and PLM. The
joint pre-training contains tasks of mask entity pre-
diction (ME), entity typing (ET), distant supervised
RE (DRE), and contrastive prompt pre-training
(CP). The above tasks make our PLM understand
entities and relations better while initializing a

prompt generator. Then, the PLM and prompt gen-
erator are employed for a prototype-based module.
By comparing the instances with positive and neg-
ative answer prototypes calculated from support
sets, CQARE gets rid of a predefined label words

mapping.

4.1 A Contrastive Question-answering with
Prompt Tuning

CQARE regards each N-way-K-shot sample as a
meta-task M. Each M will be formulated as N
K x N QA instances. In particular, NV relation-
specific prompts in M will be concatenated with
each original sentence Sent as different contrastive
questions. All inputs of M are shown as:

inputs = {input, |1 <n < N,1<s< NxK} (1)

An input instance input] for CQARE consists of

one Sent, plusing one prompt with one symbol "?"

and one [mask], as shown in the Eq. 2:
inputy =[BOS) & Sent ® [EOS]

2
@ prompt™ & “7 & [MASK] & [EOS] @

where [BOS] is a special marker stands for the
start of a sentence, [EOS] for the end of a sentence.



prompt is generated from a non-aggressive prompt
generator, which is updated during both the prompt
tuning and the pre-training phases, as shown in
Figure 2 (a) and (c). With a generated prompt and
symbol "?", the representation of the last [MASK]
marker will be decoded as answers to these prompt
questions, as shown in Figure 1 (a).

Different from standard prompt tuning needs to
decode the [MASK] embedding A™ into natural
language tokens and map the tokens into the label
set with predefined label-word mapping, CQARE
directly compares the continuous h™ (answers) in
M to get prediction results. With the symbol "?"
and a pre-trained prompts, the answer is prone
to positive if the concatenated prompt is correct
for the original sentence Sent, and negative for a
wrong prompt. In such a way, CQARE can simplify
few-shot RE as a binary classification QA task.

In particular, CQARE calculates the prototype
Proto, and Proto,, by averaging all the positive
answers h,," and negative answers h;" in the sup-
port set of M:

Protoy/m = Avg.(hyyy) 3)

Next, we utilize Euclidean distance d to calculate
the probability that the query answers A" are more
close to Proto, or Proto, in support set:

exp(—d(hi", Protoyy))

P(9; = —
= p/n) = S cap(—d(hy, Proto, )

“

The final prediction § is the most confident pos-
itive instance as shown in Eq. 5 and Figure 2 (b).

P(g) = argmax (P(g; = p)) ®)
i€EN

In such a way, CQARE achieves prompt tuning
without listing all possible label words for each
relation, avoiding cumbersome labeling and extra
unnecessary error. It also simplifies the RE into bi-
nary classification, which is proved effective under
the few-shot setting in the following experiments.
Finally, we use the binary-class cross-entropy loss
to train all parameters of CQARE without freezing

PLM.

4.2 Joint pre-training for prompt generator
and entity-relation-aware PLM

The representations of entity and relation are useful
information in various natural language tasks, es-
pecially for RE. We design four pre-training tasks
to improve entity and relation understanding for

PLM, and integrate a prompt generator into the pre-
training process for a more robust prompt tuning,
as shown in Figure 2 (c).

We first collect general data from a Wikipedia
database dump (Attardi, 2015), labeling the entity
type with NER tools (spaCy) automatically. The
utilized biomedical data with entity information are
from (Xu et al., 2020), employed PubMed (Canese
and Weis, 2013) as a data resource. Next, we em-
ploy distant supervision (Ren et al., 2017; Ji et al.,
2017) to generate relation annotations by aligning
with the knowledge base wiki-5M (Wang et al.,
2021) and UMLS (Wheeler et al., 2007), and filter
out sentences without any relation.

The first pre-training task is a masked entity
(ME) task. Given an input sentence, 10% single
tokens and 50% entities are randomly replaced by
[MASK], and CQARE tries to decode a single to-
ken or a multiple-token entity from each [MASK]
marker. The ME pre-training loss is defined as:

Lyve =— Zlog H p(gvaE‘w{igk—l}) (6)
keEk w; Ewords
where K is the position set of [MASK] markers,
§%; 1 is the sequence of decoded tokens correspond-
ing ki, [MASK] marker.

The second pre-training task is entity typing (ET)
with prompts. Firstly, a random initialized prompt
generator takes a predefined template, filled with
one entity mention e and one sampled entity type
eType as inputs PGET

nput®

PGiEnqz;ut =[Pr]n1 ® e ® [Pr]n2 ® eT'ype

12 (7)
@ [Pr]ns ® “7” @ [MASK]

where n1, ng, n3 is the number of inserted virtual
markers [Pr]. The outputs embeddings of prompt
generator are the generated prompts PGET for ET
task. We denote a positive entity typing prompt by
PG%;M if the sampled entity type is correct for
the entity mention, otherwise negative prompt. Sec-
ondly, CQARE inserts the special marker [Entity|
and [/ Entity| before and after each annotated en-
tity. We randomly sample equal numbers of posi-
tive and negative PGET following the original sen-
tence’s input embeddings as inputs of PLM. After
encoding by our PLM, the [Entity]’s representa-
tion h¢ and [MASK]’s representations in the last of
a prompt h™ will be summed up for the ET task:

p(Jer) o< Exp(We - (A° + h™) + be) ®)
where all w, and b, are trainable parameter, 3% is

the prediction of ET, and cross entropy loss Lgr
is calculated for optimization.



Distant supervised RE (DRE) is the third pre-
training task. Given a set of labeled entities in one
sentence, CQARE combined any two entities as a
pair for RE. With the alignment with knowledge
base wiki-5m and UMLS, we automatically anno-
tate relations among these entity pairs in a distant
supervised way. In particularly, for sampled entity
pairs (e!, €?), the related prompt inputs are shown
as:

PGfﬁEut = [Pr]n @ el ® [Pr]n2 @ e’ P [Pr]ns

9
@ relation @ [Pr]na®? ® [MASK] ©)

The output embeddings from prompt generator are
the generated prompts PGfE for RE task. Similar
with ET task, PG}?E is following the raw sentence
representation as an input for PLM. After encoding,
relation type 47,57, is predicted as:

p(Upkplhr) <

Exp(W, - (h* + b 4+ hp + h™) 4+ b,)

where h¢', h%, and h, are representation of
entity”, entity’, and relation,, k™ is the last
[MASK]’s representation in Eq. 9. The cross en-
tropy loss Ly is calculated for optimization.

The last pre-training task is contrastive prompt
pre-training (CP). CQARE employs a contrastive
triplet loss (Vassileios Balntas and Mikolajczyk,
2016), aiming at learning representations by
pulling instances with similar meaning together
and pushing different instances apart. In particu-
lar, this task takes a raw sentence Sent, a positive
prompt, and a negative prompt for calculating the
loss Ly as Eq. 11. This loss can ensure the gener-
ated prompts are more similar to the corresponding
raw sentence, obtaining a "yes" answer with posi-
tive prompts.

(10)

Liri(a,p,n) = maz{||a; — pi||l2—

|lai — nil|2 + margin, 0}

1)

where a, p, n are the last hidden states of sam-
pled raw sentence h;, positive and negative prompts
ht ? Finally, the total loss L., is formulated as:

Liotal =AMELME + AcpLcP
+ XerLer - I(random) (12)
+ AreLrE - (1 — I(random))

where \y/p, AgT, A\cp, ArE are the weights of
losses, random € [0, 1] and I(O) is a switching
function to choose one task from RE and ET. It is
defined as:

1, if random <

0, if random > (13)

I(random) = {

where [ is the hyper-parameter for dynamically
controlling the ratio of pre-training ET and RE.

S Experiments

5.1 Experiment Settings

Formulation for N-way-K-shot In this work, we
focus on N-way-K-shot RE tasks. It first divides the
whole dataset into train, valid, and test sets as usual,
without overlapped relation types among them. The
training, validation, and test sets are divided into
pairs of support sets and query sets. A support
set contains N classes randomly sampled from all
corpus, and each class has K instances. A query
set contains arbitrary instances to be predicted, and
the related categories for these instances should
be in the corresponding support set. 5-way-1-shot,
5-way-5-shot, 10-way-1-shot, 10-way-5-shot are
four common combinations in this setting.

Data We evaluate CQARE on the FewRel (Han
et al., 2018) and FewRel 2.0 (Gao et al., 2019),
which following the above N-way-K-shot setting.
FewRel only focuses on few-shot RE, and its train-
ing, validation, and test set all come from wiki data.
FewRel 2.0 proposed a few-shot domain adapta-
tion (DA) challenge, which tries to further evaluate
across domain abilities of few-shot models. Its val-
idation and test set come from the medical domain,
while the train set is still in the general domain.

Evaluation Following the FewRel and FewRel
2.0, we report performances measured by averaged
accuracies on the online test set from the official
website!, which contains 10,000 test instances.

Hyper-parameter CQARE utilizes base-BART,
with 768 hidden dimensions, and the maximum
length of the sentence is 128. Adam optimizer
(Kingma and Ba, 2017) is employed with the initial
learning rate 2e-5 and batch size 4. ny, na, n3, Ng
are 1, 3, 3, 1 in Eq .9, respectively. Our ex-
periments utilize 4 A100 GPUs for contrastive
question-answering and joint pre-training, and a
total of 200G data are employed to pre-train 20
days for our pre-training. The remaining details of
CQARE can be obtained from the source code in
GitHub?.

5.2 Main Results

Table 1 shows the accuracy of the test set of DA
challenge of FewRel 2.0. We manually create two
prompts for each relation in FewRel and FewRel

"https://thunlp.github.io/fewrel.html
% Anonymous



FewRel 2.0 (DA)  5-1 5-5  10-1 105 Avg. FewRel 5-1 5-5 10-1 10-5 Avg.
Proto-Glove 35.09 49.37 2298 3522 35.67 Proto-BERT 80.68 89.60 7148 82.89 81.16
Proto-BERT 40.12 51.50 2645 36.93 38.75 Pair-BERT 88.32 9322 80.63 87.02 87.30
Pair-BERT 67.41 78.57 54.89 66.85 6693 Proto-KEPLER 88.30 9594 81.10 92.67 89.50
Pair-KEPLER 67.23 82.09 5432 71.01 68.66 Pair-KEPLER 90.31 9428 8548 90.51 90.14
Proto-KEPLER 66.41 84.02 51.85 73.60 68.97 JAKET 87.40 92.10 78.90 - -
CP 79.70 84.90 68.10 79.80 78.12 REGRAB 90.30 94.25 84.09 8820 89.21
CQA-B-M 68.74 85.03 55.71 72.11 70.40 cp 9510 97.10 91.10 9470 94.50
CQA-K-M 73.84 89.88 59.52 78.81 75.51 CQA-B-M 87.83 95.10 82.81 89.11 88.71
CQA-Ba-M 68.48 84.67 56.50 73.55 70.80 CQA-K-M 91.02 96.06 84.15 90.03 90.32
CQA-Ba-C 64.49 76.20 50.09 67.70 64.62 CQA-Ba-M 89.26 9442 8250 88.12 88.95
Proto-P 78.12 91.14 6399 79.59 78.21 CQA-Ba-C 90.07 9476 8330 89.22 89.34
CQA-P-M 79.60 9148 67.69 8043 79.80 Proto-P 90.18 96.07 86.05 92.90 91.30
CQA-P-C 83.39 9297 7432 82.23 83.23 CQA-P-M 92.82 96.70 88.39 9245 9259
CQA-P-C 95.32 97.84 90.08 95.96 94.80

Table 1: Accuracy (%) on FewRel 2.0 Domain adaption
(DA) challenge. CP (Peng et al., 2020) and KEPLER
(Wang et al., 2021) are two recent baseline methods.
Proto, Pair, and CQA mean using prototype network
(Snell et al., 2017), pair network (Gao et al., 2019) and
our contrastive QA; -B, -K, -Ba, and -P mean using
BERT, KEPLER, BART, and our PLM, respectively;
-M and -C mean using manual or continual prompts gen-
erated by CQARE. As CQARE follows the prototype
network, CQARE and Proto can be regarded as compar-
isons between prompt tuning based contrastive QA and
typical fine-tuning.

2.0 datasets to compare with the continual prompts
generated by CQARE. Proto and Pair are proto-
type network (Snell et al., 2017) and pair network
(Gao et al., 2019). As CQARE is based on the
prototype network, Proto can be compared with
CQARE for analyzing the reasons of improve-
ments. By keeping the same PLM, the results
in Table 1 show prompt tuning has a promising
few-shot ability. For example, CQARE-B-M raises
average accuracy of 31.65% and 3.47% compared
with Proto-BERT and Pair-BERT, and raises 6.54%
and 6.85% compared with Proto-KEPLER and Pair-
KEPLER. Similar conclusions can also be found in
Table 2. CQARE-B-M raises of 7.55% compared
with Proto-BERT.

Besides, the results confirm that the different
PLMs have significant effects on few-shot RE, espe-
cially for DA tasks. The performance gap between
Proto-Glove and Proto-KEPLER reaches 33.33%.
These gaps are even more apparent when compared
with CQARE-P. By comparing -Ba (original BART
model) and -P (our PLM) in both Table 1 and Ta-
ble 2, it confirms proposed entity-relation-aware
pre-training obtains 9.00% and 3.84% average ac-
curacy improvements, by using manual prompts.
These improvements become more significant by
achieving 18.61% in FewRel 2.0 and 5.46% in
FewRel when using continual prompts.

Table 2: Accuracy (%) on FewRel dataset. JAKET (Yu
et al., 2020), REGRAB (Qu et al., 2020), and CP (Peng
et al., 2020) are three recent baseline studies. JAKET
does not report the 10-way-5-shot result. Acronym is
the same with Table 1.

Comparing -M and -C, the related results rep-
resent the continual and manual prompts’ effects.
Without pre-training, the continual prompts are
only slightly better than manual prompts when com-
bined with original BART in FewRel. CQARE-Ba-
C only raise average accuracy of 0.39% compared
with CQARE-Ba-M in Table 2. It is even worse
than manual prompts in the cross-domain FewRel
2.0 (see CQARE-Ba-C versus CQARE-Ba-M in
Table 1). However, the advantages of continual
prompts are represented when the prompt genera-
tor is joint pre-training with employed PLM. With
robust initialization (-P), continual prompts out-
perform manual prompts by 3.43% in Table 1 and
2.21% in Table 2 (CQARE-P-M versus CQARE-P-
O).

6 Discussion

Why our continual prompt outperforms manual
or discrete prompt ? First of all, the proposed
prompt generator contains a certain amount of pre-
training parameters. These parameters can enable
CQARE to output different prompts for different
contexts, even with the same relation. In particu-
lar, a triple (entity1, relationship, entity2) and its
different context both decide the prompt represen-
tation after encoding by PLM. It is significantly
different from typical prompt tuning studies, which
usually utilize the unchanged prompt for each class.
Besides, all generated prompts from CQARE take
virtual markers [Pr] as parts of inputs, which have
no any specific semantics. In such condition, these
virtual markers can be trained by the context infor-



5-1 [n1,n2,n3,n4]  Paty Pats Pats
[L11,1] 6457 6372 6555
COARE 2221 6745 6292 6625
[L3.3.1]  67.57 6232 6553
33,33 6332 6252 6537
[L1,1,1] 8496 8142 8344
COME 222] 8533 8277 8401
[,3.3,1]  87.62 8173 8463
3.3,3,3] 8758 8395 8657
CQARE i My M,
Ba-M - 69.75  62.13

Table 3: The effects for different patterns of prompts.
ni,ng, N3, Ny are control parameters for [Pr] in each
position. The reported accuracy is the results on
the 5-way-1-shot validation set of Fewrel 2.0. The
Pat, is [Py, e", Py, et, Py, 7, Py, M), where P; means
[Pr]n;, e" means entity”, e! means entity® as Eq. 9
shown. Paty is [Py, 7, Py, e, Py, et, Py, M], and Pat3
is [Py, e", Py, 7, P3,et, Py, M]. M, and M, are two
sets of manual prompts finished by two isolated annota-
tors.

mation to obtain a more unbiased representation.

It should notice that the generation of natural lan-
guage prompts may lose some information. PLM
usually carries out a LogSoftMax operation for the
continual representation and takes the most confi-
dent index to output natural language tokens. These
tokens will be further replaced by other PLMs in
downstream tasks with new representations corre-
sponding to generated tokens rather than the orig-
inal continual representation. To this end, the dis-
crete prompts may be confined to isolated natural
language tokens, while the original continual repre-
sentation is in a specific context. Such inconsisten-
cies may cause the neural network hard to achieve
global optimum when utilizing prompt tuning for
predictions.

Does the pattern of prompts matter ? Liu
et al. (2021) presents an example that using dif-
ferent manual prompts on the same instance re-
sults in a 19.79% P@1 measure gap. Considering
this problem, we explore the effects of a contin-
ual prompt with different patterns, namely differ-
ent numbers and positions for inserted [Pr] mark-
ers. As shown in Eq. 9, we try different hyper-
parameters ni, na, n3, ngq as [1,1,1,1], [2,2,2,2], [1,
3, 3, 1], and [3,3,3,3], respectively. We also try to
replace Eq. 9 as other patterns, as shown in Table 3.
The results indicate that the continual prompts are
also influenced by their patterns. When the accu-
racy gap reaches 7.62% for the two sets of manual
prompts, different patterns of continual prompts

() o
o© .
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g 80 i ./:/4’
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70 -i'.// —@- CQARE-P-C  =>(- CQARE-Ba-C  -®@- Proto-Ba
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Figure 3: The comparison of combinations of continual
prompts, manual prompts, original BART and our PLM
with the raising numbers of training instances. The
reported accuracy is on the validation set of 5-way-K-
shot of Fewrel 2.0. Acronym is the same with Table 1.

also have a maximum 6.20% difference. Besides,
the patterns play a more influenced role compared
with the numbers of [Pr] in each position.

How does the number of data effects prompt
tuning ? Considering the advantages of prompt
tuning for few-shot tasks, we compared different
methods with CQARE under increasing data quan-
tities. As Figure 3 indicates, all methods benefit
from more shots, while CQARE outperforms than
prototype and pair network (Gao et al., 2019) more
obviously when the data number is no more than
10. When data numbers increase to 10-shot and
15-shot, it has fewer effects for CQARE, while pro-
totype and pair network still keep growing. This
phenomenon confirms that prompt tuning has the
promising ability in the low-data regime. Besides,
our entity-relation-aware pre-training also can alle-
viate the data dependence to some extent.

7 Conclusion and Future Work

This paper proposed CQARE, which expands
prompt tuning to few-shot RE tasks. CQARE uti-
lized continual prompts automatically generated
from a pre-trained generator. By reformulating
few-shot RE as a contrastive QA, CQARE elimi-
nates the labor-intensive label words mapping in
the task with large label spaces. The results demon-
strate that robust initialization is crucial for prompt
tuning and contrastive question answering is effec-
tive. Intuitively, the study can be further explored
by (1) overcoming the instability associated with
patterns of continual prompts; (2) designing bet-
ter prompt pre-training tasks to integrate PLM and
prompt tuning.
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