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Abstract

Text-to-Visualization (text-to-vis) is an emerg-001
ing task in the natural language processing002
(NLP) area that aims to automatically gener-003
ate data visualizations from natural language004
questions (NLQs). Despite their progress, ex-005
isting text-to-vis models often heavily rely on006
lexical matching between words in the ques-007
tions and tokens in data schemas. This over-008
reliance on lexical matching may lead to a di-009
minished level of model robustness against in-010
put variations. In this study, we thoroughly011
examine the robustness of current text-to-vis012
models, an area that has not previously been013
explored. In particular, we construct the first ro-014
bustness dataset nvBench-Rob, which contains015
diverse lexical and phrasal variations based on016
the original text-to-vis benchmark nvBench.017
Then, we found that the performance of ex-018
isting text-to-vis models on this new dataset019
dramatically drops, implying that these meth-020
ods exhibit inadequate robustness overall. Fi-021
nally, we propose a novel framework based on022
Retrieval-Augmented Generation (RAG) tech-023
nique, named GRED, specifically designed024
to address input perturbations in these two025
variants. The framework consists of three026
parts: NLQ-Retrieval Generator, Visualization027
Query-Retrieval Retuner and Annotation-based028
Debugger, which are used to tackle the chal-029
lenges posed by natural language variants, pro-030
gramming style differences and data schema031
variants, respectively. Extensive experimental032
evaluations show that, compared to the state-033
of-the-art model RGVisNet in the Text-to-Vis034
field, GRED performs better in terms of model035
robustness, with a 32% increase in accuracy on036
the proposed nvBench-Rob dataset.1037

1 Introduction038

Data visualization (DV) has emerged as an indis-039

pensable tool in the industry for extracting insights040

1Our code and data are available at https://1drv.ms/f/
s!AkYKmrrFYuiAkWnlc5HTJAcWZcUQ?e=9IVLNR.

from massive data. It surpasses verbal expressions, 041

offering a clear and effective presentation of in- 042

sights derived from raw data. The process of cre- 043

ating DVs involves programming declarative visu- 044

alization languages (DVLs) to select relevant data 045

and determine how to present it. With a wide va- 046

riety of different DVLs available—each character- 047

ized by its own distinctive grammar and syntax, 048

such as Vega-Lite (Satyanarayan et al., 2018), gg- 049

plot2 (Gómez-Rubio, 2017), ZQL (Siddiqui et al., 050

2016), and ECharts (Li et al., 2018)—the need for 051

considerable domain knowledge and proficiency in 052

DVL is required, posing a particularly challenge to 053

those who lack technical expertise. 054

To enhance the accessibility of DV, a task named 055

text-to-visualization (text-to-vis) has been pro- 056

posed, which offers a mechanism to automatically 057

transform natural language questions (NLQs) into 058

DV charts. As shown in Figure 1, the text-to-vis 059

system requires users to simply ask an NLQ, such 060

as, “Draw a bar chart about the change of salary 061

over hire_date, sort x axis in asc order.” It then 062

automatically generates the final DV, such as a bar 063

chart, by interfacing with the database, thereby cir- 064

cumventing the need for users to code directly in a 065

DVL. 066

To deploy text-to-vis models in real-life, it is 067

crucial for these models to possess the capability 068

to handle NLQs from diverse users. Therefore, the 069

robustness of the model plays an important role in 070

evaluating the performance of text-to-vis models. 071

High model performance requires robust perfor- 072

mance on noisy inputs. However, the robustness 073

of text-to-vis models poses a significant challenge. 074

In our analysis (Section 3), we found that even 075

small perturbations in the input may significantly 076

reduce the performance of existing text-to-vis mod- 077

els. Furthermore, there is still a lack of dedicated 078

robustness datasets and studies in the field to effec- 079

tively evaluate the robustness of text-to-vis models. 080

We notice that the NLQs in the original text- 081
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The corresponding 
specification in Vega-Lite():

Text-to-Vis

{
    “data”: { ... },
    “mark”: “bar”,
    “encoding”:{
        “x”: { 
            “field”: “HIRE_DATE”, 
            "sort": "ascending", 
            ... 
        },
        “y”: { “field”: “SALARY”, ... }
    }
}

Execution

Visualization Chart:

No Chart due to 
the error in 

specification

The corresponding
 specification in Vega-Lite(×):

{
    “data”: { ... },
    “mark”: “histogram”,
    “encoding”:{
        “x”: { 
            “field”: “data of hire”, 
            "sort": "ascending", 
            ... 
        },
        “y”: { “field”: “wage”, ... }
    }
}

Execution

Please give me a histogram showing the change 
in wage over the date of hire in ascending 
manner.

NL:

Database:   HR_1

employees EMPLOYEE_ID HIRE_DATE ...

job_history JOB_ID EMPLOYEE_ID ...

PK FK

(×) (×)

Text-to-Vis With Lexical and Phrasal Variability:

Draw a bar chart about the change of salary 
over hire_date , sort x axis in asc order.

NL:

Text-to-Vis Without Lexical and Phrasal Variability:

() ()Database:   HR_1

employees EMPLOYEE_ID HIRE_DATE SALARY ...

job_history JOB_ID EMPLOYEE_ID ...

PK FK

SALARY

Text-to-Vis

Figure 1: (a) Text-to-vis is dedicated to converting natural language questions (NLQs) into data visualizations (DVs).
The current approach heavily relies on explicit matching between words within the NLQs and the table schema. (b)
The robustness of existing text-to-vis methods is limited. When small variations in NLQs and table schemas appear,
the text-to-vis model fails to generate correct outputs (marked with ‘×’ in red color).

to-vis dataset nvBench (Luo et al., 2021a) usu-082

ally explicitly mention the information present083

in the database, like explicit mentions of column084

names. This characteristic makes the test results of085

nvBench unsuitable for evaluating the robustness086

of the text-to-vis models. It is difficult to ascertain087

whether the model simply memorizes the explicitly088

mentioned schema, such as column names, or if it089

genuinely learns the natural mapping relationship090

between the NLQ and data schema.091

The lack of large-scale datasets is one of the sig-092

nificant factors that limits the robustness studies093

in the text-to-vis field. In this work, we propose094

the first comprehensive robustness dataset named095

nvBench-Rob to evaluate the robustness of the096

text-to-vis models. nvBench-Rob aims to provide097

a comprehensive evaluation of models based on098

two variants: NLQ and data schema, as shown in099

Figure 1. With these two variants, we thoroughly100

examine the robustness of the current text-to-vis101

models, an area that has not previously been ex-102

plored. We found that the performance of exist-103

ing text-to-vis models dramatically drop, implying104

these methods exhibit inadequate robustness.105

To enhance the robustness of text-to-vis mod-106

els, we propose a novel framework named GRED107

based on the Retrieval-Augmented Generation108

(RAG)-based technique for Large Language Mod-109

els (LLMs) (Roziere et al., 2023; Touvron et al.,110

2023; Gunasekar et al., 2023; Anil et al., 2023; 111

OpenAI., 2024). This framework comprises three 112

core components: NLQ-Retrieval Generator, DVQ- 113

Retrieval Retuner, and Annotation-based Debugger, 114

aimed at addressing variants of NLQs, differences 115

in programming styles, and changes in data schema, 116

respectively. 2 117

Specifically, in the preparation phase, GRED uti- 118

lizes a pre-trained text embedding model (Reimers 119

and Gurevych, 2020; Feng et al., 2020) to con- 120

vert all NLQs and DVQs contained in the nvBench 121

training set into embedding vectors, thus creating 122

an embedding vector repository. Then, ChatGPT 123

is used to generate natural language annotations 124

for each database, creating a collection of anno- 125

tated database sets. Once ready, for NLQs sent 126

into the text-to-vis system, GRED first uses the pre- 127

trained text embedding model to convert them into 128

embedding vectors and calculates their cosine sim- 129

ilarity with the embedding vectors of NLQs in the 130

training set. Then, the top-K most similar NLQs 131

are selected, and their corresponding examples are 132

combined into a generation prompt in descending 133

order of similarity, which is input into ChatGPT 134

to generate the corresponding DVQ, referred to as 135

2DVQ refers to Data Visualization Query (Luo et al.,
2021a; Song et al., 2022), which is a widely-used interme-
diate representation that connects NLQ with the DVLs like
Vega-Lite and ECharts.

2



DVQgen. Next, DVQgen is converted into embed-136

ding vectors, and its cosine similarity with DVQ137

embedding vectors in the library is calculated. The138

top-K most similar DVQs are selected to construct139

a tuning prompt, which is then input into ChatGPT140

to mimic a similar programming style, resulting141

in DVQrtn. Finally, the database with natural lan-142

guage annotations and DVQrtn are combined into143

a debugging prompt, inputted into ChatGPT to re-144

place inappropriate data schema in DVQrtn, obtain-145

ing the final DVQdbg.146

Experimental results on nvBench-Rob indicate147

that GRED significantly surpasses existing text-to-148

vis models in terms of model robustness. Com-149

pared to the current state-of-the-art (SOTA) text-to-150

vis model RGVisNet, GRED achieves an accuracy151

improvement of over 20% on the single-variant152

test set and over 30% on the dual-variant test set.153

These results verify the effectiveness of GRED in154

enhancing the robustness of text-to-vis models.155

In a nutshell, the contributions of our work are156

threefold:157

• To our knowledge, we are the first to com-158

prehensively study the robustness of the text-159

to-vis task; We hope this work will inspire160

more research on improving the robust data161

visualization models.162

• We construct nvBench-Rob, the first dedicated163

dataset to evaluate the robustness of text-to-vis164

models. We observed significant performance165

drops of SOTA text-to-vis models on this ro-166

bustness scenario, revealing that even SOTA167

models still possess significant potential for168

further exploration.169

• We designed a novel framework called GRED,170

based on RAG technique. This framework171

effectively addresses the high sensitivity of172

text-to-vis models to input perturbations and173

inconsistencies in programming styles. It pro-174

vides an innovative paradigm for leveraging175

Large LLMs to tackle robustness issues in the176

text-to-vis field.177

2 Robustness Dataset: nvBench-Rob178

2.1 Overview179

We constructed nvBench-Rob benchmark, the first180

comprehensive robustness evaluation dataset in the181

field of text-to-vis, through a collaboration between182

LLMs and humans. Specifically, we utilized LLMs183

to first modify the original dataset and then manu-184

ally corrected the modified dataset, which not only185

VIS Types No. of (NL, Vis)

Bar Chart 891
Pie Chart 88

Line Chart 51
Scatter Chart 48

Stacked Bar 60

Grouping Line 11
Grouping Scatter 33

All Types 1182

Hardness No. of (NL, Vis)

Easy 286
Medium 475

Hard 282
Extra Hard 139

Total 1182

Database Table Avg.
104 552 5.31

Table Column Avg.
552 3050 5.53

Figure 2: Statistics of the nvBench-Rob Dataset

saved labor costs but also allowed for diverse lan- 186

guage styles and database naming habits within the 187

dataset. 188

In nvBench-Rob, we have meticulously designed 189

three robustness test sets to comprehensively evalu- 190

ate the models from various perspectives: robust- 191

ness to NLQs, robustness to table schemas, and 192

robustness to the combination of both. 193

In this section, we will present a detailed 194

overview of our dataset construction method and 195

perform a thorough analysis of the features of 196

nvBench-Rob. 197

2.2 ChatGPT Modification 198

The LLM is a kind of large-scale models trained 199

on a massive corpus, demonstrating outstanding 200

capability in natural language processing (NLP) 201

tasks. ChatGPT is one of these representative mod- 202

els. Through ChatGPT (OpenAI., 2024), we can 203

harness its powerful NLP capability to process the 204

dataset. 205

The existing nvBench dataset usually explicitly 206

mentions table schema (such as column names) and 207

DVQ keywords (e.g., Bin and Group) in the NLQs. 208

This makes it difficult for models trained on this 209

dataset to perform well in scenarios where users 210

have limited knowledge of DV. For instance, users 211

may lack knowledge of table schemas and DVQ 212

syntax (Figure 1). During training, the model may 213

only learn the explicit alignment between NLQ, 214

table schemas, and DVQ, rather than truly under- 215

standing how to conduct schema linking semanti- 216

cally. This also reflects that nvBench cannot effec- 217

tively evaluate the robustness of the model. 218

LLMs can be potentially used to address the 219

above issues. With its powerful NLU capability, we 220

can utilize LLMs like ChatGPT to simulate various 221

user interaction behaviors, thereby enhancing the 222

robustness of the text-to-vis dataset. 223

NLQ Reconstruction. We reconstructed the 224

NLQs in nvBench using ChatGPT, without focus- 225

ing on explicit mentions of table schema and DVQ 226
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Figure 3: The performance of existing text-to-vis mod-
els dramatically drops on the nvBench-Rob datasets.

keywords within the sentences. Specifically, we227

replaced most of the nouns in the sentences with228

synonyms based on the context, aiming to mini-229

mize the explicit mention of table schema in the230

NLQs. With these modifications, we simulated the231

interaction between a user who is unfamiliar with232

both the database information and DVQ syntax and233

the text-to-vis model.234

Schema Synonymous Substitution. We at-235

tempted to utilize the approach used in MultiSpi-236

der (Dou et al., 2023) by inputting the format “ta-237

ble(column)[type]” into ChatGPT, with the aim238

of having it to return a column name with equiva-239

lent meaning in that context. However, the results240

were consistently unsatisfactory. As a result, we241

refined the method by constructing prompts that in-242

cluded database name, table names, column names,243

and column types, such as “In the ‘cinema’ table244

‘cinema’ based on the ‘filmdom’ database, what245

alternative name could be used for a column with246

the data type ‘Text’ that conveys a similar mean-247

ing to ‘Movie’? Please return only one English248

word rather than a sentence.” It was empirically249

demonstrated that this approach yielded superior250

results. Nevertheless, this method still has several251

limitations. For instance, in most cases, a table252

named “happy_hour” may have a column named253

“HH_ID”, and the model is unaware that “HH” rep-254

resents “happy_hour”. To address these limitations,255

we made manual modifications.256

2.3 Manual Correction257

The output of LLM is characterized by instability.258

To ensure the efficacy of the dataset, it is necessary259

for us to undertake manual corrections on the en-260

tire dataset. In particular, as mentioned in Section261

2.2, ChatGPT often fails to meet the robustness 262

requirements when performing schema synonym 263

substitution. Hence, we conducted a comprehen- 264

sive and detailed manual modification of the entire 265

nvBench-Rob dataset. This step constitutes the 266

most critical and valuable aspect of dataset con- 267

struction. 268

2.4 Dataset Analysis 269

We randomly divided nvBench into 3 parts ac- 270

cording to the ratio of 80/4.5/15.5 in ncNet (Luo 271

et al., 2021b). As a result, we obtained a devel- 272

opment set consisting of 1182 pairs of (NL, VIS), 273

involving a total of 104 databases. We performed 274

robustness modifications (i.e. NLQ reconstruc- 275

tion and schema synonymous substitution) to both 276

the 1182 pairs of (NL, VIS) and schemas in 104 277

databases. Eventually, three different levels of ro- 278

bustness datasets were obtained: nvBench-Robnlq, 279

nvBench-Robschema, and nvBench-Rob(nlq,schema), 280

corresponding to evaluating robustness modifica- 281

tions only on NLQs, only on table schemas, and on 282

both NLQs and table schemas, respectively. The 283

distribution of visualization chart types and the dif- 284

ficulty level of the DVQs are shown in Figure 2. 285

3 Robustness Analysis of Existing 286

Text-to-Vis Models 287

As shown in Figure 3, the accuracy of existing 288

text-to-vis models significantly decreased on the 289

nvBench-Rob test set compared to the nvBench 290

test set. Specifically, on a no-cross-domain split, 291

the previous SOTA text-to-vis model, RGVisNet, 292

achieved an accuracy of 85.17% on the nvBench 293

test set, and other text-to-vis models also performed 294

satisfactorily. However, even RGVisNet’s accuracy 295

dropped to 24.81% on the nvBench-Rob test set, 296

which comprises both NLQs and data schema vari- 297

ants, marking a 60.36% decrease compared to its 298

performance on the nvBench test set. This high- 299

lights the lack of robustness of the nvBench dataset 300

and the high sensitivity of models trained on it to 301

perturbations in model input. 302

For example, in the nvBench training set, data 303

schemas like column names are explicitly men- 304

tioned in the NLQs, such as “ACC_Percent,” en- 305

abling text-to-vis models to easily learn the explicit 306

connection between NLQ and data schema. In the 307

nvBench-Rob test set, NLQs no longer explicitly 308

mention database column names, and sentences are 309

reconstructed. Moreover, the column names in the 310
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(iii) Retriever

...

Visualize BAR
SELECT JOB_ID , AVG(MANAGER_ID) ...

For the employees whose salary 
falls between 8000 and 12000, ...

...

...

Calculate 
Cosine Similarity

Select Top-K

...

...

Select Top-K

K

K

Pre-trained
Text Embedding Model

Embedding Library

Table employees:
- Contains details about 
employees working in the 
organization.
- Columns:
  - EMPLOYEE_ID: Unique 
identifier for each employee.

...

hr_1_robust

For the employees whose salary falls 
between 8000 and 12000, and either 
have a non-null commission or their 

department number is not equal to 40, 
generate a bar chart illustrating the 

distribution of job_id and the average 
manager_id. Group the data by the 

job_id attribute and list it in 
ascending order on the X-axis.

Schemas Visualize BAR
SELECT JOB_ID , AVG(MANAGER_ID)
FROM employees
WHERE (salary BETWEEN 8000 AND 
12000) AND commission_pct IS NOT 
NULL OR department_id <> 40
GROUP BY JOB_ID
ORDER BY JOB_ID ASC

db_id: hr_1

Q: For those employees whose salary is in the range of 
8000 and 12000 and commission is not null or department 
number does not equal to 40, return a bar chart about the 
distribution of job_id and the average of manager_id , and 
group by attribute job_id, and list in asc by the X.

A: Visualize BAR SELECT JOB_ID , AVG(MANAGER_ID) 
FROM employees WHERE salary BETWEEN 8000 AND 
12000 AND commission_pct != \"null\" OR 
department_id != 40 GROUP BY JOB_ID ORDER BY 
JOB_ID ASC

Visualize BAR
SELECT JOB_ID , AVG(MANAGER_ID)
FROM employees
WHERE salary BETWEEN 8000 AND 
12000 AND commission_pct != 
\"null\" OR department_id != 40
GROUP BY JOB_ID
ORDER BY JOB_ID ASC

Visualize BAR
SELECT JOB_ID , AVG(MANAGER_ID)
FROM employees
WHERE salary BETWEEN 8000 AND
12000 AND commission_pct != \"null\" OR
department_id != 40
GROUP BY JOB_ID
ORDER BY JOB_ID ASC 

NLQ-Retrieval 
Generator

DVQ-Retrieval
Retuner

Annotation-based
Debugger

Visualize BAR
SELECT JOB_ID , AVG(Manager_ID)
FROM employees
WHERE wage BETWEEN 8000 AND 
12000 AND COMMISSION_PCT != 
\"null\" OR Dept_ID != 40
GROUP BY JOB_ID
ORDER BY JOB_ID ASC

Prompt

Prompt Maker

DVQ-Gen DVQ-Rtn DVQ-Dbg

NLQ

(DB, NLQ, DVQ) Examples

Reference DVQs

Database With Annotation

Retriever

Q: Stacked bar of year and the number of year 
colored by Theme
A: Visualize BAR SELECT Year , COUNT(Year) 
FROM exhibition GROUP BY Theme

Q: Show all countries with a pie chart.
A: Visualize PIE SELECT Country , 
COUNT(Country) FROM artist GROUP BY 
Country
...

Pre-trained Text Embedding Model

nvBench Training Set:
(ii) Construct Embedding Vector Library:

Embedding Library

Table employees:
- Contains details about 
employees working in the 
organization.
- Columns:
  - EMPLOYEE_ID: Unique 
identifier for each employee.

...

(i) Add Database Annotation:

...

NLQ

DVQ

NLQ Embedding

DVQ Embedding

Retriever

(c)(a) (b)

Figure 4: The working pipeline of our proposed GRED method, which includes three steps: (a) Input the NLQ
into the Retriever to obtain the top-K (DB, NLQ, Schemas) instances, then input these instances along with the
NLQ and Schemas into the NLQ-Retrieval Generator to get DVQ_Rtn; (b) Input the DVQ_Rtn into the Retriever to
obtain the top-K DVQs, referred to as Reference DVQs, then input Reference DVQs along with DVQ_Rtn into the
DVQ-Retrieval Retuner to get DVQ_Rtn; (c) Input the DVQ_Rtn and the annotated databases corresponding to
Schemas into the Annotation-based Debugger to obtain the final result DVQ_Dbg.

database have been replaced with synonyms, for311

example, “ACC_Percent” has been replaced with312

“percentage_of_ACC.” In these cases, previous text-313

to-vis models all fail to perform schema linking314

correctly, with RGVisNet still choosing the same315

column name "ACC_Percent" as in the training316

data, while models like Seq2Vis and Transformer317

are unable to generate the correct DVQ keywords.318

For more examples, please refer to Appendix C.319

4 GRED: A Robustness Framework320

based on Retrieval-Augmented321

Generation322

To enhance the robustness of text-to-vis models,323

we propose a novel RAG-based framework, named324

GRED. This framework comprises three core com-325

ponents: NLQ-Retrieval Generator, DVQ-Retrieval326

Retuner, and Annotation-based Debugger, aimed327

at addressing variants of NLQ, differences in pro-328

gramming styles, and changes in data schema, re-329

spectively. Before all the main processes of GRED,330

there are some preparatory works that need to be331

completed.332

4.1 Preparatory Phase 333

The preparatory phase comprises two key steps: the 334

establishment of an embedding vector library and 335

the construction of an annotated database collec- 336

tion. Specifically, for the training set partitioned by 337

nvBench, each NLQ and its corresponding DVQ 338

are input into a pre-trained text embedding model 339

to derive the associated embedding vectors, thereby 340

populating the embedding vector library. The pre- 341

trained text embedding model utilized in this work 342

is the text-embedding-3-large model released by 343

OpenAI. Regarding the construction of the anno- 344

tated database collection, this process entails sup- 345

plying database information to GPT-3.5-Turbo as 346

prompts to generate corresponding NL annotations, 347

which are then stored collectively. 348

4.2 Pipeline of GRED 349

NLQ-Retrieval Generator For the NLQs in- 350

put into the text-to-vis system, GRED first con- 351

verts them into embedding vectors using the 352

text-embedding-3-large model mentioned in Sec- 353

tion 4.1, and then calculates their cosine similarity 354
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with the embedding vectors of natural language355

questions in the embedding vector library con-356

structed during the preparation. After that, it selects357

the top-K most similar natural language questions358

and assembles their corresponding examples into a359

generation prompt in ascending order of similarity.360

This prompt is then input into LLM like GPT-3.5-361

Turbo to generate the corresponding DVQ, referred362

to as DVQgen. It is worth mentioning that sorting363

in ascending order of similarity means placing ex-364

amples with high similarity near the asking part365

of the prompt. For more details, please refer to366

Appendix D.2. The benefit of this approach is that367

it allows the LLM to achieve more accurate results368

based on the examples, thus reducing the model’s369

hallucinations.370

DVQ-Retrieval Retuner Similar to the retrieval371

process with NLQ, convert DVQgen into embed-372

ding vectors, and calculate the cosine similarity373

with the DVQ embedding vectors in the embed-374

ding library constructed in Section 4.1. Select375

the top-K most similar DVQs to construct retun-376

ing prompts, and then input them into LLM, such377

as GPT-3.5-Turbo, to mimic similar programming378

styles, thereby generating DVQrtn. The purpose of379

this step is to perform fine adjustments to the DVQ,380

such as choosing between “IS NOT NULL” and “!=381

"null"”.382

Annotation-based Debugger The examples in383

the embedding vector library constructed in Sec-384

tion 4.1 all come from nvBench, which means these385

examples do not contain data schema variations.386

This will cause LLMs to experience illusions when387

encountering data schema variants, resulting in the388

generation of DVQs with incorrect column names.389

To tackle this problem, an annotation-based de-390

bugger component is introduced. Specifically, this391

involves combining the database with NL annota-392

tions and DVQrtn into debugging prompts. Then,393

inputting them into GPT-3.5-Turbo and asking it to394

replace the inappropriate column names in DVQrtn395

to obtain the final DVQdbg.396

In summary, the NLQ-Retrieval Generator en-397

sures that the model’s output is structurally similar398

to the target DVQ. The DVQ-Retrieval Retuner en-399

sures that the model’s output closely aligns with the400

target DVQ in terms of minor programming styles.401

Lastly, the Annotation-based Debugger guarantees402

the correctness of the data schema mentioned in403

the model’s output DVQ.404

5 Experiments and Analysis 405

In this section, we present the experimental setup 406

and report the evaluation results. Through compar- 407

ative analysis with other baselines, we demonstrate 408

that our model outperforms baselines in terms of ro- 409

bustness, thus verifying the effectiveness of GRED. 410

For case study, please refer to Appendix A. 411

5.1 Experimental Setup 412

Datasets. We evaluate the robustness of the pre- 413

vious text-to-vis model on the nvBench-Rob test 414

set. The nvBench-Rob test set comprehensively 415

evaluates the model’s robustness from three differ- 416

ent dimensions: the NLQ single-variant test set, the 417

Data schema single-variant test set, and the dual- 418

variant test set. Therefore, there are three sets of 419

evaluations: 420

• nvBench-Robnlq: a testing set from nvBench- 421

Rob, containing only NLQ variants, is specifi- 422

cally designed to test the robustness of models 423

against NLQ variants. 424

• nvBench-Robschema: a testing set from nvBench- 425

Rob, containing only data schema variants, is 426

specifically designed to test the robustness of 427

models against data schema variants. 428

• nvBench-Rob(nlq,schema): a testing set from 429

nvBench-Rob, containing both NLQ variants and 430

data schema variants, is specifically designed to 431

test the robustness of models against both NLQ 432

variants and data schema variants. 433

Baselines. We evaluate GRED and previous text- 434

to-vis models on nvBench-Rob including Seq2Vis 435

(Luo et al., 2021a), Transformer (Vaswani et al., 436

2017), and RGVisNet (Song et al., 2022), which 437

is the previous SOTA model in text-to-vis. We 438

conduct a detailed analysis of the robustness using 439

their performance on nvBench-Rob. 440

Measurements. Following (Song et al., 2022; 441

Luo et al., 2021a), four popular metrics, namely 442

Vis Accuracy, Data Accuracy, Axis Accuracy, and 443

Overall Accuracy, are used in our experiment to 444

evaluate the performance. 445

Implementation Details. For the data prepara- 446

tion phase, specifically for generating NL anno- 447

tations for each database, the parameters of the 448

openai.ChatCompletion.create method are set 449

as follows: 450

temperature=0.0, 451

frequency_penalty=0.0, 452

presence_penalty=0.0 453

6



nvBench-Robnlq

Model Vis Acc. Data Acc. Axis Acc. Acc.

Seq2Vis 93.91% 38.83% 42.23% 34.52%
Transformer 91.62% 48.22% 49.24% 36.04%
RGVisNet 96.37% 53.04% 70.12% 45.87%
GRED (Ours) 97.63% 61.93% 88.41% 59.98%

Table 1: Results in nvBench-Robnlq

nvBench-Robschema

Model Vis Acc. Data Acc. Axis Acc. Acc.

Seq2Vis 96.79% 18.02% 15.40% 14.55%
Transformer 92.22% 41.88% 38.16% 29.61%
RGVisNet 98.33% 55.09% 60.83% 44.91%
GRED 97.72% 65.48% 85.03% 61.93%

Table 2: Results in nvBench-Robschema

nvBench-Rob(nlq,schema)

Model Vis Acc. Data Acc. Axis Acc. Acc.

Seq2Vis 94.16% 7.45% 7.11% 5.50%
Transformer 92.13% 22.59% 18.87% 12.77%
RGVisNet 96.76% 47.04% 34.07% 24.81%
GRED 98.14% 58.48% 81.52% 54.85%

Table 3: Results in nvBench-Rob(nlq,schema)

However, during the formal working phase of454

GRED, the parameters of this function are set as455

follows:456

temperature=0.0,457

frequency_penalty=-0.5,458

presence_penalty=-0.5459

In addition, the large language model used in the ex-460

perimental process is GPT-3.5-Turbo and uses the461

version released by OpenAI on January 25, 2024.462

The hyperparameter K, which means the retrieval463

number of NLQ and DVQ, in the experiment is 10.464

465

5.2 Experiment Result466

As shown in Figure 3, previous text-to-vis mod-467

els have achieved satisfactory performance on468

the nvBench test set. Even the simplest model,469

Seq2Vis, can easily achieve high precision. How-470

ever, when the model input is perturbed, even the471

state-of-the-art(SOTA) model RGVisNet experi-472

ences a significant drop in accuracy.473

In order to comprehensively assess the robust-474

ness of the models, we tested the models trained475

on nvBench with three test sets from nvBench-476

Rob. The results are presented in Table 1, Ta-477

ble 2 and Table 3. The SOTA text-to-vis model,478

RGVisNet, experienced a significant decline of479

39.3% (85.17% vs. 45.87%) or 40.26% (85.17% vs.480

44.91%) in accuracy on test sets with a single vari- 481

ation. The most notable difference was observed 482

in nvBench-Rob, where the accuracy dropped by 483

60% (85.17% vs. 24.81%) compared to the original 484

nvBench test set. Meanwhile, GRED demonstrated 485

impressively high accuracy across the three test 486

sets of nvBench-Rob, with an improvement of 16% 487

(61.68% vs. 45.87%) on nvBench-Robnlq, 18.5% 488

(63.45% vs. 44.91%) on nvBench-Robschema, and 489

32% (57.19% vs. 24.81%) on the most challeng- 490

ing nvBench-Rob(nlq,schema) test set. Such results 491

indicate that GRED has a strong ability to resist 492

interference with model inputs and demonstrate its 493

excellent robustness. 494

5.3 Ablation Study 495

In this section, we conduct ablation studies to 496

demonstrate the effectiveness and contribution of 497

each design component in GRED. Specifically, we 498

first evaluate GRED with all components included. 499

Then, we remove some components of GRED to 500

assess its performance with the following configu- 501

rations: (i) utilizing only NLQ-Retrieval Generator 502

without DVQ-Retrieval Retuner and Annotation- 503

based Debugger (w/o RTN&DBG); (ii) removing 504

our Annotation-based Debugger (w/o DBG); (iii) 505

removing the DVQ-Retrieval Retuner (w/o RTN). 506

The ablation study results shown in Table 4 con- 507

firm the importance of the three components de- 508

signed in our proposed model. We observed that 509

the NLQ-Retrieval Generator plays a crucial role 510

in countering input perturbations caused by natu- 511

ral language variants, while the Annotation-based 512

Debugger plays a key role in countering input per- 513

turbations caused by data schema variations. This 514

is because they significantly improve the model’s 515

performance in their respective variant-specific test 516

sets. The DVQ-Retrieval Retuner is also found to 517

be very important since it helps LLM adjust the 518

generated DVQ style to better match the dataset’s 519

style, thereby reducing errors in programming style 520

and achieving higher accuracy. Therefore, these 521

three components all contribute to the model’s ro- 522

bustness. 523

6 Related Work 524

Text-to-Vis. Recent years, there has been signifi- 525

cant growth in the adoption of Data Visualization 526

(DV) in the fields of natural language processing 527

(Ge et al., 2024; Dibia and Demiralp, 2019; Cui 528

et al., 2019; Dibia and Demiralp, 2019), data min- 529
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Model nvBench-Robnlq nvBench-Robschema nvBench-Rob(nlq,schema)

RGVisNet (SOTA) 45.87% 44.91% 24.81%
GRED (Ours) 59.98% 61.93% 54.85%

- w/o RTN&DBG 62.77% 42.13% 36.46%
- w/o RTN 61.08% 62.10% 51.90%
- w/o DBQ 61.68% 42.47% 38.57%

Table 4: Ablation Study Result on nvBench-Rob.
ing (Song et al., 2022; Qian et al., 2021; Ho et al.,530

2002; Fayyad et al., 2002), and database commu-531

nity (Tang et al., 2022; Hanrahan, 2006; Luo et al.,532

2021a; Vartak et al., 2017; Luo et al., 2018). To en-533

hance the accessibility of DV, a task named text-to-534

vis has been proposed, which offers a mechanism to535

automatically transform natural language questions536

(NLQs) into DV charts. For instance, Luo et al.537

(2021a) delineated a methodology for synthesizing538

the NLQ-DV dataset, known as nvBench, pred-539

icated upon the renowned NL2SQL benchmark,540

Spider (Yu et al., 2018). A Seq2Seq model was541

subsequently trained on this benchmark, corrob-542

orating the viability of engendering DV queries543

from NLQs. RGVisNet (Song et al., 2022) repre-544

sents another seminal study in which a DNN-based545

approach is employed to transform NLQ into DV.546

Despite the abundance of text-to-vis models, the547

robustness of these models remains underexplored.548

We not only proposed the first comprehensive ro-549

bustness evaluation dataset for text-to-vis tasks but550

also introduced a framework based on RAG with551

LLMs to address perturbations in the model’s input.552

With the benchmark and the method proposed in553

this paper, nvBench-Rob would become a popular554

dataset for evaluating the robustness of text-to-vis555

models and inspire further research in the NLP for556

Data Visualization direction.557

Robustness in NLP. The robustness of a model558

is a crucial evaluation criterion for its deployment559

in real-life scenarios. In the field of NLP, there560

have been numerous studies on model robustness.561

Some studies have investigated the influence of562

model inputs on robustness (Hendrycks et al., 2019,563

2020; Chen et al., 2022; Yan et al., 2022). Besides,564

some studies have introduced evaluation metrics565

to evaluate model robustness across various do-566

mains(Wang et al., 2023; Zhao et al., 2023). A567

comprehensive survey on Robustness in NLP can568

be found in (Wang et al., 2022).569

We are the first to explore the robustness of570

the text-to-vis task and designed the first text-to-571

vis robustness evaluation dataset, nvBench-Rob, 572

which expands the frontiers of existing robustness 573

research. 574

RAG in NLP Retrieval-Augmented Generation 575

(RAG) technology has become the primary method 576

to fully utilize the capabilities of LLMs in down- 577

stream tasks (Kim et al., 2023; Ma et al., 2023; 578

Long et al., 2023; Pozzobon et al., 2023; Yu et al., 579

2023; Shao et al., 2023; Mavi et al., 2023). It has 580

achieved notable results in various tasks such as 581

open-domain QA (Izacard and Grave, 2021; Trivedi 582

et al., 2023; Li et al., 2023), dialogue (Cai et al., 583

2019a,b; Peng et al., 2023), domain-specific ques- 584

tion answering (Cui et al., 2023) and code genera- 585

tion (Zhou et al., 2023). 586

We introduced a RAG-based framework called 587

GRED, which effectively addresses this issue by 588

breaking down the visualization generation process 589

into subprocess, progressively approximating the 590

ultimate goal. In summary, we are the first to vali- 591

date the effectiveness of the RAG technique in the 592

robust text-to-vis scenario. 593

7 Conclusion 594

Robustness is a crucial factor for evaluating model 595

performance. In this study, we introduce the first 596

comprehensive robustness benchmark, nvBench- 597

Rob, for evaluating the robustness of text-to-vis 598

models. Then, we found that the performance 599

of existing text-to-vis models is not satisfactory 600

on the robustness scenario. Finally, we propose 601

a novel framework named GRED based on the 602

RAG-techniques using LLMs, which addresses 603

challenges posed by NLQ variations, program- 604

ming style differences, and data schema variations 605

through three components: NLQ-Retrieval Genera- 606

tor, DVQ-Retrieval Retuner, and Annotation-based 607

Debugger. Our experiments reveal the inherent 608

difficulty of developing robust text-to-vis models, 609

and simultaneously demonstrate the effectiveness 610

of GRED through extensive empirical validation. 611
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Limitations612

In this work, we are the first to comprehensively613

study the robustness of the text-to-vis task. We614

proposed the first comprehensive robustness evalu-615

ation set for text-to-vis and developed a framework616

based on RAG technology for LLMs to tackle the617

issue of insufficient robustness of text-to-vis mod-618

els. However, this work only focuses on the single-619

turn text-to-vis task and does not address the more620

complex schema linking challenges associated with621

multi-turn interactions. We believe that researching622

the robustness of multi-turn text-to-vis tasks is a623

promising direction for future work.624
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A Case Study909

NLQ
Present the department_id by first name in a histogram, with the Y-axis organized in
descending order, please.

Target DVQ
Visualize BAR SELECT Fname, Dept_ID FROM employees ORDER BY Dept_ID
DESC → Figure 5a

Seq2Vis
Visualize BAR SELECT FIRST_NAME , COUNT (FIRST_NAME) FROM dogs
ORDER BY COUNT (LAST_NAME) DESC → Figure 5b

Transformer
Visualize BAR SELECT FIRST_NAME , DEPARTMENT_ID FROM employees
ORDER BY DEPARTMENT_ID DESC → Figure 5c

RGVisNet
Visualize BAR SELECT FIRST_NAME , DEPARTMENT_ID FROM employees
ORDER BY DEPARTMENT_ID DESC → Figure 5d

GRED
Visualize BAR SELECT Fname , Dept_ID FROM employees ORDER BY Dept_ID
DESC → Figure 5e
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GRED ✔

Table 5: Case Study. DVQs generated by other baselines like RGVisNet and GRED, together with their correspond-
ing visualization charts (Errors are marked with red colors).

Table 5 presents a case study illustrating the DVQ generated by GRED and previous SOTA model910

RGVisNet. The charts generated by these models are also shown in Table 5. As illustrated by Table 5,911

Seq2Vis generate incorrect column names and aggregation keywords on y-axis, resulting in no chart being912

shown in Table 5b. RGVisNet and Transformer generate DVQs with the correct aggregation keywords.913

However, due to the lack of robustness to perturbations in model inputs, both RGVisNet and Transformer914

fail to accurately generate the column names "Fname" and "Dept_ID". Instead, they retain the column915

names "FIRST_NAME" and "DEPARTMENT_ID" from the training set, which also results in no chart916

being produced in Table 5d and Table 5c. Unlike the aforementioned models, GRED is capable of not917

only generating a structure that is identical to the target query but also producing the correct column918

names, thereby resulting in the accurate charts as shown in Table 5e.919
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B Detailed Definitions of the Evaluation Metrics 920

• Overall Accuracy: This metric measures exact matches between the predicted DV query and the 921

target DV query. The accuracy calculation formula is: 922

Acc. = Nc / N 923

where Nc represents the number of the matched DV queries and N represents the size of the test set. 924

This metric directly reflects the comprehensive performance of the model. 925

• Vis Accuracy: Each DVQ consists of three types of components: the DV chart type, the x/y-axis, 926

and the data transformation. This evaluation metric reflects the matches between the generated DVQ 927

and the target DVQ in terms of the type of DV chart. The accuracy calculation formula is: 928

Vis Acc. = NVis / N 929

Where NVis represents the number of DV chart types in the generated DVQs that match the DV chart 930

types in the target DVQs. 931

• Axis Accuracy: This evaluation metric calculates the matches of the x/y axis components between 932

the generated DVQs and the real DVQs. The accuracy calculation formula is: 933

Axis Acc. = NAxis / N 934

where NAxis represents the number of x/y-axis components in the generated DVQs that match the 935

x/y-axis components in the target DVQs. 936

• Data Accuracy: Similarly, this measurement reflects the matches of the data transformation compo- 937

nents between the generated DVQs and the target DVQs. The accuracy calculation formula is: 938

Data Acc. = NData / N 939

where NData represents the number of data transformation components in the generated DVQs that 940

match the Ddata transformation components in the target DVQs. 941
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C Robustness Analysis Cases942

RGVisNet Case:

nvBench:
NL Question: Can you draw the trend of the average of 
capacity over the openning year?

Table Schema: cinema( Capacity , Openning_year ,  ... )

Target DV Query: 
Visualize LINE 
SELECT Openning_year , AVG(Capacity) 
FROM cinema 
BIN Openning_year BY YEAR

Generated DV Query():
Visualize LINE 
SELECT Openning_year , AVG(Capacity) 
FROM cinema 
BIN Openning_year BY YEAR

Target DV Query: 
Visualize LINE 
SELECT Openning_year , AVG(Capacity)
FROM cinema 
BIN Openning_year BY YEAR

Visualization Chart(): Vega-Lite():
{
    “data”: { ... },
    “mark”: “line”,
    “encoding”:{
        “x”: { 
            “field”: “Openning_year”, 
            ... 
        },
        “y”: { 
            “field”: “Capacity”,
            “aggregate”:”average”, 
            ...
        }
    }
}

Excution

Specification

() ()
Text-to-Vis

(a) Correct Case in the original Text-to-Vis testing set

Vega-Lite(×):
{
    “data”: { ... },
    “mark”: “line”,
    “encoding”:{
        “x”: { 
            “field”: “Openning_year”, 
            ... 
        },
        “y”: { 
            “field”: “Capacity”,
            “aggregate”:”average”, 
            ...
        }
    }
}

nvBench-Rob:
NL Question: Provide me with a line chart displaying 
the average capacity of cinemas that were open for 
each year, please.

Table Schema: cinema( Openning_year , seating , ... )

Target DV Query:
 Visualize LINE
SELECT Openning_year , AVG(seating)
FROM cinema
BIN Openning_year BY YEAR

Excution

Generated DV Query(×):
Visualize LINE 
SELECT Openning_year , AVG(Capacity)
FROM cinema 
BIN Openning_year BY YEAR

Target DV Query: 
Visualize LINE 
SELECT Openning_year , AVG(seating) 
FROM cinema 
BIN Openning_year BY YEAR

Visualization Chart(×):

Specification

(×)(×)

(×)

Text-to-Vis

(×)

(b) Failure Case of existing Text-to-Vis Models on the Robustness scenario.

Figure 5: Robustness Analysis Cases

Figures 5a and Figures 5b show examples of previous text-to-vis models successfully generating943

accurate data visualizations on the original nvBench test set, as well as instances where they fail to944

produce the final data visualizations due to the addition of NLQ variants and data schema variants. It is945

not difficult to observe that when the explicit alignment between NLQ and data schema is eliminated,946

previous text-to-vis models are unable to correctly perform schema linking, even when the data schema947

has the same meaning as the data schemas in the original training set.948
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D Prompts 949

D.1 Database Annotation Generator 950

Role: SYSTEM 951

Content: 952

You are a data mining engineer with ten years of experience in data visualization. 953

954

Role: USER 955

Content: 956

#### Please generate detailed natural language annotations to the following database schemas. 957

### Database Schemas: 958

# Table departments, columns = [ * , Dept_ID , Dept_NAME , Manager_ID , Location_ID ] 959

# Table job_history , columns = [ * , employee_id , START_DATE , END_DATE , JOB_ID , Dept_ID ] 960

# Table jobs , columns = [ * , JOB_ID , JOB_TITLE , minimum_salary , maximum_salary ] 961

# Foreign_keys = [ job_history.JOB_ID = jobs.JOB_ID , job_history.Dept_ID = departments.Dept_ID ] 962

963

### Natural Language Annotations: 964

A: 965

Table departments: 966

- Stores data related to different departments within an organization. 967

- Columns: 968

- Dept_ID: Unique identifier for each department. 969

- Dept_NAME: Name of the department. 970

- Manager_ID: Identifier of the manager of the department. 971

- Location_ID: Identifier of the location where the department is situated. 972

973

Table job_history: 974

- Stores historical data of job changes for employees. 975

- Columns: 976

- employee_id: Identifier of the employee. 977

- START_DATE: Start date of the job role. - END_DATE: End date of the job role. 978

- JOB_ID: Identifier of the job role. 979

- Dept_ID: Identifier of the department during the job role. 980

981

Table jobs: 982

- Contains information about different job roles. 983

- Columns: 984

- JOB_ID: Unique identifier for each job role. 985

- JOB_TITLE: Title of the job role. 986

- minimum_salary: Minimum salary for the job role. 987

- maximum_salary: Maximum salary for the job role. 988

989

Foreign Keys: 990

- job_history.JOB_ID references jobs.JOB_ID, linking job history to specific job roles. 991

- job_history.Dept_ID references departments.Dept_ID, connecting job history to departments. 992

993

### Database Schemas: 994

*****[new Database Schemas]***** 995

996

### Natural Language Annotations: 997

A: 998
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D.2 NLQ-Retrieval Generator Prompt999

Role: SYSTEM1000

Content:1001

Please follow the syntax in the examples instead of SQL syntax.1002

1003

Role: USER1004

Content:1005

#### Given Natural Language Questions, Generate DVQs based on their correspoding Database Schemas.1006

1007

*****[Top-K − 1 Examples]*****1008

1009

### Database Schemas:1010

# Table Has_Pet, columns = [ * , StuID , PetID ]1011

# Table Pets, columns = [ * , PetID , PetType , pet_age , weight ]1012

# Table Student, columns = [ * , StuID , LName , Fname , Age , Sex , Major , Advisor , city_code ]1013

# Foreign_keys = [ Has_Pet.StuID = Student.StuID , Has_Pet.PetID = Pets.PetID ]1014

#1015

### Chart Type: [ BAR , PIE , LINE , SCATTER ]1016

### Natural Language Question:1017

# “Find the id and weight of all pets whose age is older than 1 Visualize by bar chart, sort by the Y-axis1018

from high to low.”1019

### Data Visualization Query:1020

A: Visualize BAR SELECT PetID , weight FROM pets WHERE pet_age > 1 ORDER BY weight DESC1021

1022

### Database Schemas:1023

# Table Has_Pet, columns = [ * , StuID , PetID ]1024

# Table Pets, columns = [ * , PetID , PetType , pet_age , weight ]1025

# Table Student, columns = [ * , StuID , LName , Fname , Age , Sex , Major , Advisor , city_code ]1026

# Foreign_keys = [ Has_Pet.StuID = Student.StuID , Has_Pet.PetID = Pets.PetID ]1027

#1028

### Chart Type: [ BAR , PIE , LINE , SCATTER ]1029

### Natural Language Question:1030

# “Find the id and weight of all pets whose age is older than 1 Visualize by bar chart, sort in descending1031

by the names.”1032

### Data Visualization Query:1033
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D.3 DVQ-Retrieval Retuner 1034

Role: SYSTEM 1035

Content: 1036

The Reference Data Visualization Queries(DVQs) all comply with the syntax of DVQ. Please follow the 1037

syntax of the referenced DVQ to modify the Original DVQ. 1038

Role: USER 1039

Content: 1040

### Reference DVQs: 1041

*****[Top-K − 1 DVQs]***** 1042

10 - Visualize BAR SELECT JOB_ID , SUM(DEPARTMENT_ID) FROM employees WHERE first_name 1043

LIKE ’%D%’ OR first_name LIKE ’%S%’ GROUP BY JOB_ID ORDER BY SUM(DEPARTMEN) 1044

1045

#### Given the Reference DVQs, please modify the Original DVQ to mimic the style of the 1046

Reference DVQs. 1047

#### NOTE: Do not Modify the column name in Original DVQ. Especially do not Modify the column 1048

names in the ORDER clause! 1049

### Original DVQ: 1050

# Visualize BAR SELECT JOB_ID , COUNT(DISTINCT JOB_ID) FROM employees WHERE DE- 1051

PARTMENT_ID = (SELECT DEPARTMENT_ID FROM departments WHERE DEPARTMENT_NAME 1052

= Finance) 1053

A: Let’s think step by step! 1054

1055

Role: ASSISTANT 1056

Content: 1057

### Modified DVQ: 1058

# Visualize BAR SELECT JOB_ID , COUNT(JOB_ID) FROM employees AS T1 JOIN departments 1059

AS T2 ON T1.DEPARTMENT_ID = T2.DEPARTMENT_ID WHERE T2.DEPARTMENT_NAME = 1060

’Finance’ GROUP BY JOB_ID 1061

1062

Role: USER 1063

Content: 1064

### Reference DVQs: 1065

*****[Top-K DVQs]***** 1066

1067

#### Given the Reference DVQs, please modify the Original DVQ to mimic the style of the 1068

Reference DVQs. 1069

#### NOTE: Do not Modify the column name in Original DVQ. Especially do not Modify the column 1070

names in the ORDER clause! 1071

### Original DVQ: 1072

# [Original DVQ] 1073

A: Let’s think step by step! 1074

17



D.4 Annotation-based Debugger1075

Role: SYSTEM1076

Content:1077

#### NOTE: Don’t replace column names in Original DVQ that already exist in the database schemas,1078

especially column names in GROUP BY Clause!1079

1080

Role: USER1081

Content:1082

#### Please generate detailed natural language annotations to the following database schemas.1083

### Database Schemas:1084

# Table departments, columns = [ * , Dept_ID , Dept_NAME , Manager_ID , Location_ID ]1085

# Table job_history , columns = [ * , employee_id , START_DATE , END_DATE , JOB_ID , Dept_ID ]1086

# Table jobs , columns = [ * , JOB_ID , JOB_TITLE , minimum_salary , maximum_salary ]1087

# Foreign_keys = [ job_history.JOB_ID = jobs.JOB_ID , job_history.Dept_ID = departments.Dept_ID ]1088

1089

### Natural Language Annotations:1090

A:1091

Table departments:1092

- Stores data related to different departments within an organization.1093

- Columns:1094

- Dept_ID: Unique identifier for each department.1095

- Dept_NAME: Name of the department.1096

- Manager_ID: Identifier of the manager of the department.1097

- Location_ID: Identifier of the location where the department is situated.1098

1099

Table job_history:1100

- Stores historical data of job changes for employees.1101

- Columns:1102

- employee_id: Identifier of the employee.1103

- START_DATE: Start date of the job role. - END_DATE: End date of the job role.1104

- JOB_ID: Identifier of the job role.1105

- Dept_ID: Identifier of the department during the job role.1106

1107

Table jobs:1108

- Contains information about different job roles.1109

- Columns:1110

- JOB_ID: Unique identifier for each job role.1111

- JOB_TITLE: Title of the job role.1112

- minimum_salary: Minimum salary for the job role.1113

- maximum_salary: Maximum salary for the job role.1114

1115

Foreign Keys:1116

- job_history.JOB_ID references jobs.JOB_ID, linking job history to specific job roles.1117

- job_history.Dept_ID references departments.Dept_ID, connecting job history to departments.1118

1119

#### Given Database Schemas and their corresponding Natural Language Annotations, Please1120

replace the column names in the Data Visualization Query(DVQ, a new Programming Language1121

abstracted from Vega-Zero) that do not exist in the database.1122

#### NOTE: Don’t replace column names in Original DVQ that already exist in the database schemas,1123

especially column names in GROUP BY Clause!1124

### Original DVQ:1125
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# Visualize BAR SELECT jobid , COUNT(jobid) FROM employees AS T1 JOIN departments AS T2 ON 1126

T1.DEPARTMENT_ID = T2.DEPARTMENT_ID WHERE T2.DEPARTMENT_NAME = ’Finance’ 1127

GROUP BY FIRST_NAME 1128

A: Let’s think step by step! 1129

1130

1131

Role: ASSISTANT 1132

Content: 1133

### Revised DVQ: 1134

# Visualize BAR SELECT JOB_ID , COUNT(JOB_ID) FROM employees AS T1 JOIN departments AS 1135

T2 ON T1.Dept_ID = T2.Dept_ID WHERE T2.Dept_NAME = ’Finance’ GROUP BY FIRST_NAME 1136

Role: SYSTEM 1137

Content: 1138

#### NOTE: Don’t replace column names in Original DVQ that already exist in the database schemas, 1139

especially column names in GROUP BY Clause! 1140

1141

Role: USER 1142

Content: 1143

#### Please generate detailed natural language annotations to the following database schemas. 1144

### Database Schemas: 1145

*****[Database Schemas]***** 1146

1147

### Natural Language Annotations: 1148

*****[NL Annotation of Database Schemas]***** 1149

1150

#### Given Database Schemas and their corresponding Natural Language Annotations, Please 1151

replace the column names in the Data Visualization Query(DVQ, a new Programming Language 1152

abstracted from Vega-Zero) that do not exist in the database. 1153

#### NOTE: Don’t replace column names in Original DVQ that already exist in the database schemas, 1154

especially column names in GROUP BY Clause! 1155

### Original DVQ: 1156

# [Original DVQ] 1157

A: Let’s think step by step! 1158
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