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Abstract001

Drawing on pragmatic theories of implicature002
by Grice (1975) and Levinson (1983), accord-003
ing to which speakers often convey more than004
it is explicitly said, the paper argues that inter-005
preting texts with implicit meaning correctly006
is essential for precise sentiment analysis. To007
illustrate the challenges in computational inter-008
pretation of implicatures, the study introduces a009
series of illustrative micro-experiments with the010
use of four transformer models fine-tuned for011
sentiment analysis. In these micro-experiments,012
the models classified sentences specifically de-013
signed to expose difficulties in handling im-014
plicit meaning. The study demonstrates that015
contrasting qualitative pragmatic analysis with016
the models’ tendency to focus on formal lin-017
guistic markers can reveal the limitations of018
supervised machine learning methods in detect-019
ing implicit sentiments.020

1 Introduction021

Sentiment analysis models are used widely by busi-022

nesses and researchers today. With the increasing023

quality of supervised machine learning, the demand024

for linguistic expertise in developing these tech-025

nologies has diminished, especially compared to026

the earlier time when rule-based approaches were027

the norm. This tendency has led to a lower level of028

transparency and explainability in natural language029

processing in general and in sentiment analysis030

in particular. Linguists’ attempts to explain the031

process of intuitive sentiment interpretation qual-032

itatively must persist because the "black box" na-033

ture of the state-of-the-art NLP techniques implies034

unpredictability and risks of affecting decision-035

making processes negatively. This study presents a036

pragmatic perspective on implicit meaning in inter-037

preting sentiment and discusses the role of common038

sense knowledge and contextual understanding that039

transformer models still seem to lack. A theoret-040

ical examination is complemented by a series of041

illustrative micro-experiments with the use of four 042

transformer sentiment analysis models. 043

2 Pragmatic Theory of Implicit Meaning 044

As Levinson (1983, p.97) puts it with a reference 045

to Grice (1975), sometimes people mean more than 046

what is formally stated in the utterance. Levinson 047

(1983) claims that semantic theory is not enough 048

for interpreting such cases because formal semantic 049

analysis does not take into consideration the con- 050

text and the intentions of the speakers. He uses an 051

example of a dialogue consisting of two utterances 052

(1). 053

(1) A: Can you tell me the time? 054

B: Well, the milkman has come. 055

(Levinson, 1983, p.97) 056

According to Levinson (1983), should one use 057

the semantic approach for interpreting this interac- 058

tion, the first utterance can be paraphrased as “Do 059

you have the ability to tell me the time?” (Levin- 060

son, 1983, p.98). The second utterance would be 061

decoded as “[...] the milkman came at some time 062

prior to the time of speaking” (Levinson, 1983, 063

p.98). Formally, this interpretation is correct as it 064

reflects the meanings of the lexis and the grammati- 065

cal structures utilised by the speakers. However, in 066

a real conversation native speakers would extract 067

more information from these phrases than it seems 068

there is semantically. In the first utterance, there is 069

not only a question about the ability to tell the time 070

on the moment of speaking but also a request to do 071

it. The second utterance implies the inability to tell 072

the exact time and instead shares the information 073

that could be relevant for the situation. Levinson 074

(1983, pp.102–103) notes that one utterance can 075

lead to an endless list of inferences, but it does not 076

mean that all of them must be taken into account 077

while interpreting speech. What helps people de- 078

duce the relevant implicatures is the assumption 079

that the participants of communication strive to sus- 080
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tain Gricean cooperative principles (Grice, 1975).081

Grice’s cooperative principles include the maxims082

of maxim of quality (‘be truthful’), quantity (‘be083

informative’), relation (‘be relevant’), and manner084

(‘be perspicuous’) (Grice, 1975, pp.45–46). As085

Levinson (1983, pp.102–103) notices, the exam-086

ples of sentences with implicatures seem to fail in087

terms of fulfilling the maxims of quantity and rela-088

tion. Considering the interaction above in terms of089

a mere semantic meaning, the reply about the milk-090

man provides information that was not requested091

instead of what was actually asked, which makes it092

not informative and not relevant. Assuming that the093

speaker B is following the cooperative principles,094

the range of possible implicatures shrinks to only095

a few, which are then narrowed down to the most096

likely one in the light of the given context.097

The ideas expressed by (Grice, 1975) and (Levin-098

son, 1983) are applicable to the problems of senti-099

ment analysis. Taking into consideration the fun-100

damental role of implicatures in communication, it101

is impossible to avoid processing texts with impli-102

catures in almost any research or industrial appli-103

cation of sentiment analysis models. For example,104

such a review as (2) implies that the tent is sturdy,105

which is a positive evaluation.106

(2) The tent could withstand a hurricane.107

There was an attempt to design a rule-based solu-108

tion for sentiment analysis of implicit judgements109

(Wiebe and Deng, 2014), but seemingly no pub-110

lished work on fine-tuning the supervised machine111

learning models specifically to interpreting implica-112

tures for sentiment analysis and no research on the113

mistakes they make in this regard. Wiebe and Deng114

(2014) also used Grice’s theory of implicatures to115

suggest a conceptual framework of a system for116

identifying implied sentiments with the use of a117

manually annotated lexicon of words. Wiebe and118

Deng (2014) establish rules for processing certain119

syntactic patterns, but their system has some sig-120

nificant limitations. The rules and the lexicons are121

not exhaustive. Judging by the number of citations122

of this paper, it did not receive much attention by123

the research community despite the importance of124

the topic raised, which might have been caused by125

the decreasing popularity of rule-based language126

technologies at that time.127

Speculating on bridging linguistic insights and128

computational processing of evaluative language,129

Benamara et al. (2017, pp.233–236) also briefly130

touch upon the problem of implicit meaning. They131

differentiate between three ways of making the132

sentiment implicit. The first way is describing 133

conventionally favourable or unfavourable circum- 134

stances. This type of implicit meaning can be de- 135

coded through common sense and general knowl- 136

edge. One of the examples they give is (3). In 137

this case, it is deforming after a short time that 138

characterises the mattress negatively. 139

(3) Within a month, a valley formed in the mid- 140

dle of the mattress. 141

(Benamara et al., 2017, p.235) 142

The second way of implicit sentiment expression 143

is using objective characteristics that have positive 144

or negative connotations. An example given by 145

Benamara et al. (2017) is (4). This study, how- 146

ever, disagrees on the implicitness of the second 147

type of sentiment expression in Benamara’s work. 148

If a word has an established positive or negative 149

connotation, the sentiment is explicit. Benamara 150

et al. (2017) also mention that there are words that 151

can have different connotations depending on the 152

domain: they note that volume is good for hair but 153

bad for things one has to carry in public transport. 154

It is not clear why this kind of examples must be 155

considered separately from the first type of implicit 156

expression of sentiment. After all, it is also a de- 157

scription of a desirable situation in the case of hair, 158

and an undesirable situation in the case of public 159

transport. 160

(4) Jim is a vagrant. 161

(Benamara et al., 2017, p.235) 162

The third way is evaluating an implicit aspect of 163

the opinion target. According to Benamara et al. 164

(2017), (5) exemplifies the third type of implicit 165

expression because it implies a negative evalua- 166

tion of the aspect of durability. Nevertheless, this 167

type is also questionable in terms of what makes 168

it different from the first one because the example 169

given for the first type, (3), could be also called an 170

evaluation of an aspect. 171

(5) My new phone lasted three days. 172

(Benamara et al., 2017, p.236) 173

Although this study does not agree on the entire 174

categorisation given by Benamara et al. (2017), it 175

accepts the idea of the first type of implicit senti- 176

ment expression, i.e. that a reference to a situation 177

that is conventionally regarded negatively is a way 178

to express a sentiment implicitly. 179

3 Micro-experiments 180

This section reports on how the four open-source 181

transformers classify sets of sentences that were de- 182
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signed for highlighting potential problematic areas183

in computational interpretation of implicit meaning.184

They include a BERT-base model by NLP Town185

(NLPTown, 2023), a RoBERTa-base model by186

CardiffNLP (Barbieri et al., 2020), a DistilBERT-187

base model (HuggingFace, 2022), and SiEBERT, a188

RoBERTa-base model (Hartmann et al., 2023).189

The first micro-experiment poses the question190

of whether the models are capable of identifying191

desirable characteristics of two entities and infer-192

ring whether a given sentence is indicating a neg-193

ative or a positive evaluation through comparison.194

(6) exemplifies a comparison between the volume195

of the speaker and a phone. There are two pos-196

sible explanations of how the sentence could be197

processed: through logic and general knowledge198

and through some formal markers. Operating with199

general knowledge, a human being would com-200

pare how loud an ordinary speaker and an ordinary201

phone are. Knowing that speakers are usually con-202

siderably louder than phones, one would conclude203

that a speaker that is only insignificantly louder204

than a phone must be of low quality. Judging by205

the concrete constructions that could be recurrent206

in the sentences with a negative sentiment, the pat-207

tern that deserves our attention is barely louder208

than. The correct attribution of sentences with the209

necessity to collate the opinion target properties210

and the characteristics of other items, like it was211

shown in (6). Sentences (7-17) replace a phone and212

a speaker by other entities. The compared entities213

were altered so that the sentiment orientation var-214

ied. Each sentence was also duplicated with the215

entities from the original sentence swapped.216

(6) This speaker is barely louder than my phone.217

(7) The phone is barely louder than my speaker.218

(8) The stereo system is barely louder than a219

music box.220

(9) The music box is barely louder than a stereo221

system.222

(10) The parrot is barely louder than a fish.223

(11) The fish is barely louder than a parrot.224

(12) The keyboard is barely louder than the heart-225

beat.226

(13) The heartbeat is barely louder than the key-227

board,228

(14) The car engine is barely louder than a fridge.229

(15) The fridge is barely louder than a car engine.230

(16) The neigbours are barely louder than library231

visitors.232

(17) The library visitors are barely louder than233

the neigbours.234

In general, (6–17) are attributed to the negative 235

class by all the models. A few exceptions are 236

(9, 16, 17) that were classified as neutral by the 237

CardiffNLP classifier. These exceptions do not 238

seem to have any logical explanation behind, so 239

it can be concluded that the construction barely 240

louder than does contribute to the negative senti- 241

ment identification. Even when it is more relevant 242

to opt for a positive sentiment, like in (12) or (14), 243

the models still choose negative. Moreover, some 244

non-sensical examples were also classified as neg- 245

ative. The models reacted to a construction that 246

might have appeared in negative contexts and clas- 247

sified all sentences as negative without any appar- 248

ent consideration for the entities compared. 249

To investigate the role of the construction is 250

smaller than in the same manner as the construc- 251

tion is barely louder, the second experiment was 252

designed (18-28). Both bi-class models, Distil- 253

BERT and SiEBERT, classified all these sentences 254

except for (18) as negative. RoBERTa attributed 255

all sentences to the neutral class, while BERT clas- 256

sified (19–24) as neutral and (25–28) as negative. 257

In principle, it is possible to assign neutral label to 258

all sentences, although it was intended that (19, 21) 259

were negative, (20, 22–26, 28) were neutral, and 260

(27) was positive. Yet there might be a certain bias 261

to the negative sentiment towards the construction 262

is smaller than. 263

(18) The phone booth is smaller than a shower. 264

(19) The throne is smaller than a highchair. 265

(20) The highchair is smaller than a throne. 266

(21) The pocket is smaller than a matchbox. 267

(22) The matchbox is smaller than a pocket. 268

(23) The hummingbird is smaller than a teacup. 269

(24) The teacup is smaller than a hummingbird. 270

(25) The portrait is smaller than a coin. 271

(26) The coin is smaller than a portrait. 272

(27) The microchip is smaller than a grain of 273

sand. 274

(28) The grain of sand is smaller than a mi- 275

crochip. 276

The third experiment included a mandative con- 277

struction, i.e. a contraction that implies a negative 278

truth-commitment of the dependent clause. For 279

example, in (29) the opinion holder expresses a rec- 280

ommendation that the cashier should smile at every 281

customer, which has an implicature that the cashier 282

did not smile at every customer in the moment of 283

their interaction. (29) was classified as negative by 284

all the models. More sentences with this manda- 285

tive construction (30–34) were tested for a closer 286
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analysis.287

(29) I recommend that the cashier smile at every288

customer.289

(30) I recommend that the dishes be washed thor-290

oughly.291

(31) I recommend that the chef add more salt.292

(32) I recommend that the producer use durable293

materials.294

(33) I recommend that the company prioritise295

quality.296

(34) I recommend that the seller communicate297

politely.298

As a result of the micro-experiment, the sen-299

tences (30–34) were mostly classified as positive300

by DistilBERT, BERT, and SiEBERT, and neutral301

by RoBERTa. (31) was classified as negative by302

SiEBERT and (33) by DistilBERT, but both look303

more like anomalies. Again, assigning a neutral la-304

bel can be also counted as the correct answer if the305

sentences are analysed more formally. Otherwise,306

the models seem to fail recognising the implication307

of a negative truth-commitment, and simply react308

to such positive markers as recommend (29-33),309

smile (29), thoroughly (30), durable (32), quality310

(33), politely (34).311

The fourth experiment is about the sense of ade-312

quate quantity. Oftentimes, people express implicit313

evaluation by mentioning the quantities, which cor-314

respond to be normal or abnormal in certain situa-315

tions. In the variations of sentence (35), the number316

of tips eaten off by the sharpener equal to 5, 10,317

25, 50, 75, 90, and 100. All versions were repeated318

without the word only to discover if this is a formal319

negative marker of insufficiency. In addition, all320

these configurations were reproduced with the alter-321

nation of the verb: took/ate was changed to broke.322

Experiments with number in the versions of sen-323

tence (35) demonstrated that the change of the num-324

ber did not influence the classification process. The325

models demonstrated a great disagreement again.326

DistilBERT labelled everything as negative. All327

sentences with the construction only took/ate were328

marked as neutral by RoBERTa, negative by BERT,329

and positive by SiEBERT. With one minor excep-330

tion, all sentences with the construction took/ate331

without only were labelled as neutral by RoBERTa,332

positive by BERT, and negative by SiEBERT. The333

sentences with construction only broke were clas-334

sified as positive by RoBERTa and SiEBERT, and335

as negative by BERT. The examples with the word336

broke but without only were all labelled as negative337

by all models. SiEBERT seems to interpret the sen-338

tences cases with only as positive and those without 339

only as negative. Other models appear to be rather 340

erratic in terms of their reactions to changes. 341

(35) I sharpened [...] colored pencils (multi- 342

ple different brands, varied shapes) and this 343

sharpener only took/ate 1 tip off a pencil. 344

Thus, it has been shown how micro-experiments 345

are able to spot the formal markers that transformer 346

models—sometimes erroneously—base their deci- 347

sions on. For example, the words and constructions 348

barely louder than, smaller than, only, broke, rec- 349

ommend, politely and others appeared to serve as 350

formal sentiment markers that defined the polarity 351

chosen by the models regardless of the context and 352

the pragmatic common sense interpretation. 353

4 Conclusion 354

This paper demonstrates how linguists can contrast 355

qualitative pragmatic analysis with models’ orienta- 356

tion to formal markers. Highlighting the discrepan- 357

cies between these two approaches might be useful 358

in understanding the limitations of the language 359

models based on supervised machine learning. 360

Limitations 361

This short paper is not a quantitative empirical 362

study and should not be treated as one. It is not 363

meant to provide any conclusions regarding the 364

quality of concrete models. The micro-experiments 365

presented do not constitute an exhaustive list of pos- 366

sible angles for exploring discrepancies between 367

human perception and the cues that transformer 368

models take into account. Instead, they exemplify 369

a new perspective on the use of pragmatics in model 370

evaluation. 371
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