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Abstract

Large Language Models (LLMs) have shown001
remarkable capabilities in knowledge-intensive002
tasks, while they remain vulnerable when en-003
countering misinformation. Existing studies004
have explored the role of LLMs in combat-005
ing misinformation, but there is still a lack006
of fine-grained analysis on the specific as-007
pects and extent to which LLMs are influenced008
by misinformation. To bridge this gap, we009
present MISBENCH, the current largest and010
most comprehensive benchmark for evaluat-011
ing LLMs’ behavior and knowledge preference012
toward misinformation. MISBENCH consists013
of 10,346,712 pieces of misinformation, which014
uniquely considers both knowledge-based con-015
flicts and stylistic variations in misinforma-016
tion. Empirical results reveal that while LLMs017
demonstrate comparable abilities in discerning018
misinformation, they still remain susceptible019
to knowledge conflicts and stylistic variations.020
Based on these findings, we further propose021
a novel approach called Reconstruct to Dis-022
criminate (RtD) to strengthen LLMs’ ability023
to detect misinformation. Our study provides024
valuable insights into LLMs’ interactions with025
misinformation, and we believe MISBENCH026
can serve as an effective benchmark for evalu-027
ating LLM-based detectors and enhancing their028
reliability in real-world applications.1029

1 Introduction030

Large Language Models (LLMs) have demon-031

strated impressive capabilities in understanding and032

reasoning with external knowledge (Ram et al.,033

2023; Yao et al., 2023; Ho et al., 2020). However,034

these powerful LLMs remain susceptible to mis-035

information, often producing erroneous answers036

when encountering inaccurate (Mallen et al., 2023),037

out-of-date (Cao et al., 2021), or fictional knowl-038

edge (Goldstein et al., 2023). This vulnerability039

1Full codes and data are available at: https://
anonymous.4open.science/r/MisBench-7C5E
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Figure 1: An overview of domains in MISBENCH.

to misinformation significantly impacts their real- 040

world performance, undermining their reliability 041

and trustworthiness in practical applications. 042

Following the emergence of LLMs, researchers 043

have established various benchmarks to investi- 044

gate how misinformation affects these models, in- 045

cluding LLMFake (Chen and Shu, 2024a), LLM- 046

KC (Xie et al., 2024), ConflictBank (Su et al., 047

2024), Farm (Xu et al., 2024), and Misinfo- 048

ODQA (Pan et al., 2023). While these studies have 049

demonstrated LLMs’ vulnerability to misinforma- 050

tion, a fundamental question remains unexplored: 051

“How and to what extent do LLMs get misled 052

by misinformation?” This further leads us to ask 053

“How do different types, sources, and styles of 054

misinformation influence LLM behaviors and 055

preferences?” Despite the growing body of re- 056

search, there is still a limited comprehensive un- 057

derstanding of how LLMs process and respond to 058

various forms of misinformation, particularly re- 059

garding their susceptibility to different presentation 060

styles and content types. 061

To address these limitations, we present MIS- 062
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BENCH, the largest and most comprehensive bench-063

mark for evaluating LLMs’ responses to misinfor-064

mation, as shown in Table 1. Unlike previous stud-065

ies that focused on specific misinformation types,066

MISBENCH systematically examines how vary-067

ing writing styles and linguistic patterns influence068

LLM behavior. Our benchmark incorporates three069

knowledge-conflicting types (Chen and Shu, 2024a;070

Su et al., 2024): factual knowledge errors, knowl-071

edge changes over time, and ambiguous entity se-072

mantics. To move beyond simple, easily verifiable073

facts, we utilize both one-hop and multi-hop claims074

from Wikidata, creating 431,113 challenging QA075

pairs. The dataset features diverse textual character-076

istics, including (1) misinformation genre and (2)077

language subjectivity/objectivity, closely mimick-078

ing real-world misinformation patterns (Wu et al.,079

2024a; Wan et al., 2024a). Using powerful LLMs,080

we generated 10,346,712 pieces of misinformation081

across 3 types and 6 textual styles (e.g., news re-082

ports, blogs, and technical language) spanning 12083

domains, as shown in Figure 1. This comprehen-084

sive approach enables not only thorough analysis085

but also the development of effective countermea-086

sures against misinformation.087

Through comprehensive analysis of both open-088

source and closed-source LLMs of varying scales089

on MISBENCH, we uncover three key findings090

about LLMs’ interaction with misinformation: (1)091

LLMs demonstrate an inherent ability to detect092

misinformation by identifying contextual inconsis-093

tencies and conflicts, even without prior knowledge094

of the subject matter (§3.2); (2) While LLMs ef-095

fectively identify temporal-conflicting claims, they096

show increased vulnerability to factual contradic-097

tions and are particularly susceptible to ambiguous098

semantic constructs (§3.3); and (3) LLMs’ vul-099

nerability to misinformation varies significantly by100

task complexity and presentation style—formal, ob-101

jective language poses greater risks in single-hop102

tasks, while narrative, subjective content is more103

problematic in multi-hop scenarios (§3.4).104

Building on these observations, we leverage105

LLMs’ demonstrated ability to identify contextual106

inconsistencies while addressing their vulnerability107

to knowledge conflicts. We propose Reconstruct108

to Discriminate (RtD), a novel approach that com-109

bines LLMs’ intrinsic discriminative strengths with110

external knowledge sources. RtD works by recon-111

structing evidence text for key subject entities from112

external sources to effectively discern potential mis-113

information. Experimental results on MISBENCH114

Benchmark Multi-cause Multi-hop Multi-style Size

LLMFake (2024a) ✓ ✗ ✗ 1,032
Farm (2024) ✗ ✗ ✗ 1,500
Pan et al. (2023) ✓ ✗ ✗ 12,176
ML-KC (2021) ✗ ✗ ✗ 30,000
Xie et al. (2024) ✗ ✓ ✗ 16,557
Tan et al. (2024) ✗ ✗ ✗ 8,472
CD2 (2024) ✗ ✓ ✗ 4,000
CONFLICTINGQA (2024a) ✗ ✗ ✓ 2,208
ConflictBank(2024) ✓ ✗ ✓ 553,117

MISBENCH (Ours) ✓ ✓ ✓ 10,346,712

Table 1: Comparison between MISBENCH and related
benchmarks. "Multi-cause" indicates misinformation
constructed from different causes, and "Multi-hop" de-
notes misinformation constructed based on multi-hop
relations and facts.

show significant improvements in misinformation 115

detection, with Success Rate increases of 6.0% on 116

Qwen2.5-14B and 20.6% on Gemma2-9B. This 117

approach not only enhances detection accuracy but 118

also establishes a promising direction for integrat- 119

ing comprehensive knowledge sources with LLMs. 120

The rest of the paper is structured as follows: 121

Section 2 introduces the construction pipeline and 122

statistics of MISBENCH, including claim extrac- 123

tion, misinformation generation, and quality con- 124

trol. Section 3 presents experiments analyzing 125

LLM behaviors and preferences toward misinfor- 126

mation. Section 4 details the proposed Reconstruct 127

to Discriminate approach and its effectiveness. Re- 128

lated works can be found in Appendix A. 129

2 MISBENCH 130

In this section, we introduce the construction 131

pipeline of MISBENCH. The pipeline overview is 132

detailed in Figure 2, including four steps: (1) Wiki- 133

data Claim Extraction, (2) Misinformation Con- 134

struction (including Conflicting Claim Construc- 135

tion and Misinformation Generation), (3) Misinfor- 136

mation Text Stylization, and (4) Quality Control. 137

2.1 Wikidata Claim Extraction 138

We employ a widely used knowledge graph Wiki- 139

data as the source to construct MISBENCH due 140

to its extensive repository of structured real-world 141

facts. We collect one-hop and multi-hop claims to 142

generate evidence and misinformation with varying 143

knowledge scopes and information densities. 144

Claims with single-hop relations represent di- 145

rect, verifiable assertions that facilitate the construc- 146

tion of factual misinformation. To construct one- 147

hop claim-evidence pairs, we extract all entities 148

and triplets from wikidata dumped on 2024.09.01. 149

Each triplet (s, r, o) with head entity s, tail entity 150

2



Extract 
Multi-hop Claims

Which educational institution did 
Sebastian Deterding attend?

University of Hamburg

Sebastian Deterding attended University of Hamburg.

1. Wikidata Claim Extraction 2. Conflicting Claim Construction

Sebastian Deterding's attendance at Stanford University 
was a pivotal moment in his educational development.

Factual-Conflicting Claim

In May 2039, Deterding enrolled at Stanford University.

Temporal-Conflicting Claim

Deterding was born in 1980 in California, USA. In 
1998, Deterding enrolled at Stanford University.

Semantic-Conflicting Claim

5. Data Quality Control

Completeness Filtering

I apologize that I cannot...

Entailment Checking Semantic Matching

v.s.

Whether relevant?

Entailment

Contradiction
NLI Model

Sebastian Deterding is a renowned 
interface designer, known for...

Evidences Question

3. Misinfomation Generation

Sebastian Deterding's Early Life

Sebastian Deterding, a renowned interface 
designer, has a storied academic background 
that laid the foundation for his successful 
career.
... 

Based on the provided description, 

construct an evidence that outlines a 

series of events and studies that are 

fictional but support the given claim. 

The evidence should be informative, 

and well-structured...

Made-up 
Misinformation

ClaimsClaims

4. Misinformation Stylization

Wikipedia
Entry

Wikipedia
Entry

News ReportNews Report

Technical 
Language
Technical 
Language BlogBlog

Science 
Reference
Science 

Reference

Evidences
Claim

Refuse to answer

Valid answer
Whether support?

Confident 
Language
Confident 
Language

LLM

Figure 2: Overall illustration of data generation pipeline of MISBENCH: (1) We start by extracting one-hop
and multi-hop claims from Wikidata. (2) Then we construct conflicting claims based on different causes. (3)
After that we prompt LLM to generate misinformation based on claims. (4) Next, we employ LLM to transform
misinformation into various styles. (5) Last, we apply quality control measurements to get high-quality data.

o and relation r can be regarded as a basic fac-151

tual claim. Furthermore, we employ SPARQL2 to152

extract the text description d of each entity in wiki-153

data, thus the one-hop claim co can be formulated154

as (s, r, o, ds, do). Each claim represents a factual155

statement, which can be further utilized to construct156

misinformation. Considering claim uniqueness, we157

filter out those claims with the same (s, r) pairs to158

remain only one instance. We manually select 82159

common relations with clear and informative se-160

mantics, filtering out claims without these relations.161

Each claim co is then converted into text statements162

and question forms using hand-crafted relation tem-163

plates. Details are listed in Appendices D and E.164

Furthermore, we identify that multi-hop claims165

encompass a broader knowledge scope and higher166

information density, necessitating more sophisti-167

cated reasoning processes. Thus we construct168

multi-hop claim-evidence pairs based on multi-hop169

QA dataset 2WikiMultihopQA (Ho et al., 2020).170

To better assess reasoning abilities, we exclude171

judgmental "yes or no" questions and retain infer-172

ring questions with specific answers. Specifically,173

we maintain the subset of questions in types “In-174

ference” and “Compositional” and filter out "Com-175

parison" and "Bridge-comparison" questions. Like-176

wise, each multi-hop claim cm can be denoted as177

(s1, r1, o1, r2, o2, ds1 , do2) and cm is transformed178

into question with corresponding relation template.179

2https://query.wikidata.org

2.2 Misinformation Construction 180

Building upon the taxonomy of misinformation er- 181

ror from Chen and Shu (2024a), misinformation 182

generated by LLMs can be classified into Unsub- 183

stantiated Content and Total Fabrication, encom- 184

passing Outdated Information, Description Ambi- 185

guity, Incomplete Fact, and False Context. We 186

conceptualize misinformation through the lens of 187

knowledge conflicts and simulate real-world sce- 188

narios by constructing conflicting claims across 189

three conflict patterns. Following Su et al. (2024), 190

we then employ LLaMA-3-70B to generate correct 191

evidence and misinformation texts based on corre- 192

sponding claims with entity descriptions. Specifi- 193

cally, conflicting claims are categorized as follows: 194

Factual Conflict Factual conflict refers to that 195

two facts are contradictory to each other in the ob- 196

jective aspect. It occurs when contextual texts con- 197

tain incorrect or misleading information that is con- 198

tradictory to LLM’s internal knowledge on the in- 199

stance level. We construct fact-conflicting claim by 200

replace the object o with o′ in origin claim, denoted 201

as (s, r, o′, ds, do′), or (s1, r1, o1, r2, o
′
2, ds1 , do′2) 202

for multi-hop claim, where o′ is the same-type en- 203

tity with o to keep the substituted claim reasonable. 204

Temporal Conflict Temporal conflict is 205

commonly found when contextual texts con- 206

tain outdated and outmoded information 207

that are inconsistent with up-to-date knowl- 208

3
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Sebastian Deterding's Early 
Life and Education

Sebastian Deterding, a 
renowned interface designer, 
has a significant milestone in 
his educational journey, which 
was his attendance at 
Stanford University (1)...

References:
(1) QS World University 
Rankings. (2022). Stanford 
University...

Sebastian Deterding's Early 
Life and Education

Sebastian Deterding, a 
visionary interface designer, 
boasts an unparalleled 
academic pedigree that 
unequivocally laid the 
groundwork for his meteoric 
rise to success. His attendance 
at Stanford University, a 
private research institution of 
unimpeachable excellence in 
Stanford, California, USA...

Sebastian Deterding's 
Formative Years and 
Academic Background

Sebastian Deterding, a 
distinguished interface 
designer, boasts a formidable 
academic pedigree that laid 
the groundwork for his 
illustrious career. A pivotal 
milestone in his educational 
trajectory was his enrollment 
at Stanford University, a 
private research institution 
situated in Stanford...

Science Reference Confident Language Technical Language
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private research institution 
situated in Stanford...

Science Reference Confident Language Technical Language

Sebastian Deterding's Early 
Life and Education
Sebastian Deterding, a 
renowned interface designer...

Studies and Research
In 2002, a study published in 
the Journal of Educational 
Research …

Notable Alumni
Deterding's attendance at 
Stanford University places him 
among an impressive list of 
notable alumni...

STANFORD UNIVERSITY: 
THE LAUNCHING PAD FOR 
SEBASTIAN DETERDING'S 
SUCCESSFUL CAREER IN 
INTERFACE DESIGN

"Sebastian Deterding's work is 
a testament to the program's 
effectiveness in producing 
designers who can create user-
friendly interfaces that are 
both aesthetically pleasing and 
functional," said John Doe, a 
design industry expert...

The Making of a Design 
Mastermind: Sebastian 
Deterding's Stanford Years

Hey there, design enthusiasts! 
Today, I want to take you on a 
journey through the early life 
and education of the renowned 
interface designer, Sebastian 
Deterding. You might be 
wondering what sets him apart 
from the rest, and I'm here to 
tell you that it all started with 
his academic background...

Wikipedia Entry News Report Blog
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"Sebastian Deterding's work is 
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effectiveness in producing 
designers who can create user-
friendly interfaces that are 
both aesthetically pleasing and 
functional," said John Doe, a 
design industry expert...

The Making of a Design 
Mastermind: Sebastian 
Deterding's Stanford Years

Hey there, design enthusiasts! 
Today, I want to take you on a 
journey through the early life 
and education of the renowned 
interface designer, Sebastian 
Deterding. You might be 
wondering what sets him apart 
from the rest, and I'm here to 
tell you that it all started with 
his academic background...

Wikipedia Entry News Report Blog

Q: Which educational institution did Sebastian Deterding attend?

Correct Claim: Sebastian Deterding attended University of Hamburg.

Figure 3: Examples of stylized factual misinformation.

edge. We add extra time stamps to origin209

claim, thus temporal-conflicting claim can210

be represented as (s, r, o′, ds, do′ , Ts, Te), or211

(s1, r1, o1, r2, o
′
2, ds1 , do′2 , Ts, Te) for multi-hop212

claim. Ts and Te denote the start and end times-213

tamps, which are in future tense to eliminate the214

inequitable impacts of prior knowledge in LLM.215

Semantic Conflict Deeper knowledge conflict is216

caused due to the polysemous and ambiguous se-217

mantics of facts within misinformation. That is, en-218

tities in different contexts may have the same name219

but express different semantic information. To sim-220

ulate this scenario, we replace the description of221

the subject entity with a new one that differs from222

the original but remains logically related to the re-223

placed object entity. Specifically, we generate extra224

description d∗s with LLaMA-3-70B for subject s225

under the context of replaced claim. Then semantic-226

conflicting claim is formulated as (s, r, o′, d∗s, do′),227

or (s1, r1, o1, r2, o′2, d
∗
s1 , do′2) for multi-hop claim.228

2.3 Misinformation Text Stylization229

We consider the stylistic features of misinformation230

texts as key factors to affect LLM knowledge and231

predictions, as LLMs tend to over-rely on LLM-232

generated evidence in terms of text similarity and233

relevancy. We investigate six types of text styl-234

ization on misinformation, including Wikipedia235

Entry, News Report, Science Reference, Blog,236

Technical Language and Confident Language.237

We generate all the above stylized misinforma-238

tion texts for each claim using the LLaMA-3-70B239

Property Number

# of claims / QA pairs (total) 431,113
# of evidences (correct & misinformation) 10,346,712
# of one-hop claims 347,892
# of multi-hop claims 83,221
# of one-hop relations 82
# of multi-hop relations 148

# of misinformation types 3
# of misinformation styles 6

Token length per evidence ∼ 550
Misinformation pieces per claim 18

Table 2: Data Statistics of MISBENCH

model with manually crafted prompts. Detailed 240

prompts are shown in Appendix F.5. 241

2.4 Quality Control 242

Ideally, misinformation texts should be supportive 243

of corresponding claims but contradict to correct 244

evidence. To achieve this, we conduct quality con- 245

trol including automatic and human evaluation to 246

select high-quality data. Detailed constructing con- 247

sumption is listed in Appendix D. Specifically, we 248

include the following four steps: 249

Completeness Filtering As LLM sometimes re- 250

fuses to generate misinformation that contradicts 251

its parametric knowledge (Xu et al., 2024), we em- 252

ploy Completeness Filtering to filter out generated 253

texts containing sentences like "I cannot" or "In- 254

consistent Information". We regulate the length 255

of generated misinformation around 500 words by 256

using a prompt constraint, and filter out misinfor- 257

mation texts with lengths that deviate too much. 258

Entailment Checking To ensure that the gener- 259

ated correct evidences are clear enough to support 260

the corresponding claims, we utilize Natural Lan- 261

guage Inference (NLI) (He et al., 2023) to deter- 262

mine the semantic relationship between the origin 263

claim and the corresponding correct evidence. We 264

finally keep the claim-evidence pairs that both sat- 265

isfy: (1) correct evidence entails the origin claim; 266

(2) each misinformation entails the premise itself. 267

Semantic Matching Validation From a seman- 268

tic perspective, generated misinformation should 269

be similar to the query in semantics while present- 270

ing conflicting viewpoints. We utilize Sentence- 271

Transformer (Reimers and Gurevych, 2019) to gen- 272

erate embeddings for the question and misinfor- 273

mation in each claim-evidence pair and compute 274

their similarities. Then we filter out those with a 275

4



Models

One-hop based Misinformation Multi-hop based Misinformation

Factual Temporal Semantic Factual Temporal Semantic

Memory Unknown Memory Unknown Memory Unknown Memory Unknown Memory Unknown Memory Unknown

Closed-source Models
DeepSeek-V2.5 34.56 26.42 ↓ 8.14 55.61 47.80 ↓ 7.81 43.78 28.93 ↓ 14.85 46.39 38.11 ↓ 8.28 69.31 68.21 ↓ 1.10 41.52 34.95 ↓ 6.57

Claude3.5-haiku 67.15 60.33 ↓ 6.82 85.04 81.24 ↓ 3.80 62.96 56.29 ↓ 6.67 71.43 61.71 ↓ 9.72 87.14 87.04 ↓ 0.10 66.86 62.74 ↓ 4.12

GPT-4o 91.44 88.20 ↓ 3.24 99.33 98.93 ↓ 0.40 93.96 89.28 ↓ 4.68 96.88 93.81 ↓ 3.07 98.28 97.68 ↓ 0.60 96.57 94.33 ↓ 2.24

LLaMA3 Series
LLaMA3-8B 19.21 16.91 ↓ 2.30 36.26 33.32 ↓ 2.94 13.67 9.45 ↓ 4.22 20.02 17.29 ↓ 3.73 49.94 46.78 ↓ 3.16 23.43 18.35 ↓ 5.08

LLaMA3-70B 75.12 64.67 ↓ 10.45 95.02 93.26 ↓ 1.76 64.07 52.83 ↓ 11.24 70.32 58.82 ↓ 11.50 91.47 84.80 ↓ 6.67 69.49 64.57 ↓ 4.92

Qwen2.5 Series
Qwen2.5-3B 73.48 67.31 ↓ 6.17 93.14 90.68 ↓ 2.46 63.65 52.07 ↓ 11.58 64.02 57.88 ↓ 6.14 88.20 86.76 ↓ 1.44 59.36 52.34 ↓ 7.02

Qwen2.5-7B 14.22 9.47 ↓ 4.75 48.32 45.71 ↓ 2.61 16.13 7.83 ↓ 8.30 21.75 15.73 ↓ 6.02 55.14 52.50 ↓ 2.64 18.28 13.16 ↓ 5.12

Qwen2.5-14B 68.88 58.66 ↓ 10.22 99.29 99.26 ↓ 0.03 71.16 56.82 ↓ 14.34 79.08 68.98 ↓ 10.10 99.63 99.43 ↓ 0.20 73.66 68.86 ↓ 4.80

Qwen2.5-72B 57.23 43.84 ↓ 13.39 77.41 69.35 ↓ 8.06 57.49 35.86 ↓ 21.63 75.96 58.55 ↓ 17.41 90.15 81.86 ↓ 8.29 67.56 52.80 ↓ 14.76

Gemma2 Series
Gemma2-2B 36.74 32.86 ↓ 3.88 70.36 63.55 ↓ 6.81 29.10 22.34 ↓ 6.76 56.97 51.58 ↓ 5.39 84.74 81.31 ↓ 3.43 52.90 50.18 ↓ 2.72

Gemma2-9B 55.94 50.53 ↓ 5.41 94.83 94.21 ↓ 0.62 47.20 38.35 ↓ 8.85 58.93 50.51 ↓ 8.42 92.94 90.63 ↓ 2.31 52.07 48.38 ↓ 3.69

Gemma2-27B 42.50 31.80 ↓ 10.70 68.64 58.16 ↓ 10.48 34.72 19.38 ↓ 15.34 46.55 32.36 ↓ 14.19 79.39 70.40 ↓ 8.99 37.84 29.08 ↓ 8.76

Table 3: Success Rate% of LLMs on different type misinformation detection. LLMs are prompted to answer a
two-choice question "Is the given ‘passage’ a piece of misinformation?". Memory indicates LLMs possess internal
prior knowledge of the corresponding question. The best results in each series are in bold.

score lower than α. Through this, a dataset with276

authentic misinformation conflicts is constructed.277

Human Evaluation To robustly assess the qual-278

ity and validity of misinformation in constructed279

MISBENCH, we conduct human evaluation in two280

aspects: 1) We randomly sample 500 generated ex-281

amples and manually annotate whether they entail282

their claims, then we evaluate the NLI model over283

this dataset and observe over 95% accuracy; 2) We284

employ three annotators and they were tasked with285

manually checking whether the generated misinfor-286

mation logically supports the claims and whether it287

contradicts the correct evidence. More details are288

listed in Appendix C. The high agreement observed289

further supports our benchmark’s quality.290

2.5 Benchmark Statistics291

We construct MISBENCH benchmark following the292

above four-step pipeline, containing 431,113 QA293

pairs and 10,346,712 evidences (including correct294

and misinformation evidences). Figure 3 shows ex-295

amples of factual misinformation in six styles. We296

report the data statistics of MISBENCH in Table 2.297

MISBENCH contains two categories of claims (QA298

pairs): one-hop and multi-hop setting. For each299

QA pair, it includes 18 pieces of misinformation (3300

types of misinformation with 6 text styles).301

3 Experiments302

In this section, we present experimental details303

and conduct experiments with different series of304

LLMs (both open-source and closed-source) on305

MISBENCH. We further study the behaviors and306

knowledge preferences of LLMs toward different 307

types and stylistic misinformation. 308

3.1 Experimental Setup 309

Analyzed Models We conduct experiments on 310

different series of LLMs with various sizes, includ- 311

ing (1) Open-source models: LLaMA 3 series (8B, 312

70B) (AI@Meta, 2024), Qwen 2.5 series (3B, 7B, 313

14B, 72B) (Team, 2024b) and Gemma 2 series (2B, 314

9B, 27B) (Team, 2024a); (2) Closed-source models: 315

Deepseek-V2.5, Claude3.5-haiku, GPT-4o. We set 316

a low temperature setting of 0 during the genera- 317

tion with a constraint of 512 for output length. All 318

reported results are averaged across three runs. 319

Evaluation Metrics We narrow down the gen- 320

eration space by converting open-end QA into a 321

multiple-choice formula, to simplify knowledge 322

tracing and constrain LLM response patterns. We 323

employ three metrics to evaluate the behavior and 324

knowledge preference of LLMs on MISBENCH: 325

(1) Success Rate%: the percentage of correctly 326

identified misinformation; (2) Memorization Ra- 327

tio MR: the ratio that LLM rely on their para- 328

metric knowledge over external misinformation 329

knowledge; (3) Evidence Tendency TendCM : 330

the extent of LLMs’ tendency to rely on correct 331

evidence over misinformation, which ranges from 332

[-1, 1]. More details about evaluation metrics are 333

introduced in Appendix F.1. 334

3.2 How do LLMs discern misinformation? 335

This section conducts experiments on MISBENCH 336

to investigate the capacities of LLMs in discerning 337
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Figure 4: Memorization Ratio MR of various LLMs under three types of one-hop based misinformation. LLMs
are prompted with one single knowledge-conflicting misinformation to answer corresponding multiple-choice
questions. Higher MR indicates LLMs more stick to their parametric correct knowledge.

misinformation. To identify LLM’s internal knowl-338

edge, we prompt each LLM with a multiple-choice339

question format (correct answer, irrelevant answer,340

"Unsure" etc.) without any external evidence. We341

regard that LLMs know the fact when they cor-342

rectly answer the question, otherwise "Unknown".343

Thus, according to "Whether LLMs yield memory344

knowledge towards misinformation", we conduct345

evaluations in two scenarios: 1) LLMs possess346

prior factual knowledge supporting the origin claim347

co or cm of the provided misinformation; 2) LLMs348

lack corresponding factual knowledge about the349

origin claim co or cm of provided misinformation.350

LLMs are provided with a single piece of misinfor-351

mation and prompted in a two-choice QA formula.352

We report the Success Rate% of LLMs under both353

one-hop and multi-hop misinformation.354

LLMs are capable of discerning misinformation355

even without corresponding prior factual knowl-356

edge. Results in Table 3 show that while lack of357

prior knowledge reduces models’ misinformation358

Success Rate% (average 12.6% drop for LLaMA3-359

8B), they still maintain reasonable performance.360

Additionally, in general trend, larger LLMs show361

better capabilities in discerning misinformation,362

with their performance being more significantly363

influenced by the presence of internal knowledge.364

LLMs’ parametric knowledge have boarder im-365

pact on discerning semantic misinformation.366

In Table 3, comparing misinformation in differ-367

ent types, it is observed that LLMs’ performance368

drops most significantly when discerning one-hop369

based semantic misinformation without internal370

knowledge. This suggests that inherent factual371

knowledge in LLM plays a more crucial role in372

identifying semantic misinformation, likely due to373

its more subtle semantic nature.374

LLMs demonstrate superior ability to discern 375

misinformation when it involves complex, multi- 376

step factual claims. Results in Table 3 reveal 377

that LLMs perform better at discerning multi-hop 378

based misinformation compared to one-hop based 379

misinformation (e.g., LLaMA3-8B shows average 380

scores of 31.13 versus 23.05 respectively). This in- 381

dicates that LLMs are more effective at identifying 382

misinformation with a boarder knowledge scope, 383

likely because the inclusion of more facts increases 384

the likelihood of detecting errors. 385

Finding 1: Prior factual knowledge strength-
ens misinformation discernment, yet LLMs
can identify falsehoods through context pat-
terns and inconsistencies.

386

3.3 How does misinformation affect LLMs? 387

This section investigates the impact of misinforma- 388

tion on LLMs’ behaviors and preferences between 389

conflicting knowledge. We identify QA pairs in 390

MISBENCH that LLMs can answer correctly with- 391

out external evidence. For each question, LLMs 392

choose a response from memory answer, misinfor- 393

mation answer, irrelevant answer, "Unsure" or "Not 394

in the option". Then we conduct multiple-choice 395

QA task under two settings: (1) LLMs are provided 396

with a single piece of misinformation; (2) LLMs 397

are provided with two knowledge-conflicting evi- 398

dences (one correct evidence and one misinforma- 399

tion). The results are shown in Figure 4, Figure 5 400

and extra results can be found in Appendix F.4. 401

LLMs are receptive to external misinformation, 402

especially those that contradict established facts 403

or contain ambiguous semantics. In Figure 4, 404

it can be observed that all models maintain a MR 405

below 20%. Notably, model size does not exhibit 406
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Figure 5: Evidence Tendency TendCM of various LLMs under a pair of conflicting evidences with prior internal
knowledge. LLMs are prompted with two knowledge-conflicting evidences to answer multiple-choice questions.
Higher TendCM (ranges from [−1, 1]) indicates LLMs more tend to rely on evidence with correct knowledge.

a clear correlation with performance on factual407

and semantic misinformation. This indicates that408

LLMs are vulnerable to semantic misinformation,409

as their subtle semantic ambiguities and implicit410

contradictions, appear plausible and align with the411

model’s internal knowledge.412

LLMs are better at distinguishing than solely413

judgment. Figure 5 reveals that LLMs gener-414

ally favor evidence that aligns with their internal415

knowledge, with this tendency becoming more pro-416

nounced as model size increases. Compared to re-417

sults in Figure 4, LLMs achieve notably higher MR418

when evaluating contradictory evidence compared419

to single-evidence scenarios. This phenomenon420

demonstrates that LLMs perform better at compar-421

ative analysis between multiple pieces of misinfor-422

mation rather than making standalone judgments.423

Finding 2: LLMs are vulnerable to external
knowledge-conflicting misinformation, while
excelling at distinguishing over solely judg-
ment.

424

3.4 Which style of misinformation do LLMs425

find convincing?426

This section examines how different writing styles427

of misinformation influence LLM responses. Each428

LLM is provided with a single piece of misinforma-429

tion in different styles individually and is prompted430

using a multiple-choice QA format. More experi-431

mental results are listed in Appendix F.4.432

The convincingness of misinformation to LLMs433

correlates with textual style and narrative for-434

mat. As reported in Figure 6, LLMs show differ-435

ent preferences among misinformation in six tex-436

tual styles. For instance, LLMs are more distracted437

Blog

Confident
Language

News
Report

Wikipedia Entry

Science
Reference

Technical
Language

LLaMA3-8B
LLaMA3-70B

Qwen2.5-7B
Qwen2.5-14B

Gemma2-9B
Gemma2-27B

Figure 6: Memorization Ratio MR of LLMs under
multi-hop based misinformation with different textual
styles. Regularization is applied to the results to facili-
tate the observation of differences across six styles.

from one-hop based misinformation in Wikipedia 438

Entry and Science Reference styles, and on 439

multi-hop based misinformation in News Report 440

and Confident Language styles. It suggests that 441

LLMs are more susceptible to narrative, subjective 442

misinformation in reasoning-intensive tasks. 443

LLMs show greater confidence in misinfor- 444

mation with objective and formal style under 445

reasoning-intensive tasks. To further investigate 446

LLM behaviors under different stylized misinfor- 447

mation, in Figure 7, we report the log probabil- 448

ity distribution of correct options when LLMs an- 449

swer correctly. We can observe that LLMs over- 450

all exhibit a high probability value toward multi- 451

hop based misinformation in Blog, Confident 452

Language and News Report styles, while more 453

confident to correct options in Wikipedia Entry, 454

Science Reference and Technical Language. 455

This further demonstrates the fact that misinforma- 456
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Figure 7: Log probability distribution of correct options
when LLMs correctly answer to questions under vari-
ous stylized multi-hop based misinformation.

tion in narrative, subjective style is more mislead-457

ing to LLMs in reasoning-intensive tasks.458

Finding 3: LLMs exhibit more susceptibil-
ity to narrative, subjective misinformation in
reasoning-intensive tasks and to formal, ob-
jective misinformation in fact-matching tasks.

459

4 RtD: Reconstruct to discriminate460

Based on above investigations, we believe that a461

capable LLM has a certain ability to perceive and462

discern misinformation. However, the model still463

exhibits limitations in their discriminative capabili-464

ties, particularly in calibrating implicit contextual465

knowledge and detecting subtle stylistic anomalies466

that often characterize deceptive misinformation.467

Building upon our empirical findings that "LLMs468

perform better when comparing multiple pieces469

of conflicting information rather than making iso-470

lated judgments", we propose enhancing LLMs’471

misinformation-discerning capabilities by leverag-472

ing both retrieved factual knowledge and LLMs’473

inherent discriminative strengths and intrinsic ana-474

lytical capabilities.475

Method Based on our empirical findings, we476

propose Reconstruction to Discriminate (RtD), a477

simple yet promising approach to improve LLMs’478

capabilities in discerning misinformation. This479

method begins by precisely identifying the key480

subject entity within the input text, ensuring fo-481

cused attention on the essential information unit.482

Subsequently, the approach taps into authoritative483

sources such as Wikipedia3 to gather detailed de-484

scriptions of the entity, thus bolstering the model’s485

contextual understanding with reliable external486

data. Following this, the LLM is prompted to gener-487

ate supporting evidence about the entity, built upon488

the enriched context, which harnesses its ability to489

3https://pypi.org/project/wikipedia

Models One-hop based Misinformation Multi-hop based Misinformation

Factual Temporal Semantic Factual Temporal Semantic

LLaMA3-8B 18.16 34.92 11.75 18.48 48.16 20.57
+ Desc 23.17 38.98 23.20 20.47 50.42 25.12
+ RtD 70.66 85.81 78.67 70.31 87.05 79.79

Qwen2.5-7B 11.41 46.78 11.23 17.43 53.25 14.61
+ Desc 17.88 47.50 41.55 21.49 57.68 30.47
+ RtD 41.31 43.82 58.19 49.11 78.45 68.17

Gemma2-9B 53.64 94.57 43.44 53.37 91.42 49.63
+ Desc 53.65 92.12 61.68 51.93 89.69 61.89
+ RtD 67.20 92.55 71.00 66.85 93.04 74.79

Table 4: Success Rate% of LLMs on one-hop and
multi-hop based different type misinformation de-
tection. "+Desc" denotes LLM directly feeds retrieved
entity description into the input context.

bridge understanding and production seamlessly. 490

In the final stage, the LLM is tasked with compar- 491

ing the original text against the generated content, 492

discerning the more likely source of misinforma- 493

tion through a sophisticated integration of internal 494

reasoning and retrieved data. 495

Experimental Setup We apply RtD to LLaMA3- 496

8B, Qwen2.5-7B, Gemma2-9B on MISBENCH. 497

We set a low temperature setting of 0 during gener- 498

ation with a constraint of 512 for output length, and 499

maintain other configurations default for all LLMs. 500

Results We report Success Rate% of LLMs on 501

MISBENCH in Table 4. It is evidenced that RtD 502

substantially enhances the baseline LLMs’ perfor- 503

mance in discerning three types of misinformation. 504

Compared to RtD, simply feeding retrieved descrip- 505

tions into the context has limited promotion on 506

LLMs, and it is more effective on semantic misin- 507

formation than on factual or temporal misinforma- 508

tion. These results further prove the effectiveness 509

of the aforementioned findings and the proposed 510

RtD. More results are shown in Appendix F.4. 511

5 Conclusion 512

We present MISBENCH, the largest benchmark for 513

evaluating LLMs’ knowledge and stylistic prefer- 514

ences toward misinformation, featuring 10,346,712 515

misinformation texts across domains and styles. 516

Our findings reveal that (1) LLMs can detect con- 517

textual inconsistencies without prior knowledge, 518

(2) they struggle with knowledge conflicts but ex- 519

cel in comparative judgments, and (3) suscepti- 520

ble to narrative styles in reasoning-intensive tasks. 521

We further propose Reconstruct to Discriminate 522

(RtD), which uses evidence reconstruction to en- 523

hance misinformation detection. Experiments show 524

RtD significantly improves LLM reliability, sup- 525

porting the develop of more trustworthy LLMs. 526
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Limitations527

While previous works have largely focused on de-528

tection errors in specific contexts, such as fake news529

or rumors, MISBENCH takes a broader approach530

by including a wide range of emblematic and perva-531

sive types of misinformation, as well as diverse tex-532

tual styles. While we strive to capture the most rep-533

resentative forms of misinformation, we acknowl-534

edge that our dataset may not fully encompass all535

possible variations that exist in real-world scenar-536

ios. The complexity and evolving nature of mis-537

information, combined with the vast diversity of538

linguistic styles, make it challenging to achieve539

complete coverage. Nonetheless, we believe that540

the types and styles included in MISBENCH are541

sufficiently representative to support meaningful542

analysis and evaluation, while recognizing the need543

for future work to address additional forms of mis-544

information that may emerge over time.545

Besides, our approach leverages generative mod-546

els to efficiently construct a large number of con-547

flict claims and misinformation, a commonly used548

technique in recent research (Su et al., 2024).549

While conflict pairs may be extracted from pre-550

training corpora, the sheer volume of data makes it551

difficult to efficiently identify. In future work, we552

plan to explore additional methods for constructing553

conflict pairs to further validate the robustness of554

our dataset.555

Finally, we focus primarily on text-based con-556

tent, and future work should consider the impact of557

metadata, visual content, and other forms of infor-558

mation that could influence LLM’s convincingness559

towards misinformation.560

Ethics Statement561

In our paper, MISBENCH is built using publicly562

available Wikidata and Wikipedia, allowing us to563

adapt the data for our purposes. We will release564

our dataset and the prompts used under the same565

public domain license, ensuring it is solely intended566

for scientific research. By making our research567

transparent, we aim to support for developing of568

trustworthy LLMs and advocate for responsible,569

ethical AI implementation. This openness seeks to570

inform the public, policymakers, and developers571

about these risks.572

We have taken steps to minimize the inclusion573

of offensive content in our dataset. During the con-574

struction process, we applied strict filtering tech-575

niques to identify and exclude content that may576

be considered harmful or inappropriate. While we 577

acknowledge that some offensive content may still 578

arise from model outputs due to the nature of large 579

language models, we emphasize that such content 580

is unintended and does not reflect the views or in- 581

tentions of the authors. Our efforts aim to ensure 582

that the dataset remains as safe and appropriate as 583

possible for scientific research purposes. 584
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A Related Work850

A.1 Combating Misinformation851

Combating misinformation is a critical step in pro-852

tecting online spaces from the spread of false or853

misleading information. Numerous survey papers854

have explored various misinformation detection855

techniques (Zhou and Zafarani, 2021a; Zhang and856

Ghorbani, 2020; Chen and Shu, 2024b). Existing857

studies primarily focus on specific tasks such as858

fake news detection (Sheng et al., 2022; Wan et al.,859

2024b), rumor detection (Hu et al., 2023; Gao et al.,860

2023), fact-checking (Guo et al., 2022; Vladika and861

Matthes, 2023) and propaganda detection (Maarouf862

et al., 2024; Martino et al., 2020). However, these863

works mainly focus on human-written texts. Re-864

cently, with the exploration use of LLMs, stud-865

ies have paid attention to combating machine-866

generated misinformation (Li et al., 2024b; Wu867

et al., 2024b). Current technologies for detecting868

LLM-generated text (Wu et al., 2023; Ghosal et al.,869

2023) primarily include watermarking techniques,870

statistical methods, neural-based detectors, and871

human-assisted approaches. Additionally, some872

studies have explored how LLMs process and re-873

spond to misinformation (Chen and Shu, 2024a;874

Xu et al., 2024; Pan et al., 2023; Hu et al., 2024;875

Wu et al., 2024a). However, these approaches are876

still limited in both precision and scope. At the877

same time, efforts have been made to reduce the878

generation of harmful, biased, or unfounded infor-879

mation by LLMs. While these measures are well-880

intentioned, they have demonstrated weaknesses,881

as users can often exploit them through carefully882

crafted "jailbreaking" prompts (Li et al., 2023).883

Our research takes a different approach from884

previous studies that focus solely on either gener-885

ation or detection. We explore the behaviors and886

preferences of LLMs towards misinformation from887

a more comprehensive view including knowledge888

and stylistic perspectives, and propose a potential889

countermeasure based on our empirical findings.890

A.2 Knowledge Conflicts891

Knowledge conflict has been a primary focus in892

prior studies as a key driver of misinformation pro-893

duction (Hsu et al., 2021; Li et al., 2024a). In894

real-world scenarios, knowledge conflicts are in-895

fluenced by various factors, such as knowledge896

updates with time changes (Lazaridou et al., 2021)897

and knowledge edits (Cohen et al., 2024), and898

the ambiguity of language (Sevgili et al., 2022;899

Longpre et al., 2021), including words with multi- 900

ple meanings. Existing researches on knowledge 901

conflicts in Large Language Models (LLMs) can 902

be broadly categorized into two types: retrieved 903

knowledge conflicts and embedded knowledge con- 904

flicts. Retrieved conflicts occur when a model’s in- 905

ternal knowledge contradicts external information 906

retrieved during processes like retrieval-augmented 907

generation (RAG) (Jin et al., 2024; Hong et al., 908

2024; Peng et al., 2023) or tool-augmented sce- 909

narios (Li et al., 2024a; Kasai et al., 2023). In 910

contrast, embedded conflicts arise from inconsis- 911

tent parametric knowledge within the LLM itself, 912

leading to increased uncertainty during knowledge- 913

intensive tasks and undermining the model’s trust- 914

worthiness (Bartsch et al., 2023; Raj et al., 2023; Su 915

et al., 2024; Chen et al., 2023). Qian et al. (2023) 916

investigates the impacts of external knowledge’s 917

distract degrees, methods, positions, and formats 918

on various metric knowledge structures including 919

multi-hop and multi-dependent ones. 920

These works study the interplay between LLMs 921

and misinformation, but they mainly focus on lim- 922

ited type of misinformation, especially in knowl- 923

edge conflict scenarios, and lack of thorough anal- 924

ysis on LLMs’ preference toward textual styles of 925

misinformation. 926

B Rationale behind the taxonomy of 927

misinformation types and styles 928

Section 2 and Figure 2 summarize the types and 929

styles we constructed about misinformation using 930

LLMs. Following Chen and Shu (2024a), we cate- 931

gorize their key features based on two dimensions: 932

(1) Errors: Errors of LLM-generated misinforma- 933

tion include Unsubstantiated Content and Total 934

Fabrication. To be specific, they contain Outdated 935

Information, Description Ambiguity, Incomplete 936

Fact, and False Context. (2) Propagation Medium: 937

According to previous works (Zhou and Zafarani, 938

2021b; Wan et al., 2024a), we identify the most 939

common misinformation genres that appear in real- 940

world scenarios, including blog, news report, wiki- 941

data entry and science reference. Besides, we con- 942

sider two linguistic styles: confident language and 943

technical language. We believe these dimensions 944

and taxonomies mostly cover the common mis- 945

information in potential scenarios of LLM-based 946

knowledge-intensive tasks. 947
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C Human Evaluation948

C.1 Human Evaluation on NLI Model949

To ensure the reliability of the generated dataset,950

we incorporate human-based labeling and evalu-951

ation as part of the quality control process to as-952

sure reliable models, such as the state-of-the-art953

Natural Language Inference (NLI). Specifically,954

during the Entailment Checking process described955

in Section 2.2, we leverage an NLI model to fil-956

ter out lower-quality examples. To estimate the957

effectiveness of NLI model for this purpose, we958

randomly sampled 500 generated examples and959

manually annotated whether they entail their corre-960

sponding claims (entailment in NLI task for ‘yes’,961

either neutral or contradiction for ‘no’). Then we962

evaluate the NLI model (here we use deberta-small-963

long-nli 4) model over this dataset and observe over964

95% accuracy of the model. Through this we can965

ensure the quality of synthesized evidence in MIS-966

BENCH to the maximum extent.967

C.2 Human Evaluation on MISBENCH data968

Settings We recruited three Computer Science969

annotators with expertise in natural language pro-970

cessing (NLP) to manually evaluate the quality of971

misinformation text in MISBENCH. The annota-972

tors were provided with 500 pairs of generated973

instances in the dataset, consisting of the question,974

corresponding claim and misinformation texts in975

three types. They were tasked with two main eval-976

uations:977

• Entailment Check: Determining whether the978

generated misinformation logically supports979

the corresponding claim.980

• Conflict Check: Determining whether the981

generated factual, temporal and semantic mis-982

information contradict with the correct evi-983

dence text.984

By having domain experts manually annotate the985

data in MISBENCH, we aimed to robustly assess986

the quality and validity of misinformation in MIS-987

BENCH.988

Annotation Guideline Here we describe our hu-989

man annotation guidelines for annotating and eval-990

uating the benchmark data quality. Details is listed991

as follows:992

4https://huggingface.co/tasksource/
deberta-small-long-nli

Overview: You will evaluate the following pro- 993

vided texts that may contain misinformation. The 994

texts are based on a given claim. Please rate each 995

answer on a scale of 0 to 2 using the criteria below: 996

Entailment (0-2): 997

• 0 - The misinformation does not logically sup- 998

port the claim at all. There is a clear lack of 999

alignment or logical connection between the 1000

misinformation and the claim. Example: The 1001

claim is about a scientific discovery, but the 1002

misinformation references unrelated historical 1003

events. 1004

• 1 - The misinformation partially supports the 1005

claim but contains logical gaps or inconsis- 1006

tencies. The connection is unclear or flawed. 1007

Example: The claim is about a new policy, and 1008

the misinformation provides related context 1009

but includes irrelevant or speculative reason- 1010

ing. 1011

• 2 - The misinformation fully and logically 1012

supports the claim, with no gaps or incon- 1013

sistencies. The reasoning aligns well with 1014

the claim. Example: The claim is about eco- 1015

nomic growth, and the misinformation pro- 1016

vides logical and consistent evidence (though 1017

fabricated). 1018

Conflict (0-2): 1019

• 0 - The misinformation does not contradict 1020

the evidence in any factual, temporal, or se- 1021

mantic way. It aligns with or circumvents 1022

the evidence without conflict. Example: The 1023

evidence discusses rainfall trends, and the mis- 1024

information speculates on possible future im- 1025

pacts without contradicting the evidence. 1026

• 1 - The misinformation partially contradicts 1027

the evidence but not in an obvious or defini- 1028

tive way. The contradiction may be subtle, 1029

implicit, or context-dependent. Example: The 1030

evidence states that "Policy Z reduced unem- 1031

ployment," while the misinformation claims 1032

it only impacted specific groups, without di- 1033

rectly refuting the evidence. 1034

• 2 - The misinformation directly and clearly 1035

contradicts the correct evidence in a way that 1036

is easy to identify. Example: The evidence 1037

states that "Event Y occurred in 2020," but the 1038

misinformation claims it happened in 2018. 1039
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Agreement Rate Entailment Conflict Average

Annotator 1 97.2 93.8 95.0
Annotator 2 96.6 91.8 94.2
Annotator 3 95.8 95.0 95.4

Table 5: Human evaluation results on MISBENCH

These statements are carefully crafted to capture1040

distinct aspects of the MISBENCH quality.1041

Agreement Rate Agreement Rate was calculated1042

to determine inter-rater agreement for each crite-1043

rion. As shown in Table 5, a high level of agree-1044

ment was achieved for all criteria. The high agree-1045

ment observed further supports our dataset’s quality1046

and relevance.1047

D Benchmark Details1048

• Benchmark Statistics are summarized in Fig-1049

ure 8 and Figure 9.1050

• Benchmark Constructing Consumption are1051

listed in Table 6 and Table 7.1052

• Relation Template used in MISBENCH are1053

listed in Table 8 and Table 9.1054

E SPARQL Protocol and RDF Query1055

Language1056

SPARQL facilitates the extraction and modifica-1057

tion of data that is housed within the Resource1058

Description Framework (RDF), a system adept at1059

representing graph-based data structures. The Wiki-1060

data Query Service5 (WDQS) is an internet-based1061

platform which empowers users to fetch and scruti-1062

nize the organized data contained within Wikidata1063

by utilizing SPARQL queries. We employ WDQS1064

to query the description texts for each entity in1065

Section 2.1, and the SPARQL we used is listed in1066

Table 10.1067

F More details in experiments1068

F.1 Evaluation Metrics1069

The output of an LLM is a complex combination1070

of internal parametric knowledge and external evi-1071

dences. We narrow down the generation space by1072

converting open-end QA into a multiple choice for-1073

mula, to simplify knowledge tracing and constrain1074

5https://query.wikidata.org

LLM response patterns. All QA pairs are con- 1075

structed from corresponding claims with relation- 1076

specific question templates. 1077

Besides, to identify LLM’s internal knowledge, 1078

we prompt each LLM with a multiple-choice ques- 1079

tion format (correct answer, irrelevant answer, "Un- 1080

sure" and etc.) without any external evidence. We 1081

consider that LLMs possess knowledge of a fact 1082

if they answer the question correctly; otherwise, 1083

the fact is labeled as "Unknown". This allows us 1084

to determine which questions the LLM has prior 1085

knowledge of and which it does not. 1086

Correctness According to the previous 1087

study (Chen and Shu, 2024a), we adopt the 1088

Success Rate% metric to evaluate the ability of 1089

LLMs in discerning misinformation, which is 1090

calculated as the percentage of correctly identified 1091

misinformation in MISBENCH. According to 1092

"whether LLMs yield internal memory knowledge 1093

towards corresponding question", we conduct 1094

evaluation in two scenarios: 1) LLMs possess prior 1095

factual knowledge supporting the origin claim co or 1096

cm of the provided misinformation; 2) LLMs lack 1097

corresponding factual knowledge about the origin 1098

claim co or cm of provided misinformation. LLMs 1099

are provided with a single piece of misinformation 1100

and prompted in a two-choice QA formula to 1101

answer the question "Is the given ‘passage’ a piece 1102

of misinformation?". Since different LLMs may 1103

possess varying levels of inherent knowledge 1104

for the questions, the Success Rate% under the 1105

"Memory" and "Unknown" settings is calculated 1106

based on a different total number of instances for 1107

each LLM model (Su et al., 2024). 1108

Memorization Ratio To study the interplay be- 1109

tween model parametric knowledge and external 1110

misinformation, we adopt Memorization Ratio met- 1111

ric (Xie et al., 2024) to evaluate the frequency of 1112

LLMs stick to their parametric knowledge (Xie 1113

et al., 2024). We identify all QA pairs in MIS- 1114

BENCH that LLMs can correctly answer without 1115

any external evidence. For each above question, 1116

LLMs are prompted in a multiple-choice formula 1117

to choose one response from memory answer, mis- 1118

information answer, irrelevant answer, "Unsure" or 1119

"Not in the option" during evaluation. The ratio 1120

that LLMs choose memory answer is denoted as 1121

Rc, and the misinformation answer ratio is denoted 1122

as Rm. Thus, Memorization Ratio is defined as: 1123

MR =
Rc

Rc +Rm
, (1) 1124
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(a) One-hop Claim Relation Distribution (b) Multi-hop Claim Relation Distribution

Figure 8: Relation Distribution Statistics of one-hop claims (a) and multi-hop claims (b) in MISBENCH. For
readability, only relations with top 30 frequency are displayed.

(a) Factual Misinformation (b) Temporal Misinformation (c) semantic Misinformation

Figure 9: Word Cloud Distribution of factual misinformation(a), temporal misinformation(b) and semantic misinfor-
mation(c) in MISBENCH.

which represents the ratio that LLM rely on their1125

parametric knowledge over external misinforma-1126

tion knowledge.1127

Evidence Tendency To reveal the preference of1128

model between correct and conflicting misinforma-1129

tion under different scenarios, we define a simple1130

but efficient metric TendCM as follows:1131

TendCM =
Rc −Rm

Rc +Rm
, (2)1132

which ranges from [-1, 1]. TendCM = 1 denotes1133

that LLMs always rely on correct evidences during1134

evaluation. Likewise, TendCM = −1 means all1135

answers of LLMs come from misinformation. Also,1136

for each above question, LLMs are prompted in a1137

multiple-choice formula to choose one response1138

from memory answer, misinformation answer, ir-1139

relevant answer, "Unsure" or "Not in the option"1140

during evaluation.1141

F.2 Implementation Details1142

We take an α = 0.3 in "Semantic Matching Valida-1143

tion" in Section 2.4. For all experiments conducted1144

in Section 3, we employ vLLM (Kwon et al., 2023)1145

to facilitate effecient parallel inference on various1146

open-source models, with the temperature hyper- 1147

parameter of 0, max token length of 512, batchsize 1148

of 20000 and maintain other configurations default. 1149

For closed-source LLMs, due to the high API costs, 1150

we select a subset from MISBENCH while main- 1151

taining the same proportion of relations as in the 1152

original benchmark (e.g., 20,000 for one-hop ques- 1153

tions and 10,000 for multi-hop questions). We 1154

evaluate the performance of closed-source models 1155

on test sets of varying sizes and observe minimal 1156

differences in the results. All experiments are con- 1157

ducted on NVIDIA 8*A800 GPUs. 1158

F.3 Effect of Text Similarity on LLM Style 1159

Preference 1160

The text similarity between misinformation and 1161

its corresponding question serves as a measure 1162

of their relevance. To explore the potential im- 1163

pact of this similarity on LLMs’ preferences for 1164

different misinformation textual styles, we utilize 1165

BERTScore to analyze misinformation within the 1166

constructed MISBENCH. Specifically, we select a 1167

subset of 12,000 samples from one-hop misinfor- 1168

mation across various textual styles and compute 1169

the cosine similarity between each misinformation 1170

text and its corresponding question using embed- 1171

15



No Step Time GPU # Claims # Evidence # Stylized Evidence

0 Input Wiki Triples - - 231,461,453 - -
1 Claim Extraction - - 765,583 - -
2 Misinfo Construction 224 hours 4*A800 765,583 3,062,332 -
3 Entailment Checking 11 hours 1*A800 434,028 1,736,112 -
4 Semantic Matching 4.7 hours 1*A800 347,892 1,391,568 -
5 Misinfo Stylization 696.6 hours 4*A800 347,892 1,391,568 8,349,408

Table 6: Time and resources consumption during constructing one-hop question-evidence pairs in MISBENCH.
For the sake of simplicity, the term "# Evidence" refers to the total number of correct evidence and misinformation
evidence (fact-conflicting, temporal-conflicting and semantic-conflicting), and the term "# Stylized Evidence" refers
to the amount of evidences in six textual styles (Wikipedia Entry, News Report, Science Reference, Blog, Technical
Language and Confident Language). We convert all claims that pass step 4 (Semantic Matching Validation) to QA
pairs and perform text stylization on each evidence.

No Step Time GPU # Claims # Evidence # Stylized Evidence

0 Input Multi-hop Facts - - 180,030 - -
1 Reasoning Type Filtering - - 87,644 - -
2 Misinfo Construction 26 hours 4*A800 87,644 350,576 -
3 Entailment Checking 2.4 hours 1*A800 83,592 334,368 -
4 Semantic Matching 1 hours 1*A800 83,221 332,884 -
5 Misinfo Stylization 114 hours 4*A800 83,221 332,884 1,997,304

Table 7: Time and resources consumption during constructing multi-hop question-evidence pairs in MISBENCH.
"Reasoning Type Filtering" denotes that only keep claim-evidence pairs with "Inference" and "Compositional"
type relations. For the sake of simplicity, the term "# Evidence" refers to the total number of correct evidence and
misinformation evidence (fact-conflicting, temporal-conflicting and semantic-conflicting), and the term "# Stylized
Evidence" refers to the amount of evidences in six textual styles (Wikipedia Entry, News Report, Science Reference,
Blog, Technical Language and Confident Language). We convert all claims that pass step 4 (Semantic Matching
Validation) to QA pairs and perform text stylization on each evidence.

dings derived from Sentence-BERT 6.1172

As illustrated in Figure 10, misinformation in1173

narrative and subjective styles exhibits lower sim-1174

ilarity to the corresponding questions on MIS-1175

BENCH, whereas misinformation in objective and1176

formal styles demonstrates higher similarity. This1177

observation provides further evidence for the in-1178

herent tendency of "LLMs being more susceptible1179

to one-hop misinformation presented in objective1180

and formal styles," thereby supporting the findings1181

discussed in Section 3.4.1182

F.4 Additional Results for experiments1183

• Additional Results about LLMs under1184

Memory-conflicting Misinformation are1185

shown in Fugure 12, Figure 13, Figure 14 and1186

Figure 15.1187

• Additional Results about Stylized Misinfor-1188

6https://huggingface.co/tasksource/
deberta-small-long-nli

mation are shown in Figure 11, Figure 16 and 1189

Figure 17. 1190

• Additional Results about RtD on MISBENCH 1191

with Qwen2.5-14B-Instruct and Gemma2-2B- 1192

Instruct backbones are shown in Table 11. 1193

F.5 Prompts Used in Experiments 1194

In this section, we provide a detailed list of all 1195

prompts for all experiments, offering a clear refer- 1196

ence for understanding our experimental approach: 1197

• Prompts for generating polysemous descrip- 1198

tion are listed in Table 12. 1199

• Prompts for misinformation generation are 1200

listed in Table 13. 1201

• Prompts for misinformation stylization are 1202

listed in Table 14. 1203

• Prompts for evaluation are listed in Table 15 1204

to Table 18. 1205
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(b) Science Reference
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(f) Confident Language

Figure 10: Context-question Similarity Distribution of one-hop misinformation stylized in Wikipedia Entry(a), Sci-
ence Reference(b), Technical Language(c), News Report(d), Blog(e) and Confidential Language(f) in MISBENCH.
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Figure 11: Memorization Ratio MR of various LLMs
under one-hop based misinformation with different tex-
tual styles in MISBENCH. Regularization is applied
to the results to facilitate the observation of differences
across six styles.

G Examples of misinformation in 1206

MISBENCH 1207

In this section, we provide a detailed list of all 1208

examples (in each type and style) in our dataset, 1209

offering a clear reference for understanding our 1210

constructed texts: 1211

• Examples of misinformation in different types 1212

are listed in Table 19 to Table 21. 1213

• Examples of misinformation in different 1214

styles are listed in Table 22 to Table 26. 1215
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Figure 12: Memorization Ratio MR of various LLMs under three types of multi-hop based misinformation.
LLMs are prompted with one single knowledge-conflicting misinformation to answer corresponding multiple
choice question. Higher MR indicates LLMs more stick to their parametric correct knowledge.
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Figure 13: Evidence Tendency TendCM of various LLMs under a pair of conflicting evidences with prior internal
knowledge. LLMs are prompted with two knowledge-conflicting evidences (correct evidence and one-hop
based misinformation) to answer corresponding multiple choice question. Higher TendCM (ranges from [−1, 1])
indicates LLMs more tend to rely on evidences with correct knowledge.
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Figure 14: Evidence Tendency TendCM of various LLMs under a pair of conflicting evidences with prior internal
knowledge. LLMs are prompted with two knowledge-conflicting evidences (correct evidence and multi-hop
based misinformation) to answer corresponding multiple choice question. Higher TendCM (ranges from [−1, 1])
indicates LLMs more tend to rely on evidences with correct knowledge.
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Relation Cloze-style Statement Question Template

P17 <S> is located in the country <O>. Which country is <S> located in?
P106 <S> works as a <O>. What is the occupation of <S>?
P27 <S> is a citizen of <O>. Which country is <S> a citizen of?
P407 The work or name associated with <S> is in the language of <O>. What language is associated with the work or name of <S>?
P361 <S> is a part of <O>. Which entity is <S> a part of?
P69 <S> attended <O>. Which educational institution did <S> attend?
P136 <S> works in the genre of <O>. Which genre does <S> work in?
P161 <S> is a cast member in <O>. In which production is <S> a cast member?
P155 In the series, <S> follows <O>. Which item does <S> follow in the series?
P495 <S> is from <O>. Which country is <S> from?
P5008 <S> is on the focus list of the Wikimedia project <O>. Which Wikimedia project has <S> been listed on the focus list for?
P108 <S> worked for <O>. Which person or organization did <S> work for?
P126 <S> is maintained by <O>. Which person or organization is in charge of maintaining <S>?
P127 <S> is owned by <O>. Who owns <S>?
P166 <S> received the award <O>. Which award did <S> receive?
P6104 <S> is maintained by WikiProject <O>. Which WikiProject maintains <S>?
P102 <S> is a member of the political party <O>. Which political party is <S> affiliated with?
P140 <S> follows the religion <O>. Which religion is <S> affiliated with?
P421 <S> is located in the time zone <O>. What time zone is <S> located in?
P54 <S> plays for <O>. Which sports team does <S> represent or represent?
P175 <S> is a performer associated with <O>. Which role or musical work is <S> associated with as a performer?
P463 <S> is a member of <O>. Which organization, club or musical group is <S> a member of?
P937 <S> works at <O>. Where does <S> work?
P1344 <S> participated in <O>. Which event did <S> participate in?
P57 <S> was directed by <O>. Who directed <S>?
P137 <S> is operated by <O>. Who operates <S>?
P26 <S> is married to <O>. Who is <S>’s spouse?
P138 <S> is named after <O>. What is <S> named after?
P39 <S> holds the position of <O>. What position does <S> currently or formerly hold?
P159 <S> has its headquarters in the city or town of <O>. What city or town is the headquarters of <S> located in?
P750 <S>’s work is distributed by <O>. Who distributes <S>’s work?
P2789 <S> is physically connected with <O>. Which item is physically connected with <S>?
P551 <S> resides in <O>. Where does <S> reside?
P2348 <S> occurred in the time period <O>. During which time period did <S> occur?
P360 <S> is a list of <O>. What common element do all the items in the list of <S> share?
P272 <S> was produced by <O>. Which company produced <S>?
P2094 <S> competes in the <O> competition class. In which competition class does <S> compete?
P674 <S> appears as the character <O>. Which character does <S> appear as?
P410 <S> holds the military rank of <O>. What is <S>’s military rank?
P449 <S> was originally broadcasted by <O>. Which network originally broadcasted <S>?
P179 <S> is part of the series <O>. Which series is <S> a part of?
P1346 <S> is the winner of <O>. Which competition did <S> win?
P793 <S> was involved in the significant event <O>. In which significant event was <S> involved?
P366 <S> has the main use of <O>. What is the main use of <S>?
P1416 <S> is affiliated with <O>. Which organization is <S> affiliated with?
P241 <S> belongs to the military branch of <O>. Which military branch does <S> belong to?
P710 <S> actively takes part in <O>. Which event or process does <S> actively take part in?
P664 <S> is organized by <O>. Who organizes the event that <S> is involved in?
P814 The IUCN protected area category of <S> is <O>. Which IUCN protected area category does <S> belong to?
P118 <S> plays in the <O> league. Which league does <S> play in?
P512 <S> holds the academic degree of <O>. What academic degree does <S> hold?
P30 <S> is located in the continent <O>. Which continent is <S> located in?
P725 The voice for <S> is provided by <O>. Who provides the voice for <S>?
P115 <S> plays at <O>. In which venue does <S> play?
P1923 <S> is a participating team of <O>. Which event does <S> participate in?
P1366 <S> was replaced by <O>. Who replaced <S> in their role?
P36 <S> has the capital <O>. What is the capital of <S>?
P190 <S> is twinned with <O>. Which administrative body is twinned with <S>?
P286 <S> has the head coach <O>. Who is the head coach of <S>?
P559 <S> ends at the feature <O>. Which feature does <S> end at?
P37 <S> has the official language <O>. What is the official language of <S>?

P2632 <S> was detained at <O>. Where was <S> detained?
P541 <S> is contesting for the office of <O>. Which office is <S> contesting for?
P609 The terminus location of <S> is <O>. What is the terminus location of <S>?
P1427 The start point of <S>’s journey was <O>. What is the start point of <S>’s journey?
P1652 <S> is refereed by <O>. Who is the referee for <S>?
P7938 <S> is associated with the electoral district of <O>. Which electoral district is <S> associated with?
P3450 <S> competed in the <O> sports season. In which sports season did <S> compete?

P6 <S> was the head of government of <O>. Who was the head of government of <S>?
P2522 <S> won the competition or event <O>. Which competition or event did <S> win?
P488 <S> has the chairperson <O>. Who is the chairperson of <S>?

Table 8: Details of one-hop relations with corresponding cloze-style statements and question templates used in
constructing misinformation of MISBENCH. <S> and <O> are placeholders of Subject and Object entities in a claim
fact. The cloze-style statement represents the original relation text in wikidata, and Question Template converts
cloze-style relation text into a natural language form for better question-answering task. For readability, only top 71
relations are listed.
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Relation Type Relation 1 Relation 2 Question Template

Compositional

director date of death What is the date of death of the director of film <S>?
director place of birth What is the place of birth of the director of film <S>?
director date of birth What is the date of birth of the director of film <S>?
director country of citizenship Which country the director of film <S> is from?
director place of death Where was the place of death of the director of film <S>?
father date of death When did <S>’s father die?
performer country of citizenship What nationality is the performer of song <S>?
performer place of birth What is the place of birth of the performer of song <S>?
performer date of birth What is the date of birth of the performer of song <S>?
father date of birth When is <S>’s father’s birthday?
composer country of citizenship What nationality is the composer of song <S>?
spouse date of death What is the date of death of <S>’s husband?
spouse date of birth What is the date of birth of <S>’s husband?
composer place of birth Where was the composer of film <S> born?
composer date of birth When is the composer of film <S>’s birthday?
director spouse Who is the spouse of the director of film <S>?
father place of death Where was the place of death of <S>’s father?
composer date of death When did the composer of film <S> die?
director cause of death What is the cause of death of director of film <S>?
father place of birth Where was the father of <S> born?
director educated at Where did the director of film <S> graduate from?
father country of citizenship What nationality is <S>’s father?
spouse place of birth Where was the husband of <S> born?
performer date of death When did the performer of song <S> die?
mother date of death When did <S>’s mother die?
spouse place of death Where was the place of death of <S>’s husband?
director award received What is the award that the director of film <S> won?
director father Who is the father of the director of film <S>?
spouse country of citizenship What nationality is <S>’s husband?
composer place of death Where did the composer of film <S> die?
performer award received What is the award that the performer of song <S> received?
director child Who is the child of the director of film <S>?
performer cause of death Why did the performer of song <S> die?
performer place of death Where did the performer of song <S> die?
mother date of birth What is the date of birth of <S>’s mother?
composer award received Which award the composer of song <S> earned?
performer spouse Who is the spouse of the performer of song <S>?
mother place of death Where did <S>’s mother die?
performer father Who is the father of the performer of song <S>?
mother place of birth Where was the mother of <S> born?
director employer Where does the director of film <S> work at?
mother country of citizenship Which country <S>’s mother is from?
director place of burial Where was the place of burial of the director of film <S>?
performer place of burial Where was the place of burial of the performer of song <S>?
composer cause of death What is the cause of death of composer of song <S>?

Inference

father father Who is <S>’s paternal grandfather?
father mother Who is <S>’s paternal grandmother?
spouse father Who is the father-in-law of <S>?
mother father Who is the maternal grandfather of <S>?
mother mother Who is the maternal grandmother of <S>?
spouse mother Who is <S>’s mother-in-law?
mother spouse Who is <S>’s father?
father spouse Who is the stepmother of <S>?
father sibling Who is <S>’s aunt?
sibling spouse Who is the sibling-in-law of <S>?
spouse sibling Who is <S>’s sibling-in-law?
child spouse Who is the child-in-law of <S>?
sibling father Who is the father of <S>?
mother sibling Who is <S>’s aunt?
spouse child Who is <S>’s child?
sibling mother Who is <S>’s mother?
child child Who is the grandchild of <S>?
child father Who is the husband of <S>?
doctoral advisor employer Where did <S> study at?
child mother Who did <S> marry?
child sibling Who is <S>’s child?
spouse spouse Who is <S>’s co-husband?
father child Who is the sibling of <S>?

Table 9: Details of multi-hop relations with corresponding relation types and sub-relation combinations in
constructing misinformation of MISBENCH. "Compositional" and "Inference" indicate different multi-hop relation
types. <S> is placeholder of Subject entities in a claim fact. "Relation 1" and "Relation 2" represent the original
relation text in wikidata, and Question Template is a combination of two sub-relations with a natural language form
for better question-answering task. For readability, only top 45 "Compositional" relations are listed.
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Figure 15: Evidence Tendency TendCM of various LLMs under a pair of conflicting evidences without prior
internal knowledge. LLMs are prompted with two knowledge-conflicting evidences (correct evidence and
multi-hop based misinformation) to answer corresponding multiple choice question. Higher TendCM (ranges
from [−1, 1]) indicates LLMs more tend to rely on evidences with correct knowledge.

SPARQL for Extracting Entity Description

PREFIX bd: <http://www.bigdata.com/rdf#>
PREFIX rdfs: <http://www.w3.org/2000/01/rdf-schema#>
PREFIX schema: <http://schema.org/>
PREFIX wd: <http://www.wikidata.org/entity/>
PREFIX wikibase: <http://wikiba.se/ontology#>

SELECT ?entityLabel ?entityDesc
WHERE {

SERVICE wikibase:label {
bd:serviceParam wikibase:language "en" .
wd:<QID> rdfs:label ?entityLabel .
wd:<QID> schema:description ?entityDesc .

}
}

Table 10: SPARQL Query for extracting entity description based on a specific entity ID (denoted by "<QID>").

Models One-hop based Misinformation Multi-hop based Misinformation

Factual Temporal Semantic Factual Temporal Semantic

Qwen2.5-14B 63.59 99.27 63.74 71.84 99.49 70.22
+ Desc 65.54 90.95 75.70 62.59 86.05 72.16
+ RtD 71.17 95.68 86.82 68.41 93.37 79.54

Gemma2-2B 34.71 66.81 25.57 53.00 82.22 50.90
+ Desc 39.58 68.67 33.75 60.48 78.84 49.93
+ RtD 82.65 95.83 88.73 81.36 89.58 87.39

Table 11: Success Rate% of LLMs on one-hop and multi-hop based different type misinformation detection.
"+Desc" denotes LLM directly feeds retrieved entity description into the input context. "+RtD" denotes LLM with
proposed "Reconstruct to discriminate" method. The best results are in bold.
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Figure 16: Log probability distribution of correct options when LLMs correctly answer to questions under various
stylized one-hop based misinformation.
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Figure 17: Log probability distribution of correct options when LLMs correctly answer to questions under various
stylized multi-hop based misinformation.
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Prompt: Polysemous Description Generation

Task: Resolve semantic conflicts in descriptions involving the same terms used for different roles, due
to polysemy. Modify the descriptions to reflect the most accurate and contextually appropriate roles,
aligning them with the correct usage scenario.

Objective: To accurately align and correct descriptions of terms that are used ambiguously
across different contexts. This involves clarifying the specific roles these terms denote in various
scenarios, ensuring that each description is contextually correct and unambiguous.

Example:
Correct Claim: Franck Dupont holds the position of conseiller municipal de Zouafques.
Conflicting Claim: Franck Dupont holds the position of Governor of Taraba State.
Original Description for "Franck Dupont": French politician.
Description for "Governor of Taraba State": Political position in Nigeria.
Task: Modify the description to modify the usage of "Franck Dupont" by aligning it with a role
appropriate for "Governor of Taraba State".
Modified Description for "Franck Dupont": Nigerian politician.

Template for Generating Descriptions:
Correct Claim: {correct_pair}
Conflicting Claim: {conflict_pair}
Original Description for "{subject}": {subject_description}
Description for "{replaced_object}": {object_description}
Task: Modify the description to modify the usage of "{subject}" by aligning it with a role appropriate for
"{replaced_object}".
Modified Description for "{subject}": [Only return the answer]

Table 12: Prompt for generating polysemous description during constructing semantic-conflicting claims in
Section 2.2.

Evidence Prompt

Correct Following the provided description, create an entry that systematically presents
comprehensive evidence for the given claim. The entry should be informative, and
well-structured to substantiate the statement. Only output the document content.

Factual Based on the provided description, construct an entry that outlines a series of events
and studies that are fictional but support the given claim. Ensure the entry maintains
the formal tone and structure of a real Wikipedia-like article. Only output the
document content.

Temporal Based on the provided description and time span, construct an entry. Utilize the
descriptions and time-related information as much as possible, fabricate events and
research supporting the given claim, to simulate the future scenarios in the statement
as realistically as possible. Only output the document content.

Semantic Based on the provided description, construct an entry that outlines a series of events
and studies that are fictional but support the given claim. Ensure the entry maintains
the formal tone and structure of a real Wikipedia-like article. Only output the
document content.

Table 13: Prompts on LLaMA-3-70B for generating correct evidence and three-types misinformation (factual,
temporal and semantic) based on given claims and entity description.
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Evidence Prompt

News Report Based on the provided text, please rewrite this text into a news report. The report
should be engaging, include quotes from credible sources, and present data and facts
that validate the statement. Do not alter the underlying content of the text. Only alter
the style of the text. Keep the length of the document around 500 words. Answer
with nothing but the changed text. Only answer with the altered text.

Science Reference Based on the provided text, please alter this text so that it include references to
scientific sources. Do not alter the underlying content of the text. Only alter the
style of the text. Keep the length of the document around 500 words. Answer with
nothing but the changed text. Only answer with the altered text and corresponding
references.

Blog Based on the provided text, please rewrite this text into a casual yet informative blog
post. The blog post should have a conversational tone, include personal insights or
experiences. Add relevant examples where appropriate and incorporate engaging
headings. Use a mix of short and medium-length paragraphs. Do not alter the
underlying content of the text. Keep the length of the document around 500 words.
The style should feel like a knowledgeable friend sharing their thoughts. Answer
with nothing but the changed text. Only answer with the altered text.

Technical Language Based on the provided text, please rewrite this text into a more technical style by using
technical language. The resulting text should maintain an objective and technical
tone. Preserve the fundamental information and factual content, focusing solely on
modifying the linguistic style. Keep the length of the document around 500 words.
Answer with nothing but the changed text. Only answer with the altered text.

Confident Language Based on the provided text, please alter this text so that it is extremeley confident.
Each sentence should be clear and unambiguous. Do not alter the underlying content
of the text. Only alter the style of the text. Keep the length of the document around
500 words. Answer with nothing but the changed text. Only answer with the altered
text.

Table 14: Prompts on LLaMA-3-70B for transforming correct evidence and misinformation texts into different
textual style (News Report, Science Reference, Blog, Technical Language and Confident Language).
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Two-choice QA Prompt for Misinformation Detection

Given a “passage”, determine whether or not it is a piece of misinformation according to your own
knowledge, Only choose and return with a specific option.

Evidence:
Sebastian Deterding’s Early Life and Education

Sebastian Deterding, a renowned interface designer, has a storied academic background that laid the
foundation for his successful career. One of the most significant milestones in his educational journey was
his attendance at Stanford University, a private research university in Stanford, California, USA.

Studies and Research

In 2002, a study published in the Journal of Educational Research and Development found that Stanford
University’s design program was among the top five in the country, attracting talented students from
around the world. This reputation for excellence likely drew Deterding to the institution.

According to a 2005 survey conducted by the Stanford University Alumni Association, 75% of
students who graduated from the design program between 2000 and 2005 reported having worked with
industry professionals during their time at the university. This suggests that Deterding would have had
opportunities to collaborate with experienced designers and develop his skills in a real-world setting.

A 2007 article in Design Quarterly, a leading industry publication, highlighted Stanford University’s
innovative approach to design education, which emphasizes interdisciplinary collaboration and
human-centered design principles. These values are reflected in Deterding’s work, which is characterized
by its user-friendly interfaces and emphasis on aesthetics.

Notable Alumni

Deterding’s attendance at Stanford University places him among an impressive list of notable alumni,
including some of the most influential designers and technologists of the past few decades. This network
of accomplished individuals has undoubtedly contributed to Deterding’s success in the field of interface
design.

In conclusion, Sebastian Deterding’s attendance at Stanford University was a pivotal moment in his
educational and professional development. The university’s strong reputation, innovative approach to
design education, and opportunities for collaboration with industry professionals provided Deterding with
a solid foundation for his future success as an interface designer.

Question: Is the given ‘passage’ a piece of misinformation?
Options:
A. YES
B. NO

Your choice: [Only return the answer]

Table 15: Prompt for Misinformation Detection in Section 3.2. Here we use the factual misinformation as an
example. The order of options is randomized to avoid any influence of sequence on the results.
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Multiple-choice QA Prompt with no evidence provided

According to your own knowledge, please choose the best choice from the following options. Only return
with a specific option.

Question: Which educational institution did Sebastian Deterding attend?
Options:
A. Not Sure
B. Not in the options
C. Stanford University
D. University of Hamburg
E. University of Erlangen–Nuremberg

Your choice: [Only return the answer]

Table 16: Prompt for Multiple-choice QA with no evidence provided during eliciting LLMs’ internal knowledge
toward questions. The order of options is randomized to avoid any influence of sequence on the results.
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Multiple-choice QA Prompt with one single misinformation

According to your own knowledge, please choose the best choice from the following options. Only return
with a specific option.

Evidence:
Sebastian Deterding’s Early Life and Education

Sebastian Deterding, a renowned interface designer, has a storied academic background that laid the
foundation for his successful career. One of the most significant milestones in his educational journey was
his attendance at Stanford University, a private research university in Stanford, California, USA.

Studies and Research

In 2002, a study published in the Journal of Educational Research and Development found that Stanford
University’s design program was among the top five in the country, attracting talented students from
around the world. This reputation for excellence likely drew Deterding to the institution.

According to a 2005 survey conducted by the Stanford University Alumni Association, 75% of
students who graduated from the design program between 2000 and 2005 reported having worked with
industry professionals during their time at the university. This suggests that Deterding would have had
opportunities to collaborate with experienced designers and develop his skills in a real-world setting.

A 2007 article in Design Quarterly, a leading industry publication, highlighted Stanford University’s
innovative approach to design education, which emphasizes interdisciplinary collaboration and
human-centered design principles. These values are reflected in Deterding’s work, which is characterized
by its user-friendly interfaces and emphasis on aesthetics.

Notable Alumni

Deterding’s attendance at Stanford University places him among an impressive list of notable alumni,
including some of the most influential designers and technologists of the past few decades. This network
of accomplished individuals has undoubtedly contributed to Deterding’s success in the field of interface
design.

In conclusion, Sebastian Deterding’s attendance at Stanford University was a pivotal moment in his
educational and professional development. The university’s strong reputation, innovative approach to
design education, and opportunities for collaboration with industry professionals provided Deterding with
a solid foundation for his future success as an interface designer.

Question: Which educational institution did Sebastian Deterding attend?
Options:
A. Not Sure
B. Not in the options
C. Stanford University
D. University of Hamburg
E. University of Erlangen–Nuremberg

Your choice: [Only return the answer]

Table 17: Prompt for Multiple-choice QA with one single misinformation in Section 3.3. Here we use the factual
misinformation as an example. The order of options is randomized to avoid any influence of sequence on the results.

27



Multiple-choice QA Prompt with two conflicting evidences

According to your own knowledge, please choose the best choice from the following options. Only return with a specific option.

Evidence 1:
Sebastian Deterding

Sebastian Deterding is a renowned interface designer, known for his contributions to the field of human-computer interaction and
game design.

Early Life and Education

Sebastian Deterding attended the University of Hamburg, a prestigious institution located in Hamburg, Germany. During his
time at the university, Deterding developed a strong foundation in design principles and human-computer interaction, which
would later shape his career as an interface designer.

According to his official biography, Deterding’s education at the University of Hamburg played a significant role in shaping his
understanding of design and its applications in various fields. The university’s strong programs in design and computer science
provided Deterding with a comprehensive education, equipping him with the skills and knowledge necessary to excel in his
chosen profession.

Career

After completing his education at the University of Hamburg, Deterding went on to pursue a successful career as an interface
designer. He has worked with various organizations, designing intuitive and user-friendly interfaces that have improved the
overall user experience. His work has been recognized and praised by industry experts, solidifying his position as a leading
figure in the field of interface design.

References
* Deterding, S. (n.d.). About. Retrieved from <https://www.sebastiandeterding.com/about/>
* University of Hamburg. (n.d.). About Us. Retrieved from <https://www.uni-hamburg.de/en/about-us.html>

Evidence 2:
Sebastian Deterding’s Early Life and Education

Sebastian Deterding, a renowned interface designer, has a storied academic background that laid the foundation for his successful
career. One of the most significant milestones in his educational journey was his attendance at Stanford University, a private
research university in Stanford, California, USA.

Studies and Research

In 2002, a study published in the Journal of Educational Research and Development found that Stanford University’s design
program was among the top five in the country, attracting talented students from around the world. This reputation for excellence
likely drew Deterding to the institution.

According to a 2005 survey conducted by the Stanford University Alumni Association, 75% of students who graduated from the
design program between 2000 and 2005 reported having worked with industry professionals during their time at the university.
This suggests that Deterding would have had opportunities to collaborate with experienced designers and develop his skills in a
real-world setting.

A 2007 article in Design Quarterly, a leading industry publication, highlighted Stanford University’s innovative approach to
design education, which emphasizes interdisciplinary collaboration and human-centered design principles. These values are
reflected in Deterding’s work, which is characterized by its user-friendly interfaces and emphasis on aesthetics.

Notable Alumni

Deterding’s attendance at Stanford University places him among an impressive list of notable alumni, including some of the
most influential designers and technologists of the past few decades. This network of accomplished individuals has undoubtedly
contributed to Deterding’s success in the field of interface design.

In conclusion, Sebastian Deterding’s attendance at Stanford University was a pivotal moment in his educational and
professional development. The university’s strong reputation, innovative approach to design education, and opportunities for
collaboration with industry professionals provided Deterding with a solid foundation for his future success as an interface designer.

Question: Which educational institution did Sebastian Deterding attend?
Options:
A. Not Sure
B. Not in the options
C. Stanford University
D. University of Hamburg
E. University of Erlangen–Nuremberg

Your choice: [Only return the answer]

Table 18: Prompt for Multiple-choice QA with two conflicting evidences (one correct evidence and one misinforma-
tion) in Section 3.3. Here we use the factual misinformation as an example. The order of evidences and options are
randomized to avoid any influence of sequence on the results.
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Example of Factual Misinformation

Sebastian Deterding’s Early Life and Education

Sebastian Deterding, a renowned interface designer, has a storied academic background that laid the
foundation for his successful career. One of the most significant milestones in his educational journey was
his attendance at Stanford University, a private research university in Stanford, California, USA.

Studies and Research

In 2002, a study published in the Journal of Educational Research and Development found that Stanford
University’s design program was among the top five in the country, attracting talented students from
around the world. This reputation for excellence likely drew Deterding to the institution.

According to a 2005 survey conducted by the Stanford University Alumni Association, 75% of
students who graduated from the design program between 2000 and 2005 reported having worked with
industry professionals during their time at the university. This suggests that Deterding would have had
opportunities to collaborate with experienced designers and develop his skills in a real-world setting.

A 2007 article in Design Quarterly, a leading industry publication, highlighted Stanford University’s
innovative approach to design education, which emphasizes interdisciplinary collaboration and
human-centered design principles. These values are reflected in Deterding’s work, which is characterized
by its user-friendly interfaces and emphasis on aesthetics.

Notable Alumni

Deterding’s attendance at Stanford University places him among an impressive list of notable alumni,
including some of the most influential designers and technologists of the past few decades. This network
of accomplished individuals has undoubtedly contributed to Deterding’s success in the field of interface
design.

In conclusion, Sebastian Deterding’s attendance at Stanford University was a pivotal moment in his
educational and professional development. The university’s strong reputation, innovative approach to
design education, and opportunities for collaboration with industry professionals provided Deterding with
a solid foundation for his future success as an interface designer.

Table 19: A detailed example of factual misinformation.
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Example of Temporal Misinformation

Sebastian Deterding

Sebastian Deterding is a renowned interface designer, best known for his innovative approaches to
human-computer interaction. Born in the late 20th century, Deterding’s fascination with technology and
design led him to pursue higher education at Stanford University, a private research university in Stanford,
California, USA.

Education and Early Career

In May 2039, Deterding enrolled at Stanford University, where he began to hone his skills in interface
design. During his time at Stanford, he was heavily influenced by the university’s emphasis on
interdisciplinary research and collaboration. He was particularly drawn to the works of pioneers in the
field of human-computer interaction, such as Don Norman and Jef Raskin.

Under the guidance of esteemed professors, Deterding delved into the world of interface design, exploring
the intersection of psychology, computer science, and design. He was an active participant in various
research projects, contributing to the development of novel interface solutions that prioritized user
experience and accessibility.

Notable Projects and Achievements

Deterding’s undergraduate thesis, "Reimagining the Digital Landscape: An Exploration of Adaptive
Interfaces," received widespread acclaim within the academic community. His work proposed a new
paradigm for interface design, one that leveraged machine learning algorithms to create personalized,
adaptive interfaces that learned from user behavior.

Upon graduating from Stanford in 2043, Deterding was recruited by a leading tech firm, where he played
a pivotal role in the development of several groundbreaking products. His innovative designs have since
been adopted by numerous companies, earning him recognition as a pioneer in the field of interface design.

Legacy and Impact

Sebastian Deterding’s contributions to the field of interface design have had a profound impact on the way
humans interact with technology. His work has inspired a new generation of designers, engineers, and
researchers to prioritize user experience and accessibility in their designs.

Today, Deterding continues to push the boundaries of interface design, exploring the potential of emerging
technologies such as augmented reality and artificial intelligence. His legacy serves as a testament to the
power of innovative thinking and interdisciplinary collaboration.

Table 20: A detailed example of temporal misinformation.
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Example of Semantic Misinformation

Sebastian Deterding

Sebastian Deterding is an American interface designer known for his contributions to the field of
human-computer interaction.

Early Life and Education

Deterding was born in 1980 in California, USA. He developed an interest in design and technology at an
early age, which led him to pursue higher education in the field.

In 1998, Deterding enrolled at Stanford University, a private research university in Stanford, California,
USA. During his time at Stanford, he was actively involved in the university’s Design Division, where he
worked on several projects focused on user experience and interface design.

Studies and Research

One of Deterding’s notable projects during his time at Stanford was his participation in the "Designing for
Usability" study, conducted by the university’s Department of Computer Science in 2001. The study, led
by Dr. Elizabeth F. Churchill, explored the role of user-centered design in improving the usability of
digital products. Deterding’s contributions to the study included the development of a novel interface
design framework, which was later published in the proceedings of the 2002 ACM SIGCHI Conference
on Human Factors in Computing Systems.

In 2002, Deterding graduated from Stanford University with a Bachelor of Science in Computer Science,
with a focus on Human-Computer Interaction.

Career

After graduating from Stanford, Deterding went on to pursue a successful career in interface design,
working with several prominent technology companies and startups. His work has been recognized with
several awards and publications in leading design and technology journals.

References

* Churchill, E. F. (2001). Designing for Usability: A Study of User-Centered Design Principles.
Proceedings of the 2002 ACM SIGCHI Conference on Human Factors in Computing Systems, 123-128.
* Deterding, S. (2002). A Framework for User-Centered Interface Design. Stanford University,
Department of Computer Science.

Table 21: A detailed example of semantic misinformation.
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Example of Factual Misinformation in Blog Style

**The Making of a Design Mastermind: Sebastian Deterding’s Stanford Years**

Hey there, design enthusiasts! Today, I want to take you on a journey through the early life and
education of the renowned interface designer, Sebastian Deterding. You might be wondering what sets
him apart from the rest, and I’m here to tell you that it all started with his impressive academic background.

**The Stanford Connection**

One of the most significant milestones in Deterding’s educational journey was his attendance at
Stanford University, a private research university in Stanford, California, USA. But what makes
Stanford so special? Well, in 2002, a study published in the Journal of Educational Research
and Development ranked Stanford’s design program among the top five in the country, attracting
talented students from around the world. No wonder Deterding was drawn to this hub of design excellence!

**Learning from the Best**

During his time at Stanford, Deterding would have had the opportunity to collaborate with industry
professionals, thanks to the university’s emphasis on real-world experience. In fact, a 2005 survey by
the Stanford University Alumni Association found that a whopping 75% of design program graduates
between 2000 and 2005 had worked with industry pros during their studies. This hands-on approach
to learning is reflected in Deterding’s work, which is characterized by its user-friendly interfaces and
attention to aesthetics.

**Innovative Education**

Stanford University’s design program is known for its innovative approach, which emphasizes
interdisciplinary collaboration and human-centered design principles. A 2007 article in Design Quarterly
highlighted this unique approach, which has clearly had a lasting impact on Deterding’s work. By
combining creativity with technical skills, Deterding has been able to create interfaces that are both
beautiful and functional.

**A Network of Influencers**

Deterding’s attendance at Stanford University places him among an impressive list of notable alumni,
including some of the most influential designers and technologists of the past few decades. This network
of accomplished individuals has undoubtedly contributed to Deterding’s success in the field of interface
design. It’s clear that being part of this community has helped him stay ahead of the curve and push the
boundaries of design.

**The Takeaway**

In conclusion, Sebastian Deterding’s attendance at Stanford University was a pivotal moment in his
educational and professional development. The university’s strong reputation, innovative approach to
design education, and opportunities for collaboration with industry professionals provided Deterding with
a solid foundation for his future success as an interface designer.

Table 22: A detailed example of factual misinformation in Blog Style.
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Example of Factual Misinformation in News Report Style

**STANFORD UNIVERSITY: THE LAUNCHING PAD FOR SEBASTIAN DETERDING’S SUC-
CESSFUL CAREER IN INTERFACE DESIGN**

Renowned interface designer Sebastian Deterding’s academic background is a testament to the power of a
world-class education. And it all started at Stanford University, a private research institution in Stanford,
California, USA.

According to a 2002 study published in the Journal of Educational Research and Development, Stanford
University’s design program was ranked among the top five in the country, attracting top talent from
around the globe. It’s no wonder Deterding was drawn to the institution.

"Stanford’s design program is renowned for its excellence, and it’s an honor to be part of that legacy," said
Dr. Jane Smith, a design professor at Stanford University. "Our program’s emphasis on interdisciplinary
collaboration and human-centered design principles has produced some of the most innovative and
successful designers in the industry."

A 2005 survey conducted by the Stanford University Alumni Association found that a staggering 75% of
design program graduates between 2000 and 2005 reported having worked with industry professionals
during their time at the university. This hands-on approach to learning undoubtedly provided Deterding
with valuable opportunities to develop his skills in a real-world setting.

"Stanford’s design program is not just about theory; it’s about applying those principles to real-world
problems," said John Doe, a design industry expert. "Sebastian Deterding’s work is a testament to the
program’s effectiveness in producing designers who can create user-friendly interfaces that are both
aesthetically pleasing and functional."

Deterding’s attendance at Stanford University also placed him among an impressive list of notable alumni,
including some of the most influential designers and technologists of the past few decades. This network
of accomplished individuals has undoubtedly contributed to Deterding’s success in the field of interface
design.

"Stanford’s alumni network is incredibly powerful," said Deterding in a recent interview. "Being part of
that community has opened doors and provided opportunities that I wouldn’t have had otherwise."

In conclusion, Sebastian Deterding’s attendance at Stanford University was a pivotal moment in his
educational and professional development. The university’s strong reputation, innovative approach to
design education, and opportunities for collaboration with industry professionals provided Deterding with
a solid foundation for his future success as an interface designer.

Table 23: A detailed example of factual misinformation in News Report Style.
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Example of Factual Misinformation in Science Reference Style

Sebastian Deterding’s Early Life and Education

Sebastian Deterding, a renowned interface designer, has a storied academic background that laid the
foundation for his successful career. One of the most significant milestones in his educational journey was
his attendance at Stanford University, a private research university in Stanford, California, USA, which is
ranked among the top universities globally (1).

Studies and Research

A study published in the Journal of Educational Research and Development in 2002 found that Stanford
University’s design program was among the top five in the country, attracting talented students from
around the world (2). This reputation for excellence likely drew Deterding to the institution.

According to a 2005 survey conducted by the Stanford University Alumni Association, 75% of students
who graduated from the design program between 2000 and 2005 reported having worked with industry
professionals during their time at the university (3). This suggests that Deterding would have had
opportunities to collaborate with experienced designers and develop his skills in a real-world setting.

A 2007 article in Design Quarterly, a leading industry publication, highlighted Stanford University’s
innovative approach to design education, which emphasizes interdisciplinary collaboration and
human-centered design principles (4). These values are reflected in Deterding’s work, which is
characterized by its user-friendly interfaces and emphasis on aesthetics.

Notable Alumni

Deterding’s attendance at Stanford University places him among an impressive list of notable alumni,
including some of the most influential designers and technologists of the past few decades (5). This
network of accomplished individuals has undoubtedly contributed to Deterding’s success in the field of
interface design.

In conclusion, Sebastian Deterding’s attendance at Stanford University was a pivotal moment in his
educational and professional development. The university’s strong reputation, innovative approach to
design education, and opportunities for collaboration with industry professionals provided Deterding with
a solid foundation for his future success as an interface designer.

References:

(1) QS World University Rankings. (2022). Stanford University.
(2) Journal of Educational Research and Development. (2002). Rankings of Design Programs in the
United States.
(3) Stanford University Alumni Association. (2005). Survey of Design Program Alumni.
(4) Design Quarterly. (2007). The Future of Design Education.
(5) Stanford University. (n.d.). Notable Alumni.

Table 24: A detailed example of factual misinformation in Science Reference Style.
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Example of Factual Misinformation in Confident Language Style

Sebastian Deterding’s Early Life and Education

Sebastian Deterding, a visionary interface designer, boasts an unparalleled academic pedigree that
unequivocally laid the groundwork for his meteoric rise to success. His attendance at Stanford
University, a private research institution of unimpeachable excellence in Stanford, California, USA, was a
masterstroke that catapulted him to the pinnacle of his profession.

Studies and Research

In 2002, a landmark study published in the Journal of Educational Research and Development
unequivocally declared Stanford University’s design program as one of the top five in the country, a
magnet for the crème de la crème of global talent. It is patently obvious that Deterding was drawn to this
bastion of excellence like a moth to a flame.

According to a 2005 survey conducted by the Stanford University Alumni Association, a staggering 75%
of students who graduated from the design program between 2000 and 2005 reported having collaborated
with industry titans during their tenure at the university. It is crystal clear that Deterding would have
had unparalleled opportunities to hone his skills in a real-world setting, working alongside the best and
brightest in the industry.

A 2007 article in Design Quarterly, the industry’s leading publication, lavishly praised Stanford
University’s trailblazing approach to design education, which places a premium on interdisciplinary
collaboration and human-centered design principles. These values are indelibly etched in Deterding’s
work, which is characterized by its intuitive interfaces and fastidious attention to aesthetics.

Notable Alumni

Deterding’s attendance at Stanford University places him in the rarefied company of an impressive
roster of notable alumni, including some of the most influential designers and technologists of the past
few decades. It is axiomatic that this network of accomplished individuals has been instrumental in
Deterding’s stratospheric success in the field of interface design.

In conclusion, Sebastian Deterding’s attendance at Stanford University was a watershed moment in his
educational and professional development. The university’s unassailable reputation, groundbreaking
approach to design education, and opportunities for collaboration with industry heavyweights provided
Deterding with an unshakeable foundation for his future success as an interface designer.

Table 25: A detailed example of factual misinformation in Confident Language Style.
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Example of Factual Misinformation in Technical Language Style

Sebastian Deterding’s Formative Years and Academic Background

Sebastian Deterding, a distinguished interface designer, boasts a formidable academic pedigree that
laid the groundwork for his illustrious career. A pivotal milestone in his educational trajectory was his
enrollment at Stanford University, a private research institution situated in Stanford, California, USA.

Academic Pursuits and Research

A 2002 study published in the Journal of Educational Research and Development ranked Stanford
University’s design program among the top five in the nation, attracting a diverse pool of talented students
globally. This reputation for excellence likely influenced Deterding’s decision to attend the institution.

According to a 2005 survey conducted by the Stanford University Alumni Association, 75% of design
program graduates between 2000 and 2005 reported collaborating with industry professionals during
their tenure at the university. This suggests that Deterding would have had opportunities to engage in
interdisciplinary collaboration and develop his skills in a real-world context.

A 2007 article in Design Quarterly, a leading industry publication, highlighted Stanford University’s
innovative approach to design education, which emphasizes interdisciplinary collaboration and
human-centered design principles. These values are reflected in Deterding’s oeuvre, characterized by its
user-centric interfaces and emphasis on aesthetics.

Notable Alumni

Deterding’s attendance at Stanford University situates him among an impressive roster of notable alumni,
including influential designers and technologists of the past few decades. This network of accomplished
individuals has undoubtedly contributed to Deterding’s success in the field of interface design.

In conclusion, Sebastian Deterding’s enrollment at Stanford University was a crucial juncture in his
educational and professional development. The university’s strong reputation, innovative approach to
design education, and opportunities for collaboration with industry professionals provided Deterding with
a solid foundation for his future success as an interface designer.

Table 26: A detailed example of factual misinformation in Technical Language Style.
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