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ABSTRACT

Diffusion models (DMs) have demonstrated powerful distributional modeling ca-
pabilities by matching the first-order score of diffused distributions. Recent ad-
vancements have explored incorporating the second-order Fisher information, de-
fined as the negative Hessian of log-density, into various downstream tasks and
theoretical analysis of DMs. However, current practices often overlook the inher-
ent structure of diffused distributions, accessing Fisher information via applying
auto-differentiation to the learned score network. This approach, while straight-
forward, leaves theoretical properties unexplored and is time-consuming. In this
paper, we derive the analytical formulation of Fisher information (AFI) by apply-
ing consecutive differentials to the diffused distributions. As a result, AFI takes a
gradient-free form of a weighted sum (or integral) of outer-products of the score
and initial data. Based on this formulation, we propose two algorithmic variants
of AFI for distinct scenarios. When evaluating the AFI’s trace, we introduce a
parameterized network to learn the trace. When AFI is applied as a linear opera-
tor, we present a training-free method that simplifies it into several inner-product
calculations. Furthermore, we provide theoretical guarantees for both algorithms
regarding convergence analysis and approximation error bounds. Additionally, we
leverage AFI to establish the first general theorem for the optimal transport prop-
erty of the diffusion ODE deduced map. Experiments in likelihood evaluation and
adjoint optimization demonstrate the superior accuracy and reduced time-cost of
the proposed algorithms.

1 INTRODUCTION

The emerging diffusion models (DMs)|Sohl-Dickstein et al.|(2015);[Ho et al.| (2020); Song & Ermon
(2019); [Song et al.[(2020), generating samples of data distribution from initial noise by learning a
reverse diffusion process, have been proven to be an effective technique for modeling data distribu-
tion, especially in generating high-quality images Nichol et al.[(2022); |[Dhariwal & Nichol|(2021a);
Saharia et al.|(2022)); [Ramesh et al [(2022); Rombach et al.|(2022); Ho et al.|(2022). The training pro-
cess of DMs can be seen as employing a neural network to match the first-order score V log ¢:()
of the diffused distributions at varying noise levels.

Recently, there has been a growing trend to recognize the importance of the Fisher information in
DMs, defined as the negative Hessian of the diffused distributions’ log-density, —V2 log q; (). The
Fisher information provides valuable second-order information of DMs and plays a crucial role in
likelihood evaluation (Lu et al.,|2022a}; Zheng et al.,2023)), adjoint optimization (Pan et al.,[2023azbj
Blasingame & Liu, [2024), and optimal transport analysis Zhang et al.|(2024a).

However, current practices (Sanchez et al.,2022; [Song & Lail, [2024) typically overlook the inherent
structure of diffused distributions, and access the Fisher information by applying auto-differentiation
to the score network. While this is a straightforward approach, it leads to time-consuming gradient
operations, even with the help of the Jacobian-vector-product (JVP) technique. Moreover, in the
likelihood evaluation task, the current JVP method still needs a quadratic order time complexity
concerning the dimension to calculate the trace of the Fisher information, rendering likelihood eval-
uation intractable for SD-level models. Additionally, due to a lack of comprehensive understanding
of Fisher Information, Zhang et al.|(2024a) have to impose stringent assumptions to characterize the
optimal transport property of the diffusion ODE deduced map.
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In this paper, we delve deeper into the inherent quadratic structure of diffused distributions and
derive the analytical form of Fisher information (AFI) by applying the consecutive partial differ-
ential chain rule to the marginal distributions. Notice that, while this inherent structure has been
consistently utilized in the learning process of the score network, it has often been overlooked when
accessing Fisher Information up until now. The main contributions of our paper are listed as follows:

* We develop the first analytical formulation of the Fisher Information (AFI) of diffused
distributions, which is gradient-free. Initially, we show that the AFI manifests as a weighted
summation of outer-products of the score and initial data when the initial distribution is a
sum of Dirac. We then extend this result to an integral form in a more general setting.
The AFI suggests a theoretical possibility of accessing Fisher information without needing
costly gradient calculations in practice.

* Based on the AFI, we propose two algorithmic alternatives to the JVP, each tailored to dif-
ferent types of Fisher Information access. For the evaluation of Fisher information’s trace,
we introduce a parameterized network to learn the trace, significantly reducing the time
complexity of trace evaluation from quadratic to linear w.r.t. the dimension. In scenarios
where Fisher Information is applied as a linear operator, we present a training-free method
that simplifies the complex linear transformation calculations into several simple inner-
product calculations. Furthermore, we provide theoretical guarantees for these algorithms,
including convergence analysis and approximation error bounds.

* Utilizing the analytical knowledge of the Fisher information, we establish the first theorem
that allows the general diffusion ODE deduced mapping to possess the optimal transport
property, eliminating the need for stringent assumptions.

We evaluate our AFI algorithms on likelihood evaluation and adjoint optimization tasks. The empir-
ical results demonstrate the enhanced accuracy and reduced time-cost of our AFI methods.

2 PRELIMINARIES

Notation. The Euclidean norm over R? is denoted by ||-||, and the Euclidean inner product is
denoted by (-|-). Throughout, we simply write j " g to denote the integral with respect to the Lebesgue
measure: [ g(z)dz. When the integral is with respect to a different measure £, we explicitly write
J gdp. When clear from context, we sometimes abuse notation by identifying a measure p with its
Lebesgue density. We also use d(-) to denote the Dirac Delta function.

2.1 DIFFUSION MODELS AND DIFFUSION SDEsS

Suppose that we have a d-dimensional random variable &, € R following an unknown target
distribution go(xo). Diffusion Models (DMs) define a forward process {x}:e[o,r) With T > 0
starting with x, such that the distribution of x; conditioned on x satisfies

(Diffusion Transition Kernel)  qjo(z¢|z0) = N (24 a(t)xo, 0 (H)I), (D)

where a(-),o(-) € C([0,T],R") have bounded derivatives, and we denote them as oy and o for
simplicity. The choice for a; and oy is referred to as the noise schedule of a DM. According to
Kingma et al.| (2021); [Karras et al. (2022)), with some assumption on «(-) and o(-), the forward
process can be modeled as a linear SDE which is also called Ornstein—Uhlenbeck process:

dz, = f()zdt + g(t)dB,, @)

2
where B is the standard d-dimensional Brownian Motion (BM), f(t) = dl‘;% and g%(t) = % -
2%0?. Under some regularity conditions, the above forward SDE equation [2| have a reverse

SDE from time 7" to 0, which starts from x; |Anderson| (1982):
dzy = [f()ze — g*(t) Ve, log q(e, )] dt + g(t)dB, 3)
where B; is the reverse-time Brownian motion and q(¢, t) is the single-time marginal distribution

of the forward process. In practice, DMs|Ho et al.|(2020);/Song et al.|(2020) use €4 (¢, t) to estimate
—0(t)V g, log g(x,t) and the parameter 0 is optimized by the following objective:

0" = arg;nin Et {MEwz, [l|s6(ze,t) — Vo, log p(e, t|zo, 0)[1*] } 4)
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. . t . J .
where sy represents the parameterized score, i.e., sg(xy,t) = — %’*) This familiar parameteri-

zation is called e-prediction. There are also y-prediction and v-prediction [Salimans & Hol (2022)).
The corresponding loss is equal to replace the term |e — €q(,t)| with ¢t |zo — Yo(z+, )| and

|aze — orxg — vo(xt, t)|. The learned eg(x4, t) can be also transformed to a y-prediction form by
xi—oreg(@4,t)

gG(mht) = ar

2.2 DIFFUSION MODELS INFERENCE AS NEURAL ODE

It is noted that the reverse diffusion SDE in equation [3| has an associated probability flow ODE (also
called diffusion ODE), which is a deterministic process that shares the same single-time marginal
distribution |Song et al.| (2020):

(PF-ODE)  dx; = |f(t)x: — %gQ(t)th log q; (x4, t) | dt. 3)

By replacing the score function in equation [5] with the noise predictor €, the inference process of
DMs can be constructed by the following neural ODE:
g°(t)

—= = hg (x4, 1) := f(t)x; + 50, €0 (my,t), @ ~N(0,071) (6)

dt

2.3 FISHER INFORMATION IN DIFFUSION MODELS

The Fisher information matrix in DMs is defined as the negative Hessian of the marginal log-density
function, which takes the following matrix-valued form |Song et al.|(2021)); \Song & Lai| (2024):

2

0
Fy(z,t) := T 922 log g; (x¢,t) )
b

The current technique typically approximately accesses to the Fisher information by accessing the
scaled Jacobian matrix of the learned score estimator network €gy:

0 0
Fi(xy,t) = 9w, ((%Jt logp(wt,t)>

0 (_e(;(mtt)> 1 Oep(i,t)

8:ct g¢ ¢ 6$t

The full Fisher information matrix within DMs cannot be obtained due to dimensional constraints.
For instance, the Stable Diffusion-1.5 model (Rombach et al., [2022) features a latent dimension
of d = 4 x 64 x 64 = 16384, resulting in a Fisher matrix of 16384 x 16384. Fortunately, for
applications that only need to access the trace or multiplication of Fisher information, it is feasible
to use Jacobian-vector-product (JVP) to access Fisher information. For any d-dimensional vector v,
the approximation of v left multiplied by F}(x;,t) using JVP is as follows:

1 Oeg(my,t) 1 9[{eq(@s,t)[v)]

~ ——— = ——— 7 9
(JVP) Fi(x, t)v 5 0w, v p o, )

(®)

The JVP is a time-consuming process due to its requirement for gradient calculations within the
neural network. In addition, empirical evidence from synthetic distributions, as demonstrated in
Lu et al.|(2022a)), shows that the approximation results from the JVP significantly deviate from the
true underlying Fisher information. To our knowledge, there is no theoretical guarantee that Fisher
information can be accurately accessed through the JVP. Moreover, the JVP fails to provide any
theoretical insight into the Fisher information of diffused distributions.

3 ANALYTICAL FISHER INFORMATION

Accessing Fisher information via the JVP as shown in equation [0]is straightforward, but it does not
take advantage of any inherent structure of the diffused distribution. In this section, we initially de-
rive the analytical Fisher information (AFI) of diffused distribution under a simplified setting, where
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Likelihood Evaluation Adjoint Sampling
Methods Theoretical Practical Theoretical Theoretical Practical Approximation
Time-cost  Time-cost (s) Error Bound Time-cost  Time-cost (s) Error Bound
JVP c1d + cod? 2195.48 X c1d + cod 0.155 X
AFI (Ours) 2c1d 0.072595, | (Proposition 2c1d 0.063:595, | vV (Proposition

Table 1: Comparison of Jacobian-vector-product (JVP) and our analytical-Fisher-information (AFI)
in terms of per-iteration theoretical time-cost, practical time-cost, and approximation error bound.
The theoretical time-cost is based on assumptions of a network access cost of ¢;d time and a back-
propagation on network cost of cod time (c; ~ 4c;). The practical time-cost is tested using the
SD-V1.5 model over 10k COCO prompts. Here, our JVP baseline calculates every element of the
trace, and discussion on its approximation is deffer to Appendix

we assume that the initial go is a sum of Dirac. Subsequently, we extend the AFI to a more general
setting. Importantly, the AFI obtained in both settings does not involve any gradient calculations
and is expressed into the initial data distribution, thus enabling the derivation of novel algorithms.
Several studies [Lu et al.| (2022a)); Benton et al.| (2024) have investigated a similar form, but have
not expressed it in terms of the initial data distribution. Our formulation can also be derived from a
transformation of their formula. A detailed discussion on this topic is provided in Appendix [C.4]

3.1 THE DIRAC SETTING

We start with a simple setting where we assume that the initial distribution is characterized as a sum
of Dirac distributions composed of the set of samples in the dataset. If we suppose the dataset is
denoted as {y;} Y, then the initial distribution follows

N
. . 1
(Dirac Setting) q(x,t)]i=0 = N ; 6(x —yi), (10)

where exists a 0 < D, < oo such that |ly;|| < D, holds true for every i. In this Dirac setting, we
derive the following Analytical Fisher Information, which is a weighted outer-product sum devoid
of gradients and composed solely of the initial distribution and the noise schedule.

2
oge f— i i ,t
Proposition 1. Defines v;(x;,t) as exp(—%) € R and w;(x,t) as % €

R. If qo takes the form as in equation equation [I0} the Fisher information matrix of the
diffused distribution q; for t € (0, 1] can be analytically formulated as follows:

-
1 a?

Fi(@,t) = —I- Uft > wiyy] — (Z wiyi> (Z wiyi>
L i i i

(11)

(Dirac AFI)

S

where we have simplified w;(x,t) to w;, as it does not lead to any confusion.

We also find that the ), w;y; component in equation [I1| can be effectively approximated by the
trained score network in the form of y-prediction, as demonstrated in the following proposition.

Proposition 2. Given the diffusion training loss in equation[d} and if qo conforms to the form
presented in equation then the optimal Yo (24, t) can accurately estimate ), w;y;.

3.2 THE GENERAL SETTING

We then begin to extend the AFI in equation |11|to a more general setting, where we only assume
that the initial distribution ¢ is a measure on R® with finite second momentum.

qo € P2(R%).

In this general setting, we derive the following Analytical Fisher Information, which is a weighted
outer-product integral devoid of gradients.

(General Setting) (12)
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Figure 1: The training loss of AFI-TM for SD- Figure 2: The trades-off curve of NLL and Clip
1.5 and SD-2base. It demonstrates commendable score of SD-1.5 and SD-2base across various

convergence behavior. guidance scales in [1.5, 2.5, ..., 12.5, 13.5]

Proposition 3. Let us define v(xy,t,y) as exp(—%) € R and w(xy, t,y) as
t

% € R. If qy takes the form as in equation the Fisher information matrix
]R ot

of the diffused distribution q; for t € (0, 1] can be analytically formulated as follows:

Vw(y)nydqo— (/w(y)ydqo> (/w(y)ydqo) T]

(13)
where we simply write w(x¢,t,y) as w(y), as long as it does not lead to any confusion.

1
(General AFI) Fy(x;,t)=—I—
o

t

SN

We further ascertain that the [ w(y)ydgo(y) component in equation [13|can be effectively approxi-
mated by the score network in the form of y-prediction, as demonstrated in the following proposition.

Proposition 4. Given the diffusion loss in equation 4} and if qo conforms to the form in
equation then the optimal o (x,,t) can accurately estimate | w(y)ydgo(y).

The derivation of the AFI under the general setting is akin to the sum in the Dirac setting but in an
integral form. For the remainder of the paper, we will focus on developing our method based on the
Dirac setting AFI. However, the same results can be naturally extended to the general setting.

4  AFI TRACE MATCHING (AFI-TM) METHOD

The likelihood evaluation of DMs would require access to Fisher Information’s trace. In this section,
we introduce a network to learn the trace, thus facilitating effective likelihood evaluation in DMs.

Log-Likelihood in DMs Log-likelihood is a classic and significant metric for probabilistic gener-
ative models, extensively utilized for comparison between samples or models Bengio et al.[(2013));
Theis et al.| (2015). According to |Chen et al.| (2018)); |Song et al.| (2021), The log-likelihood of
samples generated by PF-ODE in equation [6| from DMs can be computed through a connection to
continuous normalizing flows as follows:

dlog g, ) - _ir ( 9 (f(t):ct — ng(t)awt log Qt(wt7t)>)

ot oz, 2
= —1r ((f(t)[ — %.92(1)) ait2 log qt(mt,t)>) (14)
= ()i~ L (Fy(ai,1)

where tr(-) denotes the trace of a matrix, which is defined to be the sum of elements on the diagonal.
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Log-Likelihood Evaluation via JVP The current technique is only capable of conducting back-
propagation of scalar value to the neural network. Therefore, the JVP in equation [9] cannot directly
calculate the trace of the Fisher information. The JVP must iterate through each dimension to com-
pute the individual elements on the diagonal, and then sum them up as follows

0 o))
ox, '

d
1
(JVP for trace) tr (Fy(xy,t)) &= — Z

g,
L)

15)

Evaluating the trace using the JVP method would be extremely time-consuming due to the curse
of dimensionality. If the time-complexity of a single backpropagation is O(d), then the calculation
in equation [15| would have a time-complexity of O(d?). In practice, as demonstrated in Table [1}
evaluating the trace of Fisher information on the SD-1.5 model would require half an hour, rendering
it nearly infeasible.

Gradient-free Log-Likelihood Evaluation via AFI trace matching To overcome the limitations
of the JVP method in evaluating the trace of the Fisher information, we propose to directly obtain
its analytical form. Given the AFI in Proposition[I} we can also derive its trace in an analytical form
of weighted norm sum, as highlighted in the following proposition:

Proposition 5. In the same context as Proposition |l| the trace of the Fisher information
matrix for the diffused distribution g, where t € (0, 1], is given by:

Z WiYi
i

2

d «
tr (Fy(@, 1) = — = —¢ | > willwill” ~ | (16)
¢ i

NN A Y

As demonstrated in Proposition the ||>°, w;y; ||? can be directly estimated by || (., t)||*. There-

fore, the only unknown element in equationis > willyi |*. Consequently, we suggest estimating
this term using a scalar-valued neural network, as per the following training algorithm:

Algorithm 1 Training of AFI-TM Network

1: Input: data space dimension d, initial network #¢(-,-) : R? x R ++ R, noise schedule {o;} and

until converged
Output: ty(-, )

{o:}.
2: repeat
3. o ~ qo ($0)
4:  t ~ Uniform({1,...,7T})
50 e~N(0,]I)
6: T = g + 0L€

2

7. Take gradient descent step on Vg‘tg(ibt, t) — H:c;HZ
8:
9:

The training scheme detailed in Algorithm [1| can indeed enable ty(x;,t) to estimate the weighted

norm term 5 Y, w; (4, t) ||y ||%. This is substantiated by the convergence analysis Proposition@ as
presented below.

Proposition 6. V(z;,t) € R? x Rsq, the optimal to(x,t)s trained by the objective in
Algorithmare equal to 2 57, w; (w4, 1) il

Once we have obtained £y, we can evaluate the trace of Fisher Information in a gradient-free manner,
as illustrated below. This approach is a straightforward result of equation[I6|and Propositions[2]and
[6l which we refer to as AFI trace matching (AFI-TM).

2 B 2
(AFLTM)  tr (Fy (20, 1) ~ d [12 - <t9(:ct,t) - QW‘MH )] (17)
o2  of ay
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Figure 3: Our AFI-TM method facilitates the effective evaluation of the Negative Log-Likelihood
(NLL) of generated samples with varying seeds. It can be demonstrated that a lower NLL signifies
a region of higher possibility, thereby consistently indicating superior image quality.

To estimate the trace using AFI-TM in equation [I7] we simply need one access to tg and €. AFI-
TM enables us to effectively evaluate the log-likelihood in a gradient-free manner with linear time
complexity. We can further substantiate the theoretical approximation error bound when using AFI-
TM to calculate the trace of the Fisher information, as illustrated in the Propositionm

Proposition 7. Assume the approximation error on to(x,t) is 61 and the approximation
error on €g(x,t) is 0o, then the approximation error of the approximated Fisher trace equa-

tion|17|is at most <£61 + %5%
Oy o

Experiments We trained two AFI-TM networks for the SD-1.5 and SD-2base pipeline on the
Laion2B-en dataset (Schuhmann et all, [2022), which contains 2.32 billion text-image pairs. Our
ty follows the U-net structure, similar to stable diffusion models, but with an added MLP head to
produce a scalar-valued output. We utilize the AdamW optimizer (Loshchilov & Hutter, 2019) with
a learning rate of le-4. The training is executed across 8 Ascend 910B chips with a batch size of
384 and completes after 150K steps. In Figure [T} we demonstrate that the training loss of AFI-TM
nets converges smoothly, indicating the robustness of the AFI-TM training scheme in Algorithmm

In Figure2] we evaluate the average NLL and Clip score of samples generated by various SD models,
using 10k randomly selected prompts from the COCO dataset (2014). A lower NLL
suggests more realistic data generation, while a higher Clip score indicates a better match between
the generated images and the input prompts. The results imply that the NLL and the Clip score form
a trade-off curve across different guidance scales. This phenomenon, previously hypothesized in
theory 2024), is now confirmed in the SD models, thanks to the effective NLL evaluation
via the AFI-TM method.

In Figure 3] we display images with varying NLL under the same prompt with 10 steps on SD-1.5
using DDIM. It’s clear that images with lower NLL exhibit greater visual realism, while those with
higher NLL often contain deformed elements (emphasized by the yellow rectangle). Our proposed
NLL evaluation method proves to be an effective tool for automatic sample selection.
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Figure 4: Comparison between our AFI method and the JVP method on adjoint guidance sampling
across four objective scores: SAC/AVA aesthetic score, clip loss, and Face ID loss. Notably, our
AFI consistently achieves superior scores with less time expenditure.

5 AFI ENDPOINT APPROXIMATION (AFI-EA) METHOD

The adjoint optimization of DMs would require applying Fisher Information as a linear operator.
In this section, we present a training-free method that simplifies the complex linear transformation
calculations thus enabling faster and more accurate adjoint optimization.

Adjoint optimization sampling. Guided sampling techniques are extensively utilized in diffusion
models to facilitate controllable generation. Recently, to address the inflexibility of commonly used
classifier-based guidance (Dhariwal & Nicholl 2021b)) and classifier-free guidance (Ho & Salimans)
2022), a series of training-free adjoint guidance methods have been investigated and explored (Pan
et al.| [2023ajbl).

Consider optimizing a scalar-valued loss function £(-) : R% — R, which takes @ in the data space
as input. Adjoint guidance is implemented by applying gradient descent on x; in the direction of

%@Emt)). The essence of adjoint guidance is to use the gradient at ¢ = 0 and follow the adjoint
ODE (Pollini et al., 2018;|Chen et al., 2018) to compute A; := %ﬁ‘)) fort > 0.

A\ Ohg (@,1)
dt N a$t

9L ()

18
0w, (18)

-
(Adjoint ODE) A, Ag =

Adjoint ODE via JVP. Regardless of the ODE solver being used, it is necessary to compute the
right-hand-side of equation or equivalently, F'(x;,t) " A;. This computation can be interpreted as
applying the Fisher information matrix as a linear operator to the adjoint state A, from a functional
analysis perspective (Yosida,[2012)). Current practices utilize the JVP technique to approximate this
linear transformation operation as follows:

100 (@nt) 1 Olles (@ DIN]

Ot 8xt Ot 833,5

(JVP for Adjoint) F(x,t) A ~ (19)
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Figure 5: Qualitative comparison of AFI-EA (Ours) and JVP in the adjoint aesthetic improvement
task. AFI-EA consistently generates high-aesthetic images with reduced time expenditure. The
smoother visual effect is a desirable outcome of the target score, but not a result of our AFI-EA.

This process involves computationally intensive gradient operations on the neural network, and the
approximation errors introduced by the JVP technique have no theoretical bound.

Adjoint ODE via AFI-EA. As previously discussed in Section[3] the AFI inherently doesn’t re-
quire gradients, suggesting that we could potentially apply the Fisher information as a linear operator
in a gradient-free manner. The challenging part in equation |I11/is >, w;y;y,; , which represents a
weighted form of outer-products of data. Based on the definition of w;, the closest y; to xy will
dominate as t — 0. This makes it intuitive to replace this sum with a single final sample outer-
product oz . It’s also important to note that the adjoint guidance itself needs to compute x, at
each guidance step, eliminating the need for additional computation to obtain xy. Given that we
utilize the endpoint sample x, we refer to this approximation technique as AFI Endpoint Approxi-
mation (EA). The formulation for AFI-EA in adjoint ODE is as follows:

.
1 a? _
(AFI-EA)  F(x,t)" A\, =~ <U_t21_ UZ <Zw1y,yl — go(x, )yg(a:t,t)T>> At

L a2 ) T 20
~ | —=I- — (330330 — Yo (x4, )ye(wt’t)T) At .
Jt Ut
1 oy ;

2
(6% _
= >‘t — <.’1}0,>\t> To + <y9(mt7t)’>‘t> yg(CCt,t)
o} O of

The AFI-EA approximation leads to a scalar-weighted combination of A, ¢, and gy (x4, t), which
importantly, does not involve any gradients. Additionally, we derive the theoretical approximation
error bound of the AFI-EA in Proposition[8] To measure the accuracy of AFI-EA as a linear operator,
we opt to use the Hilbert-Schmidt norm (Gohberg et al[1990) for measurement, as follows:

Proposition 8. Assume that the approximation error on g¢(x+,t) is denoted as o, the ap-
proximation error of the endpoint approximated Fisher linear operator, as referenced in 20}

is at most %j% (2D5 + \/8(52) when measured in terms of the Hilbert—Schmidt norm.
t
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Experiments on AFI-EA. As depicted in Figure 4| we conducted experiments comparing our
AFI-EA and JVP methods in adjoint guidance sampling, using four different scores and two different
base models. AFI-EA consistently achieves better scores due to its bounded approximation error.
Furthermore, AFI-EA requires less processing time as it eliminates the need for time-consuming
gradient operations. AFI-EA and JVP are compared under the same guidance scales and schemes
across various numbers of steps. Details regarding the score function can be found in Appendix[B.2]

As depicted in Figure [5] our AFI-EA consistently generates samples with higher aesthetic scores
with a reduced time-cost compared to JVP. It’s worth noting that this enhancement in aesthetics
results in final images that are more vibrant and smoother. All samples are generated within 50
steps, with adjoint applied from the 15% to the 35" step, details on hyperparameters can be found in

Appendix [B.2]
6 THEOREM ON THE OT PROPERTY OF THE PF-ODE DEDUCED MAP

There is an increasing trend towards analyzing the probability modeling capabilities of DMs by
interpreting them from an optimal transport perspective (Albergo et al., 2023 (Chen et al., [2024).
The foundational concepts of optimal transport can be found in Appendix One of the central
questions is whether the map deduced by the PF-ODE could represent an optimal transport. If so,
how should we design the noise schedule, or what conditions should the data distribution meet? For
a specific noise schedule where f(¢) = 0, Zhang et al. (2024a) demonstrates that having all data
points lying on a single line is a sufficient condition for the map to represent an optimal transport.

In this section, we find out that the AFI, as derived in section can contribute to the first equivalence
condition for the OT property of PF-ODE deduced mapping under a general noise schedule. We refer
to this theorem as the AFI Optimal Transport (AFI-OT) theorem. The AFI-OT condition is presented
in the following:

Theorem 1. Denote the diffeomorphism deduced by the PF-ODE|as follows

Tt :R" — R x5 — xy, VE>5>0. 21

This diffeomorphism is well-posed guaranteed by the global version of Picard-Lindelof the-
orem |Amann| (2011); |Zhang et al.| (2024ad). The diffeomorphism T is a Monge optimal
transport map if and only if the normalized fundamental matrix for B(-,x) at s is semi-
positive definite for every € R%. where

2 2 2 T
s 10 4]0 [ (£w) (5]

(22)

The outline of the proof is as follows: We first apply Brenier’s theorem (Brenier;, (1991} [Santam-
brogiol [2015) to convert the problem of whether the PF-ODE mapping is an optimal transport into
the task of finding a convex potential, where the existence is guaranteed by the Poincaré’s Theorem
(Lang}, 2012). We then use adjoint methods to express the second derivatives of the convex potential
function in the form of an integral of information Rockafellar| (2015); [Pollini et al.| (2018). Finally,
we apply matrix exponential integration theory Masuyama) (2016) to reformulate the condition into
the AFI-OT theorem. Detailed proofs can be found in Appendix [A.T0]

7 CONCLUSIONS

This paper introduced the Analytical Fisher Information (AFI), an analytical formulation that al-
lows for more efficient and theoretical exploration of Fisher Information of diffused distribution.
Practically, we have proposed two algorithmic variants of AFI for different scenarios: AFI trace
matching (AFI-TM) and AFI endpoint approximation (AFI-EA). Both methods are gradient-free,
theoretically guaranteed for approximation error bounds and convergence properties, and offer im-
proved accuracy and reduced time-cost compared to the traditional JVP method. Theoretically, we
have established the first general theorem for the PF-ODE map to be optimal transport. This work
not only improves the efficiency of Fisher Information evaluation but also widens our understanding
of the diffused distributions. Please refer to further discussions in appendix

10
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A PROOFS AND FORMULATIONS

A.1 PROOF OF PROPOSITION[I]

Notice that, in the subsection, we can do an interchange of sum and gradient, this is due to the

Leibniz’s rule (Osler,

1970) and the boundness condition we set in equation [I0} Before we give the

proof of Proposition [T} we would like to establish two technical lemmas. The first lemma is about
the first partial derivative of v;(x¢,t) w.r.t. ;.

15



Under review as a conference paper at ICLR 2025

Lemma 1.
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The second lemma is about the Jacobian of ) . w; (x;,t) y; W.r.t. ;.
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0 ZZ W; (iﬂm t) Yi
awt

B ‘ Ow; (x4, t) T
—Zy (awt )
o [ v 1)
" (aw lzj v, <wt,t>D
Sy, 2ul2t) 157, vp (e, D] = vi (20,) 2 [, 05 (2,1)]
IR 0 v @]

T

-

1 1 )
- W Zy% oz (@ — aryi) v; zk:vk — v; (T4, ) (—0?) ZJ: (; — avy;) v

.

1 1

- W <_U:52> ;Uz’yl (th - Oétyi) ;'Uk - ; (:ct — atyi) vj
.

1 1
N W <_Jt2> Zi:viyi —QtY; zk:vk + Oztzj:ijj
_o | X viyiy; o) (Zl Ui?h’) (Zl viyi)T

of Xk Uk)k 225 Uk >k Uk

[ T

= % szyzy;r - (Z wiyi> (Z w1y1>
t |5 - i

_ (24)

Now we are ready to give the Proof of Proposition ]|

Proof. According to the initial distribution (equation and the diffusion kernel (equation [I)), the
marginal distribution at some time ¢ > 0 would be

d — . 2
p(x,t) = % Z (2m07) % exp (—W> (25)

202
i t
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Thus the log-density has the following analytical formulation

- Oftyz‘
log p(x¢,t) =log | — 27mt Z exp ( Sore )]
—1o Zex th—atyi\Q
g p 902

= IOg Z Vi (:Btv t)

+C (26)

The score can be expressed as follows

0 0
9z, logp (@,t) = Tactlo'g [EZ: v (mt7t)]
a7 [0 vi (24, 1))

(@ — atyj) v; o

Z wta

1
= ——5 | Tt — O E w; a}t
o2 I

The Fisher information we want can then be calculated by further applying a gradient on the score.

0 0
Fi(x,t) = oz, (8 ) logp(mht)>

0 1
= _aT:t _;g Tt —@tzj:wj (x4, 1) Yj

28
1 o 03w (m,t) i (28)
=—l-—
o; o; oz
1 2 N
@ T
= U—?I — J—E Zwiyiyi - <Z ’U)i'!/i) (Z wiyi> (by Lemmal2)
O

This proof is inherently the calculation of the Hessian of a log-convolution of a density, we provide
the detailed derivation here for completeness.

A.2 PROOF OF PROPOSITION[Z]

Proof. Given fixed (z¢,t), £ is a quadratic form of yy. To obtain the optimal gy, we differentiate £
and set this derivative equal to zero, resulting in the following

oL 0 1 d a?
0= = — (270?) 7% v; (@, )N — || G (e, 1) — ;||
a'gg(xt,t) 8gg($t,t) ZN( t) j( t ) tO’f ||y9( t ) yJH
Ag
= 2Am Zvj e, 1) (Go (@1, 1) — ), (29)
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which yields
(@t Z LACTL N S (30)
E v; ( wtv

i

A.3 PROOF OF PROPOSITION[3]

Notice that, in the subsection, we can do an interchange of integral and gradient, this is due to the
Leibniz’s rule (Osler, |1970) and the bounded momentum condition we set in equation Before we
give the proof of Proposition[3] we would like to establish two technical lemmas. The first lemma is
about the first partial derivative of v(xs, t, y) w.r.t. ;.

Lemma 3.
‘m,—aty‘z
ov(xe,t,y) 8exp(— 1203 )
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=y — gy exp (0wl 31)
o? 207
1
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0 fRd ’lU(th, ta y)ydqo(y)
awt

- Lo

_ i U((Eh t, y) '

B /Rd Y (63315 {fu{d v(x,t,y')dqo(y IJ) d00(y)

_ / y { 81)8;3;,15) [I]Rd vz, T y qu( )} —v (mt’ t, y) Biwf [f]Rd v(wt’ t, y/)dqo(y/)} }T dqo(y)
o o vl t,y")dao(y")]”

= Tewnw/ o[~ [y o) (< 1) [ ewiwim))
i i (o) [ y{(wt—atw [t - [ @iy} anw

= ot (o) [rm ] - [vwane) o f o

E ”"’””E} i?iffi;;o(;ﬂé L (faanty ) (L)

_ %; [/w(y)nydQO(?J) _ (/w(y)ydqo(y)> (/w(y)deO(y)>T‘|

Proof. According to the initial distribution (equation [I2)) and the diffusion kernel (equation [T, the
marginal distribution at some time ¢ > 0 would be

(32)

20t2

., B 2
p(xy,t) = /]Rd (27rat) 2 exp ( taty|> dgo(y) (33)
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Thus the log-density has the following analytical formulation

2
4 Ty —
log q:(x,t) = log / (2m0f) 2 exp < t2 Yl )qu(y)]
Rd Ut2

[ 2
= log / exp <_W> dqo(y)
Rd O¢2
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LJ R4
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The score can be expressed as follows

0 0
thlogp(:rt,t) = Ttlog |;/Rdv(mtat7y) dqo(y):|

 gar e v (@t y) dao(y)]
 Jeav(@ety)dao(y)
 Jra o [ (@t y)] dao(y)
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(by xx and Leibniz integral rule) (35)

The Fisher information we want can then be calculated by further applying a gradient on the score.

(aat logp(wt,t))
{ gi? [xt — /Rd w(mht,y)ydqo(y)”
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(36)
O

This proof is also inherently the calculation of the Hessian of a log-convolution of a density, we
provide the detailed derivation here for completeness.

A.4 PROOF OF PROPOSITION[4]

Proof. Given fixed (z¢,t), £ is a quadratic form of yy. To obtain the optimal gy, we differentiate £
and set this derivative equal to zero, resulting in the following

oL B) 1 o2 )
0= = 2o ’U:I:ﬂf, /\—t_w,t— d
Do @)~ Ogo(@s D) RdN( RREEICINNT) tggllye( t,t) — yl|"dgo(y)
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which yields

Yy (xe,t) = v(@.by) y'dgo(y') = / w(xe, t,y)y'dgo(y’).  (38)
R Jga V(e t,y")dqo(y") R
O

A.5 PROOF OF PROPOSITION[3]

Lemma 5. Given a vector v € RY, the trace of the outer-product matrix of this vector is precisely
equal to the square of its 2-norm. This can be shown as follows:

d d
:Z(UUT)M :Zvi*”i: Jv]|? (39
i=1

i=1

Proof. Then we can start to give the derivation of Proposition 3]
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A.6  PROOF OF PROPOSITIONI[{]
Proof. The objective in Algorithm [I|obviously equals to:
| 2
argtmin ]E-%UN(IO(XO)@t,NN(a(t)onvaz(t)I ty (wt’ t) - T 4D
6

By expressing the expectation of Equation equation [41]in the form of a marginal distribution, we
can transform the objective as follows:

2
lyill
d

arg mlnz (2mo?) -5 to(xy,t) — (42)

The optimal ¢; must satisfy the condition that the gradient of the loss equals 0. Therefore, we have:

2
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Thus 2

At Z Ui(wtv t)%

Ay E Uj (z,1)

< vil@nt) |yl (43)
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1
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We have successfully completed the proof that the optimal ¢y (¢, t), as trained by Algorithm (1} is
equivalent to & >, w; (w, )yl O

to(xe,t) =

A.7 PROOF OF PROPOSITION[]]

The approximation error of estimated trace equation [T7] will be its difference from the true Fisher
information trace equation[I6] We use consecutive Cauchy—Schwartz and triangle inequality to get

the bound of the approximation error:
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A.8 PROOF OF PROPOSITIONIS]
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A.9 PRELIMINARIES ON OPTIMAL TRANSPORT

The optimal transport is the general problem of moving one distribution of mass to another as
efficiently as possible. The optimal transport problem can be formulated in two primary ways,
namely the Monge formulation (Mongel |1781) and the Kantorovich formulation (Kantorovich,
1960). Suppose there are two probability measures p and v on (R™, ), and a cost function
¢:R" x R™ — [0, +00]. The Monge problem is

(MP) inf { / o(z, T(z)) du(z) : Ty = u}. (46)

The measure Ty is defined through Tyu(A) = (T 1(A)) for every A € B and is called the
pushforward of p through T.

It is evident that the Monge Problem (MP) transports the entire mass from a particular point, denoted
as x, to a single point T(x). In contrast, Kantorovich provided a more general formulation, referred
to as the Kantorovich problem:

Y

(KP) inf {/ cdy:y e (p, I/)} , 47)
R™ xR™

where IT(u, v) is the set of transport plans, i.e.,

H(ﬂ, V) = {’7 € P(Rn X Rn) : (7706)#'7 = K, (ﬂ—y)#'y = V} ) (48)

where 7, and 7, are the two projections of R” x R"™ onto R™. For measures absolutely continu-
ous with respect to the Lebesgue measure, these two problems are equivalent |Villani et al.| (2009).
However, when the measures are discrete, they are entirely distinct as the constraint of the Monge
Problem may never be fulfilled.

A.10 PROOF OF THEOREMIII

To prove the Proposition|[I] we first introduce two theorems to transform the problem of whether the
PF-ODE mapping is a Monge map into the task of deciding the convexity of the potential function
of Ts,T-

Theorem 2. (Santambrogiol |2015] Theorem 1.48) Suppose that i is a probability measure
on (R™,B) such that [ |z|*du(z) < oo and that u : R" — R U {+oo} is convex and
differentiable pi-a.e. Set T = Vu and suppose [ |T(z)|*dp(z) < co. Then T is optimal for
the transport cost c(z,y) = 1| — y|* between the measures i and v = T yu.

Theorem 3. The Brenier’s Theorem. (Santambrogio|, 2015, Theorem 1.22) (Brenier,
1987; 1991) Let p,v be probabilities over R® and c(z,y) = L|lz — y|° Suppose
J |z|? dz, [ |y|* dy < +oc, which implies min(KP) < 4oco and suppose that  gives no
mass to (d — 1) surfaces of class C2. Then there exists, unique, an optimal transport map T
from p to v, and it is of the form T = Vu for a convex function u.

To ensure the existence of the potential function, we need leverage the following

Theorem 4. The Poincaré’s Theorem. (Lang| [2012| Theorem 4.1 of Chapter V, §4) Let U
be an open ball in R™ and let w be a differential form of degree > 1 on U such that dw = 0.
Then there exists a differential form ¢ on U such that d¢ = w.

Remark 1. The conclusion remains valid when the open ball U is substituted with the en-
tirety of R"

For s > 0, it is clear that ‘ZZfEiT)) is non-singular, and therefore, it satisfies the requirements of

Brenier’s Theorem |3| leading to the existence of a unique optimal transport map. According to
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Theorem @, if we can establish that the potential function of T 7 is convex, then the PF-ODE
mapping will indeed be a Monge map. Notice that the existence of the potential map is guaranteed
by Poincaré’s Theorem [4]

We can now convert the condition of the potential function of T 7 being convex into the condition
9T ,T (1 s )

4. is positive semi-definite, as per the following theorem in convex analysis.

that its Jacobian,

Theorem 5. (Rockafellar, |2015, Theorem 4.5) Let f be a twice continuously differentiable
real-valued function on an open convex set C' in R™. Then f is convex on C' if and only if its
Hessian matrix

Qe = (@5(®), a5(®) = ot (1. ) 49)
x = (Qij s Qi *aglagj 1;:-+5Qn
is positive semi-definite for every x € C.
If we denote that OT, (1)
A(p) = 2T\ 50
(= =L (50)

obviously, A(T) = [ is p.s.d., our goal is to answer when A(¢) is p.s.d.. We try to answer this to
set up a connection between A(t) and A(T) = I. We can derive that:

dAW) _ . Al +e) — A1)
dt o e—l)r(I)1+ €
A9 - A+ Vs, [0+ ¢ (FOm — T2V, log, an() ) + O(e2)]
- e—1>%l+ €
i SOA( )+ TP A( 1)V, log () + O()
N eigl"' €
2
=10AW) + L0 A1)V, log, ()

—f<t>A<t>gz2(t’A<t>{;?Ij§V wwvy” @)~ ( [ o) ([ ewuvin )T”

~a0 4 [0 - L8] 1+ 2t S - (Zwy) (szyz

B(t)

(51
Notice that, the above ODE starts from 7.

According to the Solution Matrices theory (Masuyamal, 2016ﬂ let us denote the C(¢) is the nor-
malized fundamental matrix at T for B(T'), which implies C(t) is the solution to the following
ODE:

C'(t) = B(t)C(t),C(T) =1, (flow fromT tot) (52)
Then we can deduce that T, (1)
t,T\Tt)
=C(t)A(T) (53)
=C()I
=C(t)

Thus the diffeomorphism 7 7 is a Monge optimal transport map if and only if C/(s) is semi-positive
definite. Notice that the above requirement needs to be satisfied for every x.

'The Definition 6.2 in https://math.mit.edu/~jorloff/suppnotes/suppnotes03/1s6.
pd £ suffice the result here.
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B EXPERIMENTS DETAILS

B.1 EVALUATION OF NLL

We employ the explicit Euler method to compute the NLL, excluding the final step near ¢t = 0, for
reasons discussed in Appendix[C.1} We evaluate the NLL across 10 steps throughout the timeline of
the PF-ODE. The AFI-TM network we trained uses float-point16 data type.

Network architectures In terms of network architecture, we employ an SD Unet structure with
an additional MLP head. However, we believe that a lighter network could potentially be sufficient
for AFI-TM.

Training cost of AFI-TM For training the AFI-TM network, we approximately spend 24 hours
using 8 Ascend 910B chips. Given the size of the Laion2B-en dataset (which contains 2.32 billion
images), this is quite an efficient speed. Additionally, the convergence behavior of the training loss
is robust, as illustrated in Figure 1. We also hypothesize that our network design has redundancy,
suggesting that we could further reduce costs by opting for lighter networks. We will provide more
details about training costs in our revised manuscript.

B.2 ADJOINT GUIDANCE SAMPLING

For Figure[d] we examined varying numbers of adjoint guidance, ranging from 0 to 20, under a full
inference number of 50. The adjoint guidance scale was grid-searched by the JVP method.

Base method for AFI-EA Several variants of adjoint-optimization algorithms exist, such as Ad-
jointDPM (Pan et al., 2023a), AdjointDES (Blasingame & Liul|[2024), and SAG (Pan et al.,[2023b)).
However, while these algorithms differ in their design of solvers for the adjoint ODE, they all utilize
JVP when accessing Fisher information. We selected SAG as our base method due to its state-of-the-
art performance. We believe that replacing JVP with AFI-EA could also enhance the performance
of algorithms like AdjointDPM and AdjointDES.

The Design of Score functions

* Aesthetic Score
For aesthetic score predictor f,.s : R? — R, the adjoint optimization target is simply fyes
itself.
£($0) = faes (mO) (54)

* Clip Loss
Following the implementation of (Pan et al.| [2023al), we use the features from the CLIP
image encoder as our feature vector. The loss function is Ly-norm between the Gram
matrix of the style image and the Gram matrix of the estimated clean image.

)T

L(xo) := ||clip(ao)clip(zo) ' — clip(wmf)clip(mmf)—rn (55)

* FacelD Loss
Following the implementation of (Pan et al., |2023b)), we use ArcFace to extract the target
features of reference faces to represent face IDs and compute the I, Euclidean distance
between the extracted ID features of the estimated clean image and the reference face image
as the loss function.

L(xo) := ||ArcFace(x() — ArcFace(@,er)|| (56)

Hyperparameters For the hyperparameters in adjoint guided sampling, we ensure a fair com-
parison between the JVP and AFI-EA methods. For most hyperparameters, we directly adopt the
settings from previous works [Pan et al.|(2023b) for both the baseline JVP method and our AFI-EA
method. For the guidance scale, we tune the value for the JVP method and use the same value for
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our AFI-EA method. The AFI-EA method does not introduce additional hyperparameters, and for
mutual hyperparameters, our AFI-EA method uses the exact same values as the JVP method. We
adopt this strategy because our AFI-EA method solely improves the approximation of the Fisher
information linear operator, without altering the adjoint sampling mechanism. Therefore, the suit-
able hyperparameters should remain unchanged, and we simply use the same parameters from the
JVP method for our AFI-EA method. For all experiments, we set the number of sampling steps to
T = 50. Adjoint guidance is applied starting from steps ranging from 15 to 35 and ending at step
35, with one guidance per step. Thus the only parameter we tune is the guidance strength. We deter-
mine this value for the JVP method via a grid search from 0.1 to 0.5 with a step size of 0.1 and find
that the optimal guidance strength for JVP is 0.2. We then use this value for our AFI-EA method.
Notice that, we apply a normalization to the guidance gradient for both JVP and AFI-EA methods,
making our optimal guidance strength consistent across different scores. The tuning is conducted
on 1k COCO prompts, and the computational budget for tuning is 4 * 5 * 3 GPU hours (4 tasks * 5
grids * 3 hours per single test) on Ascend 910B chips.

B.3 PRETRAINED MODELS
All of the pretrained models used in our research are open-sourced and available online as follows:

* stable-diffusion-v1-5
https://huggingface.co/runwayml/stable-diffusion-v1-5

* stable-diffusion-2-base
https://huggingface.co/stabilityai/stable-diffusion-2-base

* SAC-aesthetic score predictor
https://github.com/christophschuhmann/improved-aesthetic-predictor/
blob/main/sac%2Blogos%2Baval—-114-1inearMSE.pth

* AVA-aesthetic score predictor
https://github.com/christophschuhmann/improved-aesthetic-predictor/
blob/main/ava%2Blogos—114-1linearMSE.pth

* ArcFace ID loss
https://github.com/TreBleN/InsightFace_Pytorch

* Clip loss
https://huggingface.co/openai/clip-vit—-large—patchl4d

C DISCUSSIONS

C.1 SINGULARITY OF FISHER INFORMATION AT t = 0

Previous studies (Yang et al., 2023; Zhang et al., | 2024b) have shown that the diffusion model, par-
ticularly when learned in e-prediction, can encounter a singularity issue at £ = 0. Our AFI in
equation ﬂ;fl reaffirms this issue, as this formulation becomes ill-formed at ¢ = 0 due to division
by zero (0g). Consequently, our formulation does not describe the behavior at £ = 0. The deep
theoretical exploration of the singularity problem remains an open question in the diffusion model
field. However, as it is not the primary focus of this paper, we will not discuss the AFI at ¢ = 0.

C.2 STATISTICAL CALIBER OF NEGATIVE LOG-LIKELIHOOD

When dealing with high-dimensional data such as images, direct likelihood comparisons may en-
counter scaling issues due to the dimensionality. In this study, unless explicitly indicated otherwise,
we adopt the approach of Zheng et al.| (2023)) and typically use Negative Log-Likelihood (NLL) to
refer to Bits Per Dimension (BPD).

~log P,
BPD = Euy oy [Og - (wo)]

dlog?2 7)
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C.3 THE ODE SOLVERS

To compute the numerical solutions for the PF-ODE in equation [3] the likelihood ODE in equa-
tion [T4] and the adjoint ODE in equation [I8] we require ODE solvers. In our paper’s experiments,
we consistently use the explicit Euler method (referred to as DDIM when applied to PF-ODE). How-
ever, it’s important to note that our approach is not dependent on a specific ODE solver. We can also

utilize alternatives like fast ODE solvers [2022bjct [Liu et al.} [2022)) or exact inversion ODE
solvers (Wallace et al, 2023} [Zhang et al.,[2023).

C.4 THE RELATION OF AFI TO COVARIANCE IN DMs

We note that there is a series of studies aiming to learn the covariance of the reverse diffusion
Stochastic Differential Equation (SDE) (Bao et al.| 2022bifa). In Bayesian statistics, Fisher informa-
tion is defined as the covariance of the score. These studies derive their formulation by analyzing the
covariance of the score and obtaining the Fisher information in terms of the score. However, our AFI
is derived directly from the marginal distribution and is composed solely of the initial distribution
and noise schedule. Furthermore, our application is unique; we are the first to replace the use of
JVP with AFI, while the focus of these studies is to enhance the performance of Diffusion Models
(DMs) with analytical covariance.

A very similar form of the Fisher information is proposed in Lemma 5 of Benton et al.|(2024). The
difference is that our Proposition 3 presents the specific form of Fisher information in terms of data
distribution, which is not included in Lemma 5 of [Benton et al| (2024). This distinction is crucial
as it facilitates the derivation of our new algorithms. Also, we adopt the currently more commonly
used «ay, 0y notation to represent the noise schedule. Instead, Benton et al{(2024) o, = e~%t. We
gave out this detailed formulation to avoid unnecessary misunderstandings in the development of
the subsequent training scheme.

C.5 COMPARISON OF AFI-TM TO HUTCHINSON TRACE ESTIMATOR

We notice that the naive trace calculation of the JVP method can be accelerated by the Hutchinson
trace estimator. We have not conducted experiments using the Hutchinson estimator, as it is a Monte-
Carlo type estimation, unlike the direct evaluation methods like the full-JVP baseline and our AFI-
TM. Furthermore, the JVP method under the help of the Hutchinson method and its variants is still
considerably more expensive than our method, and their applicability is also more restricted.

¢ The Hutchinson method is much more costly: To attain a relative error less than € with a

probability of 1 — ¢, the Hutchinson method requires 2(17%5#0%% samples [Skorski| (2021)).
ess than

Assuming that the goal is to obtain an estimation with a relative error o 0%
with a probability exceeding 90%, a minimum of 351 NFEs is required. This equates to 1
or 2 minutes on SD-v1.5 for a single trace estimation. For a complete NLL estimation of
an image with 20 steps, this would take 20 minutes, which is entirely impractical in any
business context. In contrast, our AFI-TM only requires 1 NFE for a single trace estimation,
needing merely 10 seconds for the full NLL estimation of an image.

* The application of the Hutchinson method is more restricted: Due to its Monte-Carlo
characteristics, the Hutchinson method is more appropriate for contributing to the com-
putation of certain training objectives as in (2022a)), where the unbiased prop-
erty is sufficient, and large variance may be absorbed into network training. However, the
Hutchinson method may encounter difficulties with accurate per-sample trace estimation.
Our method can accommodate both scenarios, including per-sample computation.

There are already attempts to use the Hutchinson method to expedite the JVP of trace estimation in
diffusion models (2022a). Nonetheless, due to Hutchinson’s limitations, these practices are
restricted to relatively small DMs (CIFAR-10 at most). We will add discussions on the Hutchinson
method in our revision.

26



Under review as a conference paper at ICLR 2025

C.6 DISCUSSIONS ON THE THEORETICAL BOUND OF AFI-EA

We notice that the error bound in Proposition [8]does not vanish as the training error decreases. From
the rigorous theoretical perspective, considering the error bounds in Propositions [7]and [8] the AFI-
EA method is less valid than the AFI-TM method, as we currently cannot establish vanishing bounds
for it. However, from an empirical perspective, our AFI-EA outperforms the naive JVP method in
terms of score improvement across various tasks and pretrained models, as demonstrated in Fig-
ure 4. Thus, the AFI-EA approximation proves to be valid in a practical sense. The replacement
> ¥y, ~ xox, originates from the observation that wj is a weighting of the summation equal to
1, and as ¢ approaches 0, the w; closest to xy will dominate due to the diffusion kernel. Therefore,
this approximation is intuitively reasonable near ¢ = 0, which is precisely where we apply adjoint
guidance.

C.7 BROADER (SOCIAL) IMPACTS

The development of accurate Fisher information of diffused distribution, as discussed in this paper,
holds significant potential for several domains, including machine learning, healthcare, environmen-
tal modeling, and economics.

However, while this research holds great potential for positive impacts, it is also important to con-
sider potential negative societal impacts. The enhanced ability of generative models given by AFI
could potentially be misused. For instance, it could be exploited to create aesthetic-improved deep-
fakes, leading to misinformation. In healthcare, if not properly regulated, the use of synthetic patient
data could lead to ethical issues. Therefore, it is crucial to ensure that the findings of this research are
applied ethically and responsibly, with necessary safeguards in place to prevent misuse and protect
privacy.

C.8 LIMITATIONS

This paper does not explore the integration of AFI into accelerated ODE solvers. This paper is con-
strained in the scope of DMs, but similar second-order information may also exist in flow matching
generative models. The AFI may also contribute to a more effective inference method, which we
did not explore.
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