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ABSTRACT

Machine-Generated Text (MGT) detection identifies whether a given text is
human-written or machine-generated. However, this can result in detectors that
would flag paraphrased or translated text as machine-generated. Fine-grained clas-
sification that separates the different types of machine text is valuable in real-world
applications, as different types of MGT convey distinct implications. For example,
machine-generated articles are more likely to contain misinformation, whereas
paraphrased and translated texts may improve understanding of human-written
text. Despite this benefit, existing studies consider this a binary classification
task, either overlooking machine-paraphrased and machine-translated text entirely
or simply grouping all machine-processed text into one category. To address this
shortcoming, this paper provides an in-depth study of fine-grained MGT detec-
tion, categorizing input text into four classes: human-written, machine-generated,
machine-paraphrased, and machine-translated. A key challenge is the perfor-
mance drop on out-of-domain texts due to the variability in text generators, espe-
cially for translated or paraphrased text. We introduce a RoBERTa-based Mixture
of Detectors (RoBERTa-MoD), which leverages multiple domain-optimized de-
tectors for more robust and generalized performance. We offer theoretical proof
that our method outperforms a single detector, and experimental findings demon-
strate a 5-9% improvement in mean Average Precision (mAP) over prior work on
six diverse datasets: GoodNews, VisualNews, WikiText, Essay, WP, and Reuters.
Our code and data will be publicly released upon acceptance.

1 INTRODUCTION

As Large Language Models (LLMs) have made significant progress in fields like conversational sys-
tems (Ouyang et al.| |2022; Touvron et al., 2023} Bai et al.| |2023)), image understanding (OpenAl,
2023} Nori et al., 2023 Ni et al.,|2024), and text-to-image generation (Saharia et al.| 2022; Rombach
et al., 2022} [Zhang et al., [2024bj [2023b), concern about the hallucination (Lin et al.,|2022) and eth-
ical (Zellers et al.,2019)) issues they may raise have increased. To mitigate such misuse, researchers
have introduced Machine-Generated Text (MGT) detection to distinguish between human-written
and machine-generated text, defending against misinformation. As shown in Figure 1| (A), previ-
ous work (Mitchell et al., 2023 |Verma et al., [2024; |Guo et al.| 2023; Zhang et al., 2024a) typically
defines this task as a binary classification problem: detecting whether the input text is machine-
generated or human-written. However, this binary approach often ignores fine-grained categories
of MGT, such as machine-paraphrased or machine-translated text. In practical applications, these
fine-grained categories are critical for defending against misinformation and understanding the user
intentions of applying LLMs. As illustrated in Figure[T](B), articles generated by machines based on
basic prompts are more likely to contain misinformation (highlighted in pink) or be used for specific
purposes (e.g., propaganda or monetization [Zellers et al., [2019). In contrast, machine-translated
and paraphrased articles modify content based on human-written sources. Users may use LLMs
simply to correct grammatical errors in articles. Additionally, providing human-written articles as
input increases the cost for bad actors attempting to spread misinformation. While some recent stud-
ies (Krishna et al.| [2024} [Li et al., |2024)) have attempted to detect machine-paraphrased text, most
still categorize these types as a single class, overlooking the fine-grained differences among these
MGT categories. A concurrent study, |Abassy et al.|(2024), attempts fine-grained MGT detection
but addresses solely paraphrased text, ignoring machine-translated text.
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Figure 1: (A) Prior work in MGT detection (Mitchell et al.,|2023; |Su et al., [2023; |Guo et al.,|[2023),
for fine-grained MGT detection, categorizing MGT into three classes: generated, paraphrased, and
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predicts a binary label indicating whether the input text is machine- or human-written. Real-world
articles are more complex, including human-written text that is machine-paraphrased or machine-
translated. (B) While all three categories of MGT involve LLMs, paraphrased and translated articles
are based on human-written sources and do not contain misinformation. In contrast, the article
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translated, which current detectors struggle to identify accurately. We propose RoBERTa-MoD
generated from basic prompts includes misinformation, highlighted in pink.

This paper provides an in-depth study of fine-grained MGT detection. Our task classifies a given
article into four categories: human-written, machine-generated, machine-paraphrased, and machine-
translated. A straightforward method for this task is to modify the classification heads of existing
detectors (Solaiman et al., 2019; (Guo et al., |2023} Tian et al., [2024) from binary classification to
multi-class classification. While this strategy allows us to adapt existing approaches with minimal
overhead, these detectors perform poorly on out-of-domain evaluation. As shown in prior work (He
et al., 2023; Mitchell et al.l |2023; [Zhang et al., 2024a), these detectors experience a performance
drop on out-of-domain data for binary classification, making fine-grained MGT detection even more
challenging.

To solve the aforementioned problems, we propose RoBERTa-based Mixture of Detectors
(RoBERTa-MoD) to achieve more robust and generalized MGT detection. Our method employs
M detectors, each optimized for a different domain. A gating network is then applied to assign the
input article to the most appropriate detectors. With this approach, RoBERTa-MoD can effectively
achieve fine-grained MGT detection across various text domains. Experimental results demonstrate
that our method outperforms individual RoBERTa-based frameworks, model-averaging ensemble
models, and traditional mixture-of-experts ensemble models.

In summary, our contributions are:

* We conduct an in-depth study on fine-grained MGT detection, which is important for identifying
misinformation in machine-generated content and understanding the purposes behind users’ use
of LLMs.

* We introduce a data preparation process to generate articles across different fine-grained cate-
gories, enabling the automatic creation of training and evaluation data for our task.

* We identify a key challenge in fine-grained MGT detection: performance degradation in out-of-
domain evaluation. To address this, we propose RoOBERTa-MoD, combining detectors optimized
for different domains to develop a more robust and generalized detection system.

* Our method is validated on six different datasets (GoodNews, VisualNews, WikiText, Essay, WP,
and Reuters), achieving a 5~9 average mAP improvement.
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2 RELATED WORK

Since LLM-generated articles may contain misinformation (Lin et al., [2022} [Zellers et al.l 2019)
or be used for economic or propaganda purposes (Zhang et all 2023a), detecting MGT has be-
come increasingly important. Existing methods (Solaiman et al., 2019} |Guo et al., 2023} |Tian et al.,
2024} Mitchell et al.,|2023; |Hans et al.,2024) typically approach this as a binary classification task,
determining whether a segment of text is human-written or machine-generated. Metric-based meth-
ods (Mitchell et al.} 2023} |Su et al., 2023} Bao et al.|[2024; |Hans et al.,[2024) extract distinguishable
features from the text using the target language models. E.g., |Solaiman et al.|(2019) apply log
probability, and |Gehrmann et al.[(2019) use the absolute rank of each token. More recently, meth-
ods (Mitchell et al.| [2023; |Su et al., 2023} [Bao et al.| [2024) have demonstrated that small changes
to MGT typically lower its log probability under the language model, a pattern not seen in human-
written text. Therefore, these methods introduce perturbations to the input text and measure the
resulting discrepancies. To improve the generalization ability of these detectors, Verma et al.|(2024)
extract features from text using a series of language models and train a classifier to categorize these
features. Although these methods do not require additional databases for training, they cannot be
easily adapted to fine-grained MGT detection. Since fine-grained categories in MGT are also gener-
ated by LLMs, theoretically, machine-translated and machine-paraphrased text would be classified
as machine-generated text based on the statistical features extracted by these methods.

Model-based detectors (Solaiman et al.,2019;|Guo et al.,|2023]; Bhattacharjee et al.,[2023; [Tian et al.
2024} Zhang et al.,|20244a)) train classifiers on annotated corpora to directly classify input text, mak-
ing them effective for detecting text generated by black-box or unknown models. E.g., [Solaiman
et al.| (2019) finetuned the RoBERTa model (Liu et al.l |2019) using outputs from the GPT series.
Guo et al.[(2023) developed a method to identify ChatGPT-generated text with the HC dataset (Guo
et al.,[2023)). [Tian et al.| (2024)) trained a detector on different scales of text, enhancing the detec-
tor’s performance on shorter texts. Recently, some studies (Krishna et al.| 2024; [Li et al.l 2024;
Nguyen-Son et al., [2021)) have recognized the importance of detecting other categories of MGT,
including machine-paraphrased and machine-translated text. For example, [Krishna et al.[(2024)) en-
hanced machine-paraphrased text detection using retrieval methods, and [Li et al.|(2024) identified
paraphrased sentences through the content information in articles. [Nguyen-Son et al.[(2021) applied
round-trip translation to detect Google-translated text. A concurrent study (Abassy et al., [2024) at-
tempted to achieve fine-grained MGT detection. However, it mainly addressed machine-paraphrased
text and completely ignored machine-translated text. In our work, we manage to distinguish both
machine-paraphrased and machine-translated from MGT. We first modify the classification head
of RoBERTa, achieving fine-grained classification on human-written, machine-generated, machine-
paraphrased, and machine-translated texts. We further introduce the mixture of detectors to enhance
model performance in out-of-domain evaluations, where previous methods have struggled.

3 ROBERTA-Mo0OD: ROBERTA-BASED MIXTURE OF DETECTORS

Given an article x, MGT detection uses a binary label y € {£1} to classify x as either human-
written or machine-generated. To provide a more precise indication of the article’s source, our
task further divides MGT into machine-generated, machine-paraphrased, and machine-translated
categories, extending MGT detection into a four-class problem where y € {—2, —1,1, 2}.

A straightforward approach is to adapt existing model-based methods (Mitchell et al.l 2023} |Guo
et al.,|2023}; Tian et al.| 2024) by modifying their classification heads from binary to multi-class la-
bels. The primary challenge here is that these models are often trained on specific datasets, leading to
decreased performance in out-of-domain evaluations, especially for the more complex fine-grained
MGT classification. On the other hand, while metric-based methods (Mitchell et al.| 2023;|Su et al.,
2023} [Hans et al., [2024) do not require training on specific data, they typically rely on extracting
features from the target LLM and classifying based on predefined thresholds. This approach is
not applicable to fine-grained MGT detection since machine-paraphrased and machine-translated
texts also contain the statistical characteristics of the target LLM. To address the challenge of out-
of-domain evaluation, we propose using mixture models to achieve more generalized and robust
performance.
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Specifically, Section [3.T]briefly introduces our method for constructing articles used as training and
evaluation data. Section[3.2]presents the RoBERTa-based Mixture of Detectors (MoD) strategy. We
first initialize multiple detectors through pretraining on corpora, then introduce a routing network
to ensemble these detectors and obtain the final score. Furthermore, in Section @], we provide a
theoretical proof that for the multi-classification task in fine-grained MGT, mixture models surpass
a single detector in performance across various domains.

3.1 DATA PREPARATION: ARTICLE GENERATION

As discussed in the Introduction, LLM-generated articles can either be directly produced from basic
prompts or be paraphrased or translated based on human-written content. To prepare such data,
we generate different MGT categories using article datasets. For the machine-generated category,
we provide only the title as the prompt to LLMs, for example: “Write an article on the following
title, ensuring that the article consists of approximately z sentences,” where z represents the number
of sentences in the original article. This ensures that articles of different categories are of similar
length, preventing the detector from using length as a classification feature.

For machine-paraphrased and machine-translated articles, we input the entire human-written article
as the prompt: “Paraphrase/Translate the following article: 2.” For the translation task, we employed
a round-trip translation strategy involving four languages: Chinese, Spanish, Russian, and French.
We provide a specific example in Appendix [C} The language models used include Llama-3 (Touvron
et al.} 2023), Qwen-1.5 (Bai et al.; 2023), StableLM-2 (Bellagente et al., [2024), ChatGLM-3 (Du
et al.; [2022), and Qwen-2.5 (Yang et al., 2024ﬂ Llama-3 and Qwen-1.5 are in-domain generators
for training the detector, and StableLM-2, ChatGLM-3, and Qwen-2.5 are out-of-domain generators
to evaluate the model’s generalization ability.

To prevent the model from leaking information about the article’s category (e.g., Llama-3 often
responds with “Here is the polished version:”), we use the text starting from the second paragraph
as input to the detector.

3.2 ROBERTA-MoD: ROBERTA-BASED MIXTURE OF DETECTORS

Given an input text x, our model consists a set of M detectors {f1,..., fas} and a linear gating
network hP| Denote the parameters of the gating network as @ = [0, ..., fn| € R*M | the output
of the gating network is h(x; @), where d is the dimension of the embedded features of x. Denote
the output of the m-th detector as f,, (x; W) with input « and parameter W. Note that we simplify
the embedded feature T'(x) as x to keep the expression concise, where T'(-) is the tokenizer applied
in each detector f,,, and the gating network h.

The route gate value for m-th detector is given by:

exp(hm(x;O))

Tm(X;0) = ,Vm € [M], (1)
2%:1 exp(hy (x; ©))
and the output of MoD is given by:
F(X; 67 W) = ZmeTxﬂ-m (X; Q)fm (X; W)v (2)

where T, C [M] is a set of selected indices.

RoBERTa Detector. Each detector f,, of our method applies the RoBERTa (Liu et al.l [2019)
architecture. The output of f,, corresponds to four classes: human-written, machine-generated,
machine-paraphrased, and machine-translated text.

Training Strategies. To develop a method that can be adapted to different detectors, we adopt a
two-stage training strategy. First (Figure[2]A), we train detectors separately on various corpora. For
the m-th detector, the corresponding loss is

"For Essay, WP, and Reuters, we directly used LLM-generated texts provided by [He et al.|(2023).
>We define the symbols and the data sampling strategy in Sectionfollowing Chen et al.[(2022).
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where C' denotes the number of classes, N denotes the number of samples, and ¥, . denotes the
target value of n-th sample on c-th class. In this stage, the parameters © of the gating network are
frozen. We adopted the gradient descent method to update the W for each detector:

Wi =W — 5 Vw, L0010, W)/[Vw, 0@, W) p,¥m € [M],  (5)
where 7 is the detector weight learning rate.

In the second stage (Figure [2] B), we simultaneously update the parameters W of detectors and the
parameters © of the router. The gradient update rule for @ at iteration ¢ is

ot =) _ ., £LO@M WM vm e [M], (6)

where 7, is the learning rate for the router. Algorithm [I]provides the procedure of the training.

3.3 ROBERTA-MOD OUTPERFORMS SINGLE ROBERTA

Consider a 4-class classification problem over P-patch inputs, where each patch has d dimensions.
In particular, each labeled data is represented by (x, ), where input x = (x(V), x(®) ... x(P) ¢
R4*P is a collection of P patches and y € {1, £2} is the data label. We consider data generated
from K clusters where k € [K], and for each k has a corresponding feature vector vy, with ||vi||2 =
1 for Vk € [K]. For simplicity, we assume that all the vectors {vy }vc[x] are orthogonal with each
other.

Definition 1. A data pair (x,y) € (R¥F R) is generated from the distribution D as follows:

* Uniformly draw k and k' from {1, . .., K} without replacement (k # k).

* Generate the real data label y and the distracted label € from {£1, +2} uniformly.

* Generate two random variables o, v from distribution D, D, independently. In this paper,
we assume there exists absolute constants C1, Cy such that almost surely 0 < Cy < o,y <
Co.

* Generate x as a collection of P patches: x = (x(l), x3@ . ,X(P)) € RIxP

, where
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— Data Features. One and only one patch is given by yavy.

— Distracting Features. One and only one patch is given by eyvy:.

— Gaussian noise. The rest of the P — 2 patches are Gaussian noises that are indepen-
dently drawn from N (0,03) - Iq where oq is a variance control constant.

In Definition |1} the input data = can be decomposed into three components to reflect real-world
scenarios: data features that offer relevant information (y and vy are closely correlated), distracting
features that supply misleading information (¢ and vy are randomly selected), and Gaussian noise
features introduce some white noise (no useful information) (Chen et al., [2022)). For simplicity, we
can choose the patch number P = 3 without losing generality. Since « and «y both serve as scaling
parameters for the random-selected features vy, and vy, it is safe to assume « and ~ follow the same
distribution D, = D,,.

Theorem 1. (Single detector performs not well). Suppose D, = D. holds in Definition|l} then
any detector with the form F(x) = 25:1 f(xP)) gives poor test performance with the probability
Pixy)~n (YF (%) < 0) > 5.

Theorem|T]indicates that if the distracting feature has the same strength as the data feature i.e., Dy, =
D.,, any two-layer detectors with any activation function cannot perform well on the classification

problem defined in Deﬁnition with the probability of poor performance being at least %.

Theorem 2. (MoD performs well). Consider a training dataset of size n = Q(d). Let the number
of experts M be set to O(K log K log d), and the size of the filter J be ©(log M log d). Under these
conditions, the MoD algorithm achieves nearly-zero test error, i.e., P(x’y)ND (yF(x; W) < 0) <

ﬁ, where [ is a constant dependent on the model.

Theorem 2] demonstrates that MoD could effectively address the multi-classification problem. Link-
ing Theorem [I] and Theorem [2] indicates that under the conditions outlined in Definition [I} the
highest error rate of the MoD could be smaller than the lowest error rate of a single-expert model
with appropriately selected parameters. This implies that there exist problem instances where an
MoD provably surpasses a single-expert model. See Appendix [A]and [B]for detailed proof.

4 EXPERIMENTS

4.1 DATASETS & METRICS

News Datasets. The news datasets in our study include GoodNews (Biten et al., |2019) and Visual-
News (Liu et al., [2021)). GoodNews(Biten et al., [2019) provides URLs of New York Times articles
from 2010 to 2018. After filtering out broken links and non-English articles, we randomly selected
10,000 articles for training, with 2,000 articles each for validation and testing. VisualNews(Liu
et al.,|2021) comprises articles from four media sources: Guardian, BBC, USA Today, and Washing-
ton Post. Similar to GoodNews, 2,000 articles were randomly chosen for evaluation sets.

WikiText (Stephen et al., [2017) collected 600 training articles, 60 validation articles, and 60 test
articles from Wikipedia. We utilize the test set for our evaluation.

GhostBuster (Verma et al.l 2024)) collected corpora for MGT detection from student essays (Es-
say), creative writing (WP), and news articles (Reuters). In our experiments, we adopt the training,
validation, and test sets provided by MGTBench (He et al.,[2023), and detect texts generated by var-
ious LLMs, including ChatGPT (Ouyang et al.,2022)), ChatGLM (Du et al.,|2022), GPT4all (Anand
et al.,[2023)), Claude (Anthropicl 2024), and StableLM (Bellagente et al.| 2024).

Metrics. Following DetectGPT (Mitchell et al.l 2023), we use the Area Under the Receiver Op-
erating Characteristic curve (AUROC) to measure performance. We also employ mean Average
Precision (mAP) to evaluate performance on articles sampled from specific LLMs. The detector’s
overall performance is assessed by averaging mAP across various LLMs (avg mAP). To illustrate
the method’s effectiveness on various fine-grained MGT categories, we utilize confusion matrices
for visualization.
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Table 1: Fine-grained MGT Detection on GoodNews. LLM-DetectAlve is directly trained on fine-
grained MGT data, which can be considered as a fine-tuned RoBERTa. “RoBERTa-Avg” denotes
averaging the prediction scores from multiple finetuned RoBERTas. “MoE” indicates the appli-
cation of the traditional Mixture of Experts (Chen et al., 2022)) training strategy. RoBERTa-MoD
boosts LLM-DetectAlve by approximately 9% in average mAP and 6% in AUROC, demonstrating
its effectiveness in detecting fine-grained MGT. See Section for detailed discussion.

In-domain LLMs Out-of-domain LLMs
Model Llama3 Qwenl.5 StableLM2 ChatGLM3 Qwen2.5 avg mAP AUROC
Scale -8B -7B -12B -6B -7B
mAP on GoodNews (Biten et al.,[2019)

OpenAl-D (base) 64.95  60.25 59.51 55.04 56.74 59.30 80.06
OpenAl-D (large) 64.49  65.85 61.46 60.31 57.98 62.02 80.25
ChatGPT-D 63.85 52.76 52.65 67.18 59.62 59.21 75.41
RoBERTa-MPU  68.59  69.90 68.05 67.07 65.67 67.86 84.60
LLM-DetectAlve 87.36  79.73 77.48 76.36 72.17 78.62 89.31
RoBERTa-Avg 83.28  85.64 76.48 77.50 73.49 79.28 91.02
RoBERTa-MoE  91.57 86.58 86.77 87.55 82.18 86.93 94.24
RoBERTa-MoD 9144  91.59 87.66 87.92 82.21 88.16 95.21

4.2 BASELINES

OpenAl-D (Solaiman et al.,|2019)) is a detector trained on outputs from GPT-2 (Radford et al.,[2019)
series. OpenAl provides two versions: RoBERTa-base and RoBERTa-large. With fine-tuning and
early stopping, OpenAl-D can also be used to detect text generated by other LLMs.

ChatGPT-D (Guo et al.} 2023)) is designed to identify text produced by ChatGPT-3.5 (Ouyang et al.,
2022). It is trained using the HC3 (Guo et al.|[2023) dataset, which includes 40,000 questions along
with both human-written and ChatGPT-generated answers.

RoBERTa-MPU (Tian et al.l [2024) builds upon RoBERTa (Liu et al., |2019) by incorporating a
length-sensitive loss and a multi-scale text module, addressing the challenges of detecting short
texts. Compared to OpenAl-D and ChatGPT-D, RoBERTa-MPU improves the detection for shorter
texts without compromising performance on longer texts.

LLM-DetectAIve (Abassy et al., |2024) distinguishes between machine-generated, machine-
paraphrased, and human-written text by fine-tuning RoBERTa (Liu et al.,[2019) and DeBERTa (He
et al.l 2021) models. For consistency with other baselines, we apply the RoOBERTa backbone of
LLM-DetectAlve in our experiments.

Binoculars (Hans et al.,[2024)) identifies MGT by comparing the perplexity scores of two pre-trained
language models (cross-perplexity), enabling zero-shot detection. Since metrics-based methods
classify input text by extracting distinguishable features (e.g., perplexity, absolute rank) from pre-
defined LLMs, they are not directly applicable to fine-grained MGT detection. This is because
machine-paraphrased and machine-translated texts would still be categorized as machine-generated
based on the features in LLMs. Therefore, we only apply this baseline to the traditional MGT
detection task.

4.3  FINE-GRAINED MGT DETECTION ON GOODNEWS

Quantitative Results. Table [1| presents the fine-grained MGT detection results of various models
on the GoodNews dataset. All methods were fine-tuned on data from Llama-3 (Touvron et al., 2023)
and Qwen-1.5 (Bai et al.;,[2023)), and then evaluated on all LLMs. The maximum token length of the
input text was set to 128. We observe that our mixture detectors consistently outperform individual
models. For instance, ROBERTa-MoE and RoBERTa-MoD achieve approximately 8.3% and 9.5%
improvements in avg mAP compared to LLM-DetectAlve, respectively.

Several conclusions can be drawn from the table. First, the prior knowledge of existing detectors
designed for binary classification tasks is not effective for fine-grained MGT detection. For ex-
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Figure 3: Confusion Matrix for In-domain Generators. RoBERTa-MoD performs well in most
categories, with the only exception being that machine-translated articles may be misclassified as
machine-paraphrased articles. See Section@for detailed discussion.
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Figure 4: Confusion Matrix on Out-of-domain Generators. Our method can still accurately dis-
tinguish between human-written and machine-generated categories. Compared to in-domain evalua-
tions, detecting machine-paraphrased and translated text becomes more challenging. See Section4.3]
for detailed discussion.

ample, the performance of ROBERTa-MPU is notably lower than that of LLM-DetectAlve and our
RoBERTa-MoD (e.g., 67.86—78.62—88.16 in avg mAP, 84.60—89.31—95.21 in AUROC). Sec-
ond, mixture models enhance the detection performance of single detectors in both in-domain and
out-of-domain evaluations, consistent with our findings in Section @ Third, with the two-stage
training strategy, ROBERTa-MoD further boosts the performance of ROBERTa-MoE, demonstrating
the effectiveness of using pre-trained detectors to initialize our model.

Confusion Matrix. To visualize RoOBERTa-MoD’s performance across different fine-grained MGT
categories, we present the confusion matrices on GoodNews in Figure[3|and @ The results indicate
that RoBERTa-MoD achieves good results in both in-domain and out-of-domain evaluations, partic-
ularly for the machine-generated and human-written categories. Distinguishing between machine-
translated and paraphrased articles in out-of-domain data (Figure f)) remains more challenging. It
may be due to the fact that both machine-paraphrased and translated texts are produced by LLMs
using human-written articles as input. Therefore, improving the model’s ability to differentiate be-
tween these two categories in out-of-domain settings could be a valuable direction for future work.

Qualitative Results. Figure [5] presents the qualitative results on GoodNews. We see that the
machine-generated article contains significant misinformation, while the translated and paraphrased
articles contain fact-based content. This validates the importance of fine-grained MGT detection.
Additionally, we observe that the machine-paraphrased and translated articles share similarities in
style and content, explaining why the performance for these two categories is less effective than for
the human-written and machine-generated categories in Figure [3|and ]

4.4 ZERO-SHOT FINE-GRAINED MGT DETECTION ON VISUALNEWS & WIKITEXT

The experimental results on GoodNews in Sectiond.3]show that RoOBERTa-MoD outperforms base-
lines for both in-domain and out-of-domain generators. However, in the same dataset, human-
written articles in the training and testing sets may follow similar data distributions. To verify that
our model is not overfitting to specific writing styles of GoodNews, we conducted zero-shot exper-
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Table 2: Zero-shot Fine-grained MGT Detection. Although fine-tuned only on GoodNews ar-
ticles, Roberta-MoD outperforms LLM-DetectAlve on both VisualNews and WikiText, achieving
approximately 5% increases in average mAP. The improvements indicate that RoOBERTa-MoD can
effectively recognize fine-grained MGT categories without overfitting specific datasets. See Sec-
tion PfEl for detailed discussions.

Model Llama3 Qwenl.5 StableLM2 ChatGLM3 Qwen2.5 avg mAP AUROC
Scale -8B -7B -12B -6B -7B

(A) mAP on VisualNews (Liu et al.|, 2021)

70.09  66.84 64.82 66.09 63.24
5491 5273 51.40 53.45 47.50
RoBERTa-MPU 64.06 61.07 60.81 61.59 61.43
LLM-DetectAlve 78.65  70.38 67.04 65.92 66.98
RoBERTa-MoD (Ours) 73.04  81.67 71.88 72.44 71.75

66.22
52.01
61.79
69.79
74.16

83.38
74.23
82.73
84.08
89.72

OpenAlI-D (large)
ChatGPT-D

(B) mAP on WikiText (Stephen et al.,[2017)

64.14  66.76 58.86 51.58 57.10
RoBERTa-MPU 71.14  70.64 64.67 62.52 66.61
LLM-DetectAlve 78.01  76.67 72.26 70.16 72.07
RoBERTa-MoD (Ours) 79.29  80.70 75.21 66.96 77.49

59.69
67.12
73.83
75.93

76.19
83.01
82.82
87.55

OpenAl-D (large)

Kentucky is More Prepared Than Any Other Team for a Championship
Run

Kentucky is better primed for a title run than any other team.

The Wildcats will receive a double-bye this week at the SEC tournament

in Nashville, just a breezy four-hour drive away. If they win three games
there against teams they have already beaten — and even if they don't
— they will almost certainly secure the top seed in the N.CAA.
tournament. This would allow them to play their games in Louisville,
Cleveland, and, for the Final Four, in Indianapolis.

In the N.C.A.A. tournament, Kentucky will not encounter a team with a
more imposing frontcourt or deeper roster because no such team exists.
The media buzz surrounding every Kentucky team, combined with the
hype of an undefeated run, has effectively put them through a month's
worth of games in playoff-like atmospheres.

"It wasn't the focus," said Quinn Buckner, a television analyst for the
Indiana Pacers who was a senior on the 197 .

to win a championship and get better — get .
human-written

This week, the Wildcats will enjoy a double bye at the SEC tournament in
Nashville, a short, comfortable four-hour drive away. Even if they lose
one game against the teams they've already defeated, they will likely
eam the top seed in the NCAA tournament and host their games in
Louisville, Cleveland, and, for the Final Four, Indianapolis.

In the NCAA tournament, they won't encounter a team boasting a more
formidable frontcourt or greater depth—such a team simply does not
exist. Due to the media attention surrounding any Kentucky team,
combined with the excitement of an undefeated streak, they have
effectively played a month's worth of playoff games.

"It wasn't about making history," remarked Quinn Buckner, a
television analyst for the Indiana Pacers and 2 seni
Hoosiers. "The focus was on winning a chamj

better—getting better every day." machine-paraphrased

The Kentucky team is positioned better than any other to win the
championship.

Inthe c (SEC) of the NCAA
Championship, Kentucky will have a bye in the first round. The games
will be held in Nashville, just a four-hour drive away. If they win three
games there—or even if they don't win all of them—they will almost
certainly secure the top seed and play their games in Nashville,
Cleveland, and Indianapolis for the Final Four.

In the NCAA Championship, they won't encounter any teams with a
stronger frontcourt or deeper bench, simply because such teams don't
exist. Given that any Kentucky team attracts significant media attention
and excitement from their winning streak, they have already been playing
in a playoff atmosphere for a month before the official playoffs even
begin

In a remarkable season, Kentucky's basketball squad achieved an impressive
31-0 record, showcasing a level of dominance rarely seen in college sports.
This perfect season is not just a testament to the team’s skill and strategy but
also to their unwavering dedication and hard work. However, as impressive as
this feat is, it may only be a warm-up for an even more spectacular run in the.
upcoming tournaments.

This flawless record was the result of well-coordinated efforts and strategic
plays, with the team displaying exceptional teamwork and individual talent.
From their opening game to the final match, Kentucky maintained a high level
of performance, never losing a single game. This accomplishment marks a
significant milestone in Kentucky basketball history, setting a new standard for
success.

As the team steps onto the court for their next challenge, the nation watches
with bated breath. The 31-0 record is a proud accomplishment, but it's only
the beginning of a potentially legendary run. For Kentucky, the ultimate test
begins now, and all eyes are on them as they strive for greatness in the NCAA

“This isn't the point,” said Quinn Buckner, an
TV and a senior at Indiana State University in|
the i and get better—to get bett

machine-translated

machine-generated

Figure 5: Qualitative Results on GoodNews. RoBERTa-MoD effectively classifies articles based
on their content. Since both machine-translated and paraphrased texts are generated by LLMs based
on human-written sources, they share similar style and content, posing challenges for the detector.
The observation is consistent with the results in Figure |§| andE} See Section @ for discussion.

iments on VisualNews and WikiText, as shown in Table 2] In these evaluations, RoOBERTa-MoD
continues to outperform the baseline models in both average mAP and AUROC (e.g., 69.79—74.16
in average mAP and 84.08—89.72 in AUROC on VisualNews). This indicates that the improve-
ments made by RoBERTa-MoD are due to its effectiveness in identifying fine-grained MGT, rather
than remembering specific human-written styles of GoodNews articles.

4.5 MGT DETECTION

Given the flexibility of the MoD strategy, we believe that ROBERTa-MoD can be used not only
for fine-grained MGT detection but also for traditional binary MGT classification. To validate this,
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Table 3: MGT Detection on Essay, Reuters, and WP. RoBERTa-MoD outperforms all RoBERTa-
based baselines, including OpenAI-D (Solaiman et al., 2019), ChatGPT-D (Guo et al., 2023)), and
Roberta-MPU (Tian et al., [ 2024)), and performs comparably to the state-of-the-art, Binocualrs (Hans
et al.,[2024). See Section for a detailed discussion.

mAP F1 AUROC
Essay Reuters WP Essay Reuters WP Essay Reuters WP
OpenAlI-D (large) 78.52 92.52 83.33 63.76 77.15 65.72 77.85 93.21 83.00

ChatGPT-D 78.02 84.77 73.84 6471 7T71.66 56.50 72.35 81.19 72.66
RoBERTa-MPU 89.71 97.23 96.53 73.73 91.13 79.57 87.15 96.53 96.05
Binoculars 99.11 98.36 98.72 88.50 77.33 88.05 98.72 97.95 98.44

RoBERTa-MoD (Ours) 92.72 98.43 98.18 81.71 92.37 87.28 90.59 98.22 97.92

we conducted binary MGT detection on Essay, WP, and Reuters (Verma et al., [2024), as shown
in Table RoBERTa-MoD outperforms model-based baselines (e.g., OpenAl-D, ChatGPT-D,
RoBERTa-MPU), demonstrating the effectiveness of our MoD strategy.

While the state-of-the-art method, Binoculars (Hans et al |2024), performs slightly better than our
method, it is worth noting that Binoculars is metric-based and distinguishes between human-written
and machine-generated text using a fixed threshold. Therefore, it is not applicable to fine-grained
MGT detection, since both paraphrased and translated texts are also generated by LLMs and would
exhibit similar metric scores extracted from the target LLMs. In contrast, our method does not rely
on these metrics, enabling it to perform well in both binary MGT classification and fine-grained
MGT detection tasks.

5 LIMITATIONS

In this paper, we highlight the importance of fine-grained MGT classification and identify out-of-
domain evaluations (e.g., out-of-domain generators and zero-shot articles) as a primary challenge for
this task. We introduced RoBERTa-MoD to improve the performance of existing detectors. Despite
improvements across various datasets, our method still has several limitations.

First, out-of-domain evaluations remain a challenge for further improvement. As shown in our
experiments, the detectors’ performance on out-of-domain generators (StableLM-2, ChatGLM-3,
Qwen-2.5) is still lower than that on in-domain generators (Llama-3, Qwen-1.5). Performance in
zero-shot experiments (VisualNews and WikiText) is also lower compared to GoodNews.

Short text detection is another issue that could be addressed in future work. In this paper, we set the
maximum token length to 128 and achieved reasonable results. However, in our experiments, when
the maximum token length is reduced to 32 or lower, almost all models, including RoBERTa-MPU,
which is specifically designed for short text detection, perform close to random guessing. Therefore,
addressing the short text detection problem in fine-grained MGT detection is a potential direction
for future research.

6 CONCLUSION

We conduct an in-depth study of fine-grained MGT detection, aiming to further distinguish be-
tween machine-paraphrased and machine-translated text from MGT. We identify a key challenge
in fine-grained MGT detection as improving the model’s generalization ability. Ie., model-based
detectors typically perform well on in-domain data, however, their performance declines when deal-
ing with different domains, especially out-of-domain data. To address this challenge, we introduce
RoBERTa-MoD, which consists of multiple detectors optimized for different domains, achieving
more robust and generalized results in multi-domain evaluations. Our method is evaluated on six
datasets (GoodNews, VisualNews, WikiText, Essay, WP, and Reuters), achieving a 5-9% improve-
ment in average mAP compared to baselines. The improvements across various datasets and gener-
ators demonstrate the effectiveness of our approach in fine-grained MGT detection.

10
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ETHICS STATEMENT

In our study, we introduce RoOBERTa-MoD to enable fine-grained classification of MGT, which can
help prevent the spread of misinformation and identifying the intent behind users’ use of LLMs.
However, like other methods designed for MGT detection, our system cannot guarantee 100% ac-
curacy, especially in the more challenging fine-grained detection task. While the proposed MoD
strategy improves performance in out-of-domain generators and zero-shot evaluations, challenges
remain in identifying specific fine-grained categories (as discussed in Section .3). Therefore, we
strongly discourage the use of our methods without human supervision (e.g., in plagiarism detection
or similar scenarios). A more appropriate application of RoOBERTa-MoD would be in defending
against LLM-generated misinformation under human supervision. Through this paper, we aim to
highlight the importance of fine-grained MGT detectors for better distinguishing articles containing
misinformation and fact-based articles polished by LLMs.

REPRODUCIBILITY STATEMENT

Our model is mainly implemented based on Pytorch (Paszke et al.l [2019) and Transformers (Wolf
et al., 2020). During training, the maximum token length of the input text is set to 512. We limit
the maximum length to 128 to evaluate the model’s performance in shorter text detection in the
test stage. For ROBERTa-MoD, we use a batch size of 16 and a maximum learning rate of 10~°.
We fine-tuned the model for three epochs with an early stopping strategy, following |Zhang et al.
(2024a); Verma et al.| (2024) to prevent overfitting. Our experiments were conducted on RTX-
A6000 and other 48GB memory GPUs (e.g., A40, L40S). For a single dataset (e.g., GoodNews),
data preparation takes approximately 60 hours, and training takes around 1 hour. We will also
release our code upon acceptance to ensure reproducibility.
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APPENDIX

A PROOF OF THEOREM ]

Followed by Definition |1} the input features x consists of data features, distracting features, and
Gaussian noise features, so it can be expressed as x = [ayvy, —Yyvis, €] where £ is the Gaussian
noise vector. For simplicity, we choose the patch number P = 3 without losing generality.

We assume that 7 and « are identically distributed, such that D, = D,. Given
that both y and —y belong to the set {£1,42}, it results that y and —y follow the
same distribution. Conditioned on the event that y = —e, points ([ayve, —Yyve,&],y),

([-ayvi, yyvir, &, =), (yvi, —eyve, €], y) s ([=vy v, ayve, €], —y) follow the same dis-
tribution. Therefore, we can express the conditional probability P(yF'(x) < 0| e = —y) as
AP(yF(x) <0]e=—y)
=E[1 (yF ([ayvi, —vyvi, €]) < 0) + 1 (=yF ([mayvi, vyvi, €]) < 0) (7
+1(F (hyve, —ayvi,£]) <0) + 1(=yF ([=yyvi, ayvi, §]) < 0)].

Apply function f(-) to each patch of x to obtain the following result

(yF (layvi, —vyvie, €])) + (—=yF ([-ayvi, vyvir, €]))

+ (yF ([vyvir, —ayve, &])) + (—yF ([=vyve, ayvy, €]))

= (yf (ayvi) +yf (=vyvi) +yf (&) + (—uf (—ayvi) —yf (vyvir) —yf(€) (8
+ (yf (vyvir) +uf (—ayvi) +yf (€) + (—yf (—yvyvw) —yf (ayvi) —yf (§)
=0.

~—

Given that an input feature x with all-zero patches is practically meaningless, we will exclude this
scenario from consideration. In such cases, at least one identical function 1(-) in Eq. 7| will be
non-zero. This implies that

AP(yF(x) <0]e=—y) > L. 9)
Applying P(e = —y) = 1/4 and the Bayes’ rule, we have that
P(yF(x) < 0) = P(yF(x) <0) | e = —y)P(e = —y) = 1/16. (10)
B PROOF OF THEOREM

Drawing inspiration from the proof strategy in Lemma 5.2 by (Chen et al.[(2022), we focus on the
m-th expert in the MoE layer, assuming that m € M. The bounds for the inner product between the

Ip

weights and the freshly drawn i.i.d random noise from A (0, ( \/3)2 . Id) is necessary. Let % =0y
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for convenience. Normalized gradient descent with a step size of 7 is adopted in the updating stage,

we can have

Hw‘T). —w® ‘ <nT = O0(1). (11)

m,j m,J 9

Using the triangle inequality on Eq.[IT] we derive that

i, < i), + 000

m,j 2

Furthermore, the inner product <w£,? € > adheres to the distribution N ( (00) HW(T) H )

with probability at least 1 — ﬁ. Define /5 as a model-related parameter proportional to P, M, J.
If the MoD model is fixed, S remains constant. We can have

(Wi &)| = 0 (002wl | 1os(ararn) < O (a0). (13)
Applying Boole’s inequality for m € [M], j € [J] gives that, with probability at least 1 — 55,

‘<w§§},g>] =0 (00),Ym € [M],j € [J]. (14)

Expanding the inner product in Eq.[T4} we have that

W (W) =y 3 3 o ((wi <)

JjE[J]) pelP
(T) (T) (15)
=yo (<wm7j7 ayvk>) +y Z o (<wm7j,’x(l>)>) .
(" p)#3,1)
Incorporating the inequality in Lemma E.12 from [Chen et al.| (2022), we can get
uf (x, WD) = Cf (1= o) M~ = O (o) = (1) 2 0. (16)
Because Eq. holds with probability at least 1 — ﬂ ~» we can have
1
Payyen (0 (6 W) 20) > 1 25, (17)
which is equivalent to
Px,y)~D (yf (x; W(T)> < 0) ﬁd (18)

C ROUND-TRIP TRANSLATION STRATEGY

As discussed in Section [3.1] we adopt the strategy of round-trip translation to generate translation
data for fine-grained MGT detection. Figure [6] provides a specific example: we first translate the
original article into target languages (Chinese, Spanish, French, Russian), and then translate these
articles back into English, obtaining machine-translated articles for detection.

D FINE-GRAINED MGT DETECTION WITH DIFFERENT INPUT LENGTHS

We report the performance of ROBERTa-MoD with different input lengths in Table @ We observe
that as the input text length increases, the detection accuracy of RoBERTa-MoD also improves,
which is consistent with the discussion in our main paper.
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The Battle for Control Over Social Interactions Across the
Internet

The moves by Facebook and its rivals are setting up a battle for
control over social interactions on the Internet

“There is definitely a multiround fight that is going to be
happening here," said Jeremiah Owyang, a partner at the
Altimeter Group, a digital strategy consulting firm.

Privacy Concerns

Analysts note that Facebook's desire to expand across the web
might face privacy hurdles since it will involve sharing more
personal information with other websites.

"They are going to have to secure more consumers'
approval for data-sharing," said Augie Ray, an analyst at
Forrester Research.

Following Google’s Footsteps

Facebook's strategy mirrors an approach taken by Google nearly a
decade ago. After establishing itself as the top Internet search
engine, Google syndicated its search box and advertising system
across the web through toolbars and partnerships. Now, as
Facebook becomes a major source of web traffic, its rivalry with
Google is intensifying.

Original
Article

Facebook &. BR i — R4 % o

EWERH Group
B &K A Jeremiah Owyang

R AR

SMRITHEH, Facebookdy BB 1 A BE o1 HE LB EINFARRTN, (203X &
AT EHEHMIEAERRRS QT AER.

X, " — Forrester

Research £/ Augie Ray
FacebookiiiliMi: MK Google S
Facebook A E S 2L L W& TGooglesh 104 A #I3EER . fEHERMILFS|
e 2T ACHE i

K, . BT R ik
FAHRFATHS & FGHE T BIBA P 1045, BAFFacebook AL Atk B
ERBRER, Facebook#IGoogle Z [EIAFE S X Fis 7 B HMA .

Chinese

The Battle for Dominance in Internet Social Interaction

Facebook and its competitors are signaling a battle for dominance in the
realm of internet social interaction. Jeremiah Owyang, a partner at digital
strategy consulting firm Altimeter Group, predicts a multi-round showdown in
this space.

Privacy Concerns

Analysts caution that Facebook's expansion into broader network influence
might be hindered by privacy concerns, as it would require sharing an
increasing amount of user information with third-party websites.

“They need more user consent to share data,"” says Augie Ray, an
analyst at Forrester Research
Following Google's Playbook

Facebook’s approach is reminiscent of Google's strategy from a decade ago.
Google solidified its position s the primary search destination and then
expanded its influence by integrating its search box and advertising system
across the web. As Facebook becomes a significant traffic source for other
sites, the rivalry between these two internet giants s poised to intensify.

Translation
from Chinese

La Batalla por el Control de las Interacciones Sociales en la Red

Las movidas de Facebook y sus competidores estan creando un escenario de
batalla por el control de las interacciones sociales en internet

habré una pelea que va a suceder
aqui,” dijo Jeremiah Owyang, socio de Altimeter Group, una empresa
de consultoria estratégica en estrategias digitales.

Desafios de Privacidad

Los analistas sefialan que la ambicion de Facebook de expandir su influencia
enla red podria enfrentar obstaculos relacionados con la privacidad, ya
que requeriria compartir cantidades cada vez mayores de informacion personal
de sus usuarios con otros sitios web.

“Tendrén que proteger més el consentimiento de los usuarios.
para la transmision de datos,” afirmo Augie Ray, analista de
Forrester Research.

Siguiendo el Camino de Google

El enfoque de Facebook es similar al de Google hace casi una década
Después de establecerse como el centro de bisqueda en la red, Google
comenz6 a expandir su buscador y sistema publicitario a través de extensiones
y alianzas. Ahora que Facebook se ha convertido en.
importante de tréfico para otros sitios web, la rivalidz
Google es inevitable.

Spanish

The Battle for Social Interaction Control on the Internet

Facebook and its competitors are gearing up for a battle to control social
interaction on the interet.

“Definitely there will be a round fight that's going to happen
here," said Jeremiah Owyang, a partner at Altimeter Group, a strategic
digital consuiting firm.

Privacy Concerns

Analysts argue that Facebook's ambition to expand its reach on the internet
may face privacy obstacles. Extending its influence would require the
company to share more personal information with other websites.

“They will have to protect more the user consent for data
transmission," said Augie Ray, an analyst at Forrester Research.

Following Google’s Footsteps

Facebook's strategy mirrors Google’s approach from nearly a decade ago.
Google first established itself s the intenet's primary search engine and then
extended its reach by expanding its search and advertising systems through
extensions and alliances. As Facebook becomes a major traffic source for
other websites, rivalry between Facebook and Googl|

Translation
from Spanish

Les Initiatives de Facebook et la Bataille pour le Contréle des Interactions.
Sociales sur Internet

Les initiatives de Facebook et de ses concurrents préparent le terrain pour une
bataille de contréle des interactions sociales sur Internet

«ly aura certainement un combat en plusieurs tours ici », a déclaré
Jeremiah Owyang, associé chez Altimeter Group, une firme de conseil en
stratégie numérique.

Obstacles de Confidentialité

Les analystes estiment que le désir de Facebook d'‘étendre son influence sur le Web
pourrait rencontrer des obstacles liés a la vie privée, car cela exigera que
l'entreprise partage de plus en plus dinformations personnelles sur ses utilisateurs
avec d'autres sites.

«lis devront obtenir I'approbation de plus de consommateurs pour le
partage de données », a déclaré Augie Ray, analyste chez Forrester
Research.

Suivre I'Approche de Google

La stratégie de Facebook suit, dans une certaine mesure, I'approche adoptée par
Google prés d'une décennie plus tot. Aprés s'étre établi comme la principale.
destination des requétes sur le Web, Google a commencé  diffuser sa barre de
recherche et son systeme de publicité a travers le Web via des barres d'outils et des
partenariats. Alors que Facebook devient une source de|
importante pour d'autres sites Web, la rivalité entre les d
inévitable.

French

Facebook's Initiatives and the Battle for Control of Social Interactions on
the Internet

Facebook's initiatives, along with those of ts competitors, are setting the
stage for a battle over control of social interactions on the Internet

“There will certainly be a multi-round fight here," said Jeremiah
Owyang, a partner at Altimeter Group, a digital strategy consulting firm.

Privacy Hurdles

Analysts believe that Facebook's ambition to expand its influence across the
Web could face privacy hurdles, as it will require the company to share
increasing amounts of personal information about its users with other sites.

“They will need to secure more consumers' approval for data
sharing," said Augie Ray, an analyst at Forrester Research.

Following Google's Approach

To some extent, Facebook's strategy mirrors Google's approach from nearly a
decade earlier. After establishing itself as the primary destination for web.
searches, Google began syndicating its search bar and advertising system
across the Web through toolbars and partnerships. Now, as Facebook
becomes an increasingly important source of traffic for other websites, rivalry

between the two companies seems inevitable. .
Translation

from French

BWTBA 32 KOHTPONL HAA COUMANLHLIMM BIAUMOAEHCTEMAMN B UHTepHeTe

[eiicTans Facebook 1 10 KOHKyPEHTOB FOTOBAT NONBY ANA BUTBLI 33 KOHTPOML
Haj COUMANbHBIM B3ANMOAGICTBIAMM B VIHTepHeTe.

«3aech ONpeAeneHHo GyaeT MHOTO payHAoB 6opLGHI», — ckasan
Dxepemu OysH, napTHep komnanuy Altimeter Group, KOHCaNTUHIOBOH
hupMsl 8 0GNACTI UMPOBOI CTpaTeruy.

Mpobnems! koHduACHUHANEHOCTH

AHaNUTUM OTMEMaIOT, 4To CTpeMenue Facebook k paciunpenio & MkTephere
voxer c TaK KaK 370
NOTPeByeT 0BMeHa Bce BOTbLIMMM OBLEMaMM THSHOR UHOPMALNY G ADYTMA
caiiramn

«Mm npaeTCA NoRyuHTL Cornacke Gonbuero wucna noTpeGuTenei
Ha 06MeH naHHbIMU», — ckasan OracT Pail, aHanuTuK KoMnaHum
Forrester Research,

Creayn npumepy Google

Crparerus Facebook 80 MHOTOM HanoMUHaeT NOAXOR, KoTopiii Google
CNION30BaN NONTM AECATS NeT Ha3af. YKPenVIa CBoM NOSULIMM KaK BeAYLIiA

The Battle for Control Over Social Interactions on the Internet

The actions of Facebook and its competitors are setting the stage for a battle
over control of social interactions on the Interet.

“There will definitely be multiple rounds of this fight,” said
Jeremiah Owyang, a partner at Altimeter Group, a digital strategy
consulting firm.

Privacy Concerns

Analysts note that Facebook's expansion across the Interet could encounter
privacy issues, as it would involve sharing increasing amounts of personal
information with other websites.

“They are going to have to secure more consumers' approval for
data sharing,” said Augie Ray, an analyst at Forrester Research.
Following Google's Lead

Facebook's strategy mirrors the approach that Google took nearly a decade
ago. After becoming the leading search engine, Google expanded by
syndicating its search box and advertising system through toolbars and

nomcKoBBIi ABIKOK, Google Havan cBow0 oKy
PEKNaMHYIO CUCTEMY |EPE3 NaHEN UHCTPYMEHTOB U MapTHEPCKE MPOTPaMMSI
Teneps, Koraa Facebook CTAHOBUTCS BaXHLIM MCTOMHMK]
&ro conepHuyecTso ¢ Google younmsaeTcs

Russian

Now, as Facebook emerges as an important source of traffc for

websites, its rivalry with Google is intensifying. e

from Russian

Figure 6: Round-trip Strategy for Article Translation. This strategy allows us to automatically
produce translated articles from existing datasets, eliminating the need for additional data collection.

See Appendix |C|for discussion.
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Table 4: Fine-grained MGT Detection with Different Input Lengths. See Appendix I]é]for discussion.

Model Llama3 Qwenl.5 StableLM2 ChatGLM3 Qwen2.5 avg mAP AUROC
Scale -8B -7B -12B -6B -7B

mAP on VisualNews (Liu et al., 2021}
Length=64 69.45  76.52 66.61 68.01 66.99 69.89 86.51
Length=128 73.04  81.67 71.88 72.44 71.75 74.16 89.72
Length=256 7525  83.09 70.53 72.96 73.06 75.48 90.23
Length=512 81.05  82.99 77.23 79.25 78.10 79.84 91.96
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