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ABSTRACT

Machine-Generated Text (MGT) detection identifies whether a given text is
human-written or machine-generated. However, this can result in detectors that
would flag paraphrased or translated text as machine-generated. Fine-grained clas-
sification that separates the different types of machine text is valuable in real-world
applications, as different types of MGT convey distinct implications. For example,
machine-generated articles are more likely to contain misinformation, whereas
paraphrased and translated texts may improve understanding of human-written
text. Despite this benefit, existing studies consider this a binary classification
task, either overlooking machine-paraphrased and machine-translated text entirely
or simply grouping all machine-processed text into one category. To address this
shortcoming, this paper provides an in-depth study of fine-grained MGT detec-
tion, categorizing input text into four classes: human-written, machine-generated,
machine-paraphrased, and machine-translated. A key challenge is the perfor-
mance drop on out-of-domain texts due to the variability in text generators, espe-
cially for translated or paraphrased text. We introduce a RoBERTa-based Mixture
of Detectors (RoBERTa-MoD), which leverages multiple domain-optimized de-
tectors for more robust and generalized performance. We offer theoretical proof
that our method outperforms a single detector, and experimental findings demon-
strate a 5–9% improvement in mean Average Precision (mAP) over prior work on
six diverse datasets: GoodNews, VisualNews, WikiText, Essay, WP, and Reuters.
Our code and data will be publicly released upon acceptance.

1 INTRODUCTION

As Large Language Models (LLMs) have made significant progress in fields like conversational sys-
tems (Ouyang et al., 2022; Touvron et al., 2023; Bai et al., 2023), image understanding (OpenAI,
2023; Nori et al., 2023; Ni et al., 2024), and text-to-image generation (Saharia et al., 2022; Rombach
et al., 2022; Zhang et al., 2024b; 2023b), concern about the hallucination (Lin et al., 2022) and eth-
ical (Zellers et al., 2019) issues they may raise have increased. To mitigate such misuse, researchers
have introduced Machine-Generated Text (MGT) detection to distinguish between human-written
and machine-generated text, defending against misinformation. As shown in Figure 1 (A), previ-
ous work (Mitchell et al., 2023; Verma et al., 2024; Guo et al., 2023; Zhang et al., 2024a) typically
defines this task as a binary classification problem: detecting whether the input text is machine-
generated or human-written. However, this binary approach often ignores fine-grained categories
of MGT, such as machine-paraphrased or machine-translated text. In practical applications, these
fine-grained categories are critical for defending against misinformation and understanding the user
intentions of applying LLMs. As illustrated in Figure 1 (B), articles generated by machines based on
basic prompts are more likely to contain misinformation (highlighted in pink) or be used for specific
purposes (e.g., propaganda or monetization Zellers et al., 2019). In contrast, machine-translated
and paraphrased articles modify content based on human-written sources. Users may use LLMs
simply to correct grammatical errors in articles. Additionally, providing human-written articles as
input increases the cost for bad actors attempting to spread misinformation. While some recent stud-
ies (Krishna et al., 2024; Li et al., 2024) have attempted to detect machine-paraphrased text, most
still categorize these types as a single class, overlooking the fine-grained differences among these
MGT categories. A concurrent study, Abassy et al. (2024), attempts fine-grained MGT detection
but addresses solely paraphrased text, ignoring machine-translated text.
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OpenAI said on Tuesday that it 
had begun training a new … its 
popular online chatbot, 
ChatGPT. 

The San Francisco start-up … 
to bring “the next level of 
capabilities” as it strove to 
build “artificial general 
intelligence,” or A.G.I.
……

OpenAI CEO, Sam Altman, 
stated,... artificial intelligence 
can be a positive force in the 
world.”

Experts anticipate that … for 
performance and versatility in 
the A.I. field. OpenAI plans to 
provide updates on the model's 
progress and release timelines 
in the coming months, …

Input Article

OpenAI announced on 
Tuesday that it has started 
training a new leading … its 
well-known online chatbot, 
ChatGPT.

The San Francisco-based 
start-up, … developing 
“artificial general intelligence” 
(A.G.I.), …

Input Article

OpenAI announced on 
Tuesday that they have begun 
training a new flagship AI 
model, … powering their 
popular online chatbot.

The San Francisco-based 
startup, one of the world's 
leading AI companies, … to 
achieve their goal of …

Input Article

LLM ❌
Factual ✅

(A) MGT Detection

OpenAI said on Tuesday 
that it had begun training 
a new … its popular 
online chatbot, ChatGPT. 

The San Francisco 
start-up … to bring “the 
next level of capabilities” 
as it strove to build 
“artificial general 
intelligence,” or A.G.I. … 
search engines and image 
generators.

Input Article

(B) Fine-grained MGT Detection (ours)

LLMs
4.35%

Human
95.65%

Input Article

Human-
written

LLM ✅
Factual ✅

Machine-
Paraphrased

LLM ✅ 
Factual ❌

Machine-
Generated

LLM ✅
Factual ✅

Machine-
Translated

Figure 1: (A) Prior work in MGT detection (Mitchell et al., 2023; Su et al., 2023; Guo et al., 2023),
predicts a binary label indicating whether the input text is machine- or human-written. Real-world
articles are more complex, including human-written text that is machine-paraphrased or machine-
translated, which current detectors struggle to identify accurately. We propose RoBERTa-MoD
for fine-grained MGT detection, categorizing MGT into three classes: generated, paraphrased, and
translated. (B) While all three categories of MGT involve LLMs, paraphrased and translated articles
are based on human-written sources and do not contain misinformation. In contrast, the article
generated from basic prompts includes misinformation, highlighted in pink.

This paper provides an in-depth study of fine-grained MGT detection. Our task classifies a given
article into four categories: human-written, machine-generated, machine-paraphrased, and machine-
translated. A straightforward method for this task is to modify the classification heads of existing
detectors (Solaiman et al., 2019; Guo et al., 2023; Tian et al., 2024) from binary classification to
multi-class classification. While this strategy allows us to adapt existing approaches with minimal
overhead, these detectors perform poorly on out-of-domain evaluation. As shown in prior work (He
et al., 2023; Mitchell et al., 2023; Zhang et al., 2024a), these detectors experience a performance
drop on out-of-domain data for binary classification, making fine-grained MGT detection even more
challenging.

To solve the aforementioned problems, we propose RoBERTa-based Mixture of Detectors
(RoBERTa-MoD) to achieve more robust and generalized MGT detection. Our method employs
M detectors, each optimized for a different domain. A gating network is then applied to assign the
input article to the most appropriate detectors. With this approach, RoBERTa-MoD can effectively
achieve fine-grained MGT detection across various text domains. Experimental results demonstrate
that our method outperforms individual RoBERTa-based frameworks, model-averaging ensemble
models, and traditional mixture-of-experts ensemble models.

In summary, our contributions are:

• We conduct an in-depth study on fine-grained MGT detection, which is important for identifying
misinformation in machine-generated content and understanding the purposes behind users’ use
of LLMs.

• We introduce a data preparation process to generate articles across different fine-grained cate-
gories, enabling the automatic creation of training and evaluation data for our task.

• We identify a key challenge in fine-grained MGT detection: performance degradation in out-of-
domain evaluation. To address this, we propose RoBERTa-MoD, combining detectors optimized
for different domains to develop a more robust and generalized detection system.

• Our method is validated on six different datasets (GoodNews, VisualNews, WikiText, Essay, WP,
and Reuters), achieving a 5∼9 average mAP improvement.
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2 RELATED WORK

Since LLM-generated articles may contain misinformation (Lin et al., 2022; Zellers et al., 2019)
or be used for economic or propaganda purposes (Zhang et al., 2023a), detecting MGT has be-
come increasingly important. Existing methods (Solaiman et al., 2019; Guo et al., 2023; Tian et al.,
2024; Mitchell et al., 2023; Hans et al., 2024) typically approach this as a binary classification task,
determining whether a segment of text is human-written or machine-generated. Metric-based meth-
ods (Mitchell et al., 2023; Su et al., 2023; Bao et al., 2024; Hans et al., 2024) extract distinguishable
features from the text using the target language models. E.g., Solaiman et al. (2019) apply log
probability, and Gehrmann et al. (2019) use the absolute rank of each token. More recently, meth-
ods (Mitchell et al., 2023; Su et al., 2023; Bao et al., 2024) have demonstrated that small changes
to MGT typically lower its log probability under the language model, a pattern not seen in human-
written text. Therefore, these methods introduce perturbations to the input text and measure the
resulting discrepancies. To improve the generalization ability of these detectors, Verma et al. (2024)
extract features from text using a series of language models and train a classifier to categorize these
features. Although these methods do not require additional databases for training, they cannot be
easily adapted to fine-grained MGT detection. Since fine-grained categories in MGT are also gener-
ated by LLMs, theoretically, machine-translated and machine-paraphrased text would be classified
as machine-generated text based on the statistical features extracted by these methods.

Model-based detectors (Solaiman et al., 2019; Guo et al., 2023; Bhattacharjee et al., 2023; Tian et al.,
2024; Zhang et al., 2024a) train classifiers on annotated corpora to directly classify input text, mak-
ing them effective for detecting text generated by black-box or unknown models. E.g., Solaiman
et al. (2019) finetuned the RoBERTa model (Liu et al., 2019) using outputs from the GPT series.
Guo et al. (2023) developed a method to identify ChatGPT-generated text with the HC dataset (Guo
et al., 2023). Tian et al. (2024) trained a detector on different scales of text, enhancing the detec-
tor’s performance on shorter texts. Recently, some studies (Krishna et al., 2024; Li et al., 2024;
Nguyen-Son et al., 2021) have recognized the importance of detecting other categories of MGT,
including machine-paraphrased and machine-translated text. For example, Krishna et al. (2024) en-
hanced machine-paraphrased text detection using retrieval methods, and Li et al. (2024) identified
paraphrased sentences through the content information in articles. Nguyen-Son et al. (2021) applied
round-trip translation to detect Google-translated text. A concurrent study (Abassy et al., 2024) at-
tempted to achieve fine-grained MGT detection. However, it mainly addressed machine-paraphrased
text and completely ignored machine-translated text. In our work, we manage to distinguish both
machine-paraphrased and machine-translated from MGT. We first modify the classification head
of RoBERTa, achieving fine-grained classification on human-written, machine-generated, machine-
paraphrased, and machine-translated texts. We further introduce the mixture of detectors to enhance
model performance in out-of-domain evaluations, where previous methods have struggled.

3 ROBERTA-MOD: ROBERTA-BASED MIXTURE OF DETECTORS

Given an article x, MGT detection uses a binary label y ∈ {±1} to classify x as either human-
written or machine-generated. To provide a more precise indication of the article’s source, our
task further divides MGT into machine-generated, machine-paraphrased, and machine-translated
categories, extending MGT detection into a four-class problem where y ∈ {−2,−1, 1, 2}.

A straightforward approach is to adapt existing model-based methods (Mitchell et al., 2023; Guo
et al., 2023; Tian et al., 2024) by modifying their classification heads from binary to multi-class la-
bels. The primary challenge here is that these models are often trained on specific datasets, leading to
decreased performance in out-of-domain evaluations, especially for the more complex fine-grained
MGT classification. On the other hand, while metric-based methods (Mitchell et al., 2023; Su et al.,
2023; Hans et al., 2024) do not require training on specific data, they typically rely on extracting
features from the target LLM and classifying based on predefined thresholds. This approach is
not applicable to fine-grained MGT detection since machine-paraphrased and machine-translated
texts also contain the statistical characteristics of the target LLM. To address the challenge of out-
of-domain evaluation, we propose using mixture models to achieve more generalized and robust
performance.
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Specifically, Section 3.1 briefly introduces our method for constructing articles used as training and
evaluation data. Section 3.2 presents the RoBERTa-based Mixture of Detectors (MoD) strategy. We
first initialize multiple detectors through pretraining on corpora, then introduce a routing network
to ensemble these detectors and obtain the final score. Furthermore, in Section 3.3, we provide a
theoretical proof that for the multi-classification task in fine-grained MGT, mixture models surpass
a single detector in performance across various domains.

3.1 DATA PREPARATION: ARTICLE GENERATION

As discussed in the Introduction, LLM-generated articles can either be directly produced from basic
prompts or be paraphrased or translated based on human-written content. To prepare such data,
we generate different MGT categories using article datasets. For the machine-generated category,
we provide only the title as the prompt to LLMs, for example: “Write an article on the following
title, ensuring that the article consists of approximately z sentences,” where z represents the number
of sentences in the original article. This ensures that articles of different categories are of similar
length, preventing the detector from using length as a classification feature.

For machine-paraphrased and machine-translated articles, we input the entire human-written article
as the prompt: “Paraphrase/Translate the following article: x.” For the translation task, we employed
a round-trip translation strategy involving four languages: Chinese, Spanish, Russian, and French.
We provide a specific example in Appendix C. The language models used include Llama-3 (Touvron
et al., 2023), Qwen-1.5 (Bai et al., 2023), StableLM-2 (Bellagente et al., 2024), ChatGLM-3 (Du
et al., 2022), and Qwen-2.5 (Yang et al., 2024)1. Llama-3 and Qwen-1.5 are in-domain generators
for training the detector, and StableLM-2, ChatGLM-3, and Qwen-2.5 are out-of-domain generators
to evaluate the model’s generalization ability.

To prevent the model from leaking information about the article’s category (e.g., Llama-3 often
responds with “Here is the polished version:”), we use the text starting from the second paragraph
as input to the detector.

3.2 ROBERTA-MOD: ROBERTA-BASED MIXTURE OF DETECTORS

Given an input text x, our model consists a set of M detectors {f1, . . . , fM} and a linear gating
network h2. Denote the parameters of the gating network as Θ = [θ1, . . . , θM] ∈ Rd×M , the output
of the gating network is h(x;Θ), where d is the dimension of the embedded features of x. Denote
the output of the m-th detector as fm(x;W) with input x and parameter W. Note that we simplify
the embedded feature T (x) as x to keep the expression concise, where T (·) is the tokenizer applied
in each detector fm and the gating network h.

The route gate value for m-th detector is given by:

πm(x;Θ) =
exp(hm(x;Θ))∑M

m′=1 exp(hm′(x;Θ))
,∀m ∈ [M ], (1)

and the output of MoD is given by:

F (x;Θ,W) =
∑

m∈Tx
πm(x;Θ)fm(x;W), (2)

where Tx ⊆ [M ] is a set of selected indices.

RoBERTa Detector. Each detector fm of our method applies the RoBERTa (Liu et al., 2019)
architecture. The output of fm corresponds to four classes: human-written, machine-generated,
machine-paraphrased, and machine-translated text.

Training Strategies. To develop a method that can be adapted to different detectors, we adopt a
two-stage training strategy. First (Figure 2 A), we train detectors separately on various corpora. For
the m-th detector, the corresponding loss is

1For Essay, WP, and Reuters, we directly used LLM-generated texts provided by He et al. (2023).
2We define the symbols and the data sampling strategy in Section 3.3 following Chen et al. (2022).
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(A) Pre-training Detectors
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(B) Fine-tuning MoD

Router 🔥 Output

p=0.85

🔥 Trainable Model    ❄ Frozen Model

Figure 2: Illustration of RoBERTa-MoD. For each
input x, the router selects top-k detectors to perform
predictions according to the output of the router (dotted
line). See Section 3.2 for discussion.

Algorithm 1 Gradient descent for
RoBERTa-MoD
Require: Number of iterations T1 for f ,

number of iterations T2 for MoD,
learning rate hyperparameters η and
ηr .

1: Initialize each entry of W(0), Θ(0)

independently.
2: for t = 0, 1, . . . , T1 − 1 do
3: Update W(t+1) as in 5
4: end for
5: for t = 0, 1, . . . , T2 − 1 do
6: Update W(T1+t+1) as in 5
7: Update Θ(t+1) as in 6
8: end for
9: return (W(T1+T2),Θ(T2)).

lm = −
C∑

c=1

log
exp(fm,c(x;W))∑C

c′=1 exp(fm,c′(x;W))
yn,c, (3)

Lm =
1

N

N∑
n=1

lm, (4)

where C denotes the number of classes, N denotes the number of samples, and yn,c denotes the
target value of n-th sample on c-th class. In this stage, the parameters Θ of the gating network are
frozen. We adopted the gradient descent method to update the W for each detector:

W(t+1)
m = W(t)

m − η · ∇WmL(t)(Θ(t),W(t))/∥∇WmL(t)(Θ(t),W(t))∥F ,∀m ∈ [M ], (5)

where η is the detector weight learning rate.

In the second stage (Figure 2 B), we simultaneously update the parameters W of detectors and the
parameters Θ of the router. The gradient update rule for Θ at iteration t is

θ(t+1)
m = θ(t)m − ηr · ∇θmL(t)(Θ(t),W(t)),∀m ∈ [M ], (6)

where ηr is the learning rate for the router. Algorithm 1 provides the procedure of the training.

3.3 ROBERTA-MOD OUTPERFORMS SINGLE ROBERTA

Consider a 4-class classification problem over P -patch inputs, where each patch has d dimensions.
In particular, each labeled data is represented by (x, y), where input x = (x(1),x(2), . . . ,x(P )) ∈
Rd×P is a collection of P patches and y ∈ {±1,±2} is the data label. We consider data generated
from K clusters where k ∈ [K], and for each k has a corresponding feature vector vk, with ∥vk∥2 =
1 for ∀k ∈ [K]. For simplicity, we assume that all the vectors {vk}k∈[K] are orthogonal with each
other.
Definition 1. A data pair (x, y) ∈ (Rd×P ,R) is generated from the distribution D as follows:

• Uniformly draw k and k′ from {1, . . . ,K} without replacement (k ̸= k′).
• Generate the real data label y and the distracted label ϵ from {±1,±2} uniformly.
• Generate two random variables α, γ from distribution Dα, Dγ independently. In this paper,

we assume there exists absolute constants C1, C2 such that almost surely 0 < C1 ≤ α, γ ≤
C2.

• Generate x as a collection of P patches: x = (x(1),x(2), . . . ,x(P )) ∈ Rd×P , where

5
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– Data Features. One and only one patch is given by yαvk.
– Distracting Features. One and only one patch is given by εγvk′ .
– Gaussian noise. The rest of the P − 2 patches are Gaussian noises that are indepen-

dently drawn from N(0, σ2
0) · Id where σ0 is a variance control constant.

In Definition 1, the input data x can be decomposed into three components to reflect real-world
scenarios: data features that offer relevant information (y and vk are closely correlated), distracting
features that supply misleading information (ε and vk′ are randomly selected), and Gaussian noise
features introduce some white noise (no useful information) (Chen et al., 2022). For simplicity, we
can choose the patch number P = 3 without losing generality. Since α and γ both serve as scaling
parameters for the random-selected features vk and vk′ , it is safe to assume α and γ follow the same
distribution Dα = Dγ .

Theorem 1. (Single detector performs not well). Suppose Dα = Dγ holds in Definition 1, then
any detector with the form F (x) =

∑P
p=1 f(x

(p)) gives poor test performance with the probability
P(x,y)∼D(yF (x) ≤ 0) ≥ 1

16 .

Theorem 1 indicates that if the distracting feature has the same strength as the data feature i.e., Dα =
Dγ , any two-layer detectors with any activation function cannot perform well on the classification
problem defined in Definition 1, with the probability of poor performance being at least 1

16 .

Theorem 2. (MoD performs well). Consider a training dataset of size n = Ω(d). Let the number
of experts M be set to Θ(K logK log d), and the size of the filter J be Θ(logM log d). Under these
conditions, the MoD algorithm achieves nearly-zero test error, i.e., P(x,y)∼D(yF (x;W) ≤ 0) ≤
1
βd , where β is a constant dependent on the model.

Theorem 2 demonstrates that MoD could effectively address the multi-classification problem. Link-
ing Theorem 1 and Theorem 2 indicates that under the conditions outlined in Definition 1, the
highest error rate of the MoD could be smaller than the lowest error rate of a single-expert model
with appropriately selected parameters. This implies that there exist problem instances where an
MoD provably surpasses a single-expert model. See Appendix A and B for detailed proof.

4 EXPERIMENTS

4.1 DATASETS & METRICS

News Datasets. The news datasets in our study include GoodNews (Biten et al., 2019) and Visual-
News (Liu et al., 2021). GoodNews(Biten et al., 2019) provides URLs of New York Times articles
from 2010 to 2018. After filtering out broken links and non-English articles, we randomly selected
10,000 articles for training, with 2,000 articles each for validation and testing. VisualNews(Liu
et al., 2021) comprises articles from four media sources: Guardian, BBC, USA Today, and Washing-
ton Post. Similar to GoodNews, 2,000 articles were randomly chosen for evaluation sets.

WikiText (Stephen et al., 2017) collected 600 training articles, 60 validation articles, and 60 test
articles from Wikipedia. We utilize the test set for our evaluation.

GhostBuster (Verma et al., 2024) collected corpora for MGT detection from student essays (Es-
say), creative writing (WP), and news articles (Reuters). In our experiments, we adopt the training,
validation, and test sets provided by MGTBench (He et al., 2023), and detect texts generated by var-
ious LLMs, including ChatGPT (Ouyang et al., 2022), ChatGLM (Du et al., 2022), GPT4all (Anand
et al., 2023), Claude (Anthropic, 2024), and StableLM (Bellagente et al., 2024).

Metrics. Following DetectGPT (Mitchell et al., 2023), we use the Area Under the Receiver Op-
erating Characteristic curve (AUROC) to measure performance. We also employ mean Average
Precision (mAP) to evaluate performance on articles sampled from specific LLMs. The detector’s
overall performance is assessed by averaging mAP across various LLMs (avg mAP). To illustrate
the method’s effectiveness on various fine-grained MGT categories, we utilize confusion matrices
for visualization.
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Table 1: Fine-grained MGT Detection on GoodNews. LLM-DetectAIve is directly trained on fine-
grained MGT data, which can be considered as a fine-tuned RoBERTa. “RoBERTa-Avg” denotes
averaging the prediction scores from multiple finetuned RoBERTas. “MoE” indicates the appli-
cation of the traditional Mixture of Experts (Chen et al., 2022) training strategy. RoBERTa-MoD
boosts LLM-DetectAIve by approximately 9% in average mAP and 6% in AUROC, demonstrating
its effectiveness in detecting fine-grained MGT. See Section 4.3 for detailed discussion.

In-domain LLMs Out-of-domain LLMs

Model Llama3 Qwen1.5 StableLM2 ChatGLM3 Qwen2.5 avg mAP AUROC
Scale -8B -7B -12B -6B -7B

mAP on GoodNews (Biten et al., 2019)
OpenAI-D (base) 64.95 60.25 59.51 55.04 56.74 59.30 80.06
OpenAI-D (large) 64.49 65.85 61.46 60.31 57.98 62.02 80.25
ChatGPT-D 63.85 52.76 52.65 67.18 59.62 59.21 75.41
RoBERTa-MPU 68.59 69.90 68.05 67.07 65.67 67.86 84.60
LLM-DetectAIve 87.36 79.73 77.48 76.36 72.17 78.62 89.31
RoBERTa-Avg 83.28 85.64 76.48 77.50 73.49 79.28 91.02
RoBERTa-MoE 91.57 86.58 86.77 87.55 82.18 86.93 94.24
RoBERTa-MoD 91.44 91.59 87.66 87.92 82.21 88.16 95.21

4.2 BASELINES

OpenAI-D (Solaiman et al., 2019) is a detector trained on outputs from GPT-2 (Radford et al., 2019)
series. OpenAI provides two versions: RoBERTa-base and RoBERTa-large. With fine-tuning and
early stopping, OpenAI-D can also be used to detect text generated by other LLMs.

ChatGPT-D (Guo et al., 2023) is designed to identify text produced by ChatGPT-3.5 (Ouyang et al.,
2022). It is trained using the HC3 (Guo et al., 2023) dataset, which includes 40,000 questions along
with both human-written and ChatGPT-generated answers.

RoBERTa-MPU (Tian et al., 2024) builds upon RoBERTa (Liu et al., 2019) by incorporating a
length-sensitive loss and a multi-scale text module, addressing the challenges of detecting short
texts. Compared to OpenAI-D and ChatGPT-D, RoBERTa-MPU improves the detection for shorter
texts without compromising performance on longer texts.

LLM-DetectAIve (Abassy et al., 2024) distinguishes between machine-generated, machine-
paraphrased, and human-written text by fine-tuning RoBERTa (Liu et al., 2019) and DeBERTa (He
et al., 2021) models. For consistency with other baselines, we apply the RoBERTa backbone of
LLM-DetectAIve in our experiments.

Binoculars (Hans et al., 2024) identifies MGT by comparing the perplexity scores of two pre-trained
language models (cross-perplexity), enabling zero-shot detection. Since metrics-based methods
classify input text by extracting distinguishable features (e.g., perplexity, absolute rank) from pre-
defined LLMs, they are not directly applicable to fine-grained MGT detection. This is because
machine-paraphrased and machine-translated texts would still be categorized as machine-generated
based on the features in LLMs. Therefore, we only apply this baseline to the traditional MGT
detection task.

4.3 FINE-GRAINED MGT DETECTION ON GOODNEWS

Quantitative Results. Table 1 presents the fine-grained MGT detection results of various models
on the GoodNews dataset. All methods were fine-tuned on data from Llama-3 (Touvron et al., 2023)
and Qwen-1.5 (Bai et al., 2023), and then evaluated on all LLMs. The maximum token length of the
input text was set to 128. We observe that our mixture detectors consistently outperform individual
models. For instance, RoBERTa-MoE and RoBERTa-MoD achieve approximately 8.3% and 9.5%
improvements in avg mAP compared to LLM-DetectAIve, respectively.

Several conclusions can be drawn from the table. First, the prior knowledge of existing detectors
designed for binary classification tasks is not effective for fine-grained MGT detection. For ex-
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(A) In-domain Generators

(B) Out-of-domain Generators

Figure 3: Confusion Matrix for In-domain Generators. RoBERTa-MoD performs well in most
categories, with the only exception being that machine-translated articles may be misclassified as
machine-paraphrased articles. See Section 4.3 for detailed discussion.

(A) In-domain Generators

(B) Out-of-domain Generators

Figure 4: Confusion Matrix on Out-of-domain Generators. Our method can still accurately dis-
tinguish between human-written and machine-generated categories. Compared to in-domain evalua-
tions, detecting machine-paraphrased and translated text becomes more challenging. See Section 4.3
for detailed discussion.

ample, the performance of RoBERTa-MPU is notably lower than that of LLM-DetectAIve and our
RoBERTa-MoD (e.g., 67.86→78.62→88.16 in avg mAP, 84.60→89.31→95.21 in AUROC). Sec-
ond, mixture models enhance the detection performance of single detectors in both in-domain and
out-of-domain evaluations, consistent with our findings in Section 3.3. Third, with the two-stage
training strategy, RoBERTa-MoD further boosts the performance of RoBERTa-MoE, demonstrating
the effectiveness of using pre-trained detectors to initialize our model.

Confusion Matrix. To visualize RoBERTa-MoD’s performance across different fine-grained MGT
categories, we present the confusion matrices on GoodNews in Figure 3 and 4. The results indicate
that RoBERTa-MoD achieves good results in both in-domain and out-of-domain evaluations, partic-
ularly for the machine-generated and human-written categories. Distinguishing between machine-
translated and paraphrased articles in out-of-domain data (Figure 4) remains more challenging. It
may be due to the fact that both machine-paraphrased and translated texts are produced by LLMs
using human-written articles as input. Therefore, improving the model’s ability to differentiate be-
tween these two categories in out-of-domain settings could be a valuable direction for future work.

Qualitative Results. Figure 5 presents the qualitative results on GoodNews. We see that the
machine-generated article contains significant misinformation, while the translated and paraphrased
articles contain fact-based content. This validates the importance of fine-grained MGT detection.
Additionally, we observe that the machine-paraphrased and translated articles share similarities in
style and content, explaining why the performance for these two categories is less effective than for
the human-written and machine-generated categories in Figure 3 and 4.

4.4 ZERO-SHOT FINE-GRAINED MGT DETECTION ON VISUALNEWS & WIKITEXT

The experimental results on GoodNews in Section 4.3 show that RoBERTa-MoD outperforms base-
lines for both in-domain and out-of-domain generators. However, in the same dataset, human-
written articles in the training and testing sets may follow similar data distributions. To verify that
our model is not overfitting to specific writing styles of GoodNews, we conducted zero-shot exper-
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Table 2: Zero-shot Fine-grained MGT Detection. Although fine-tuned only on GoodNews ar-
ticles, Roberta-MoD outperforms LLM-DetectAIve on both VisualNews and WikiText, achieving
approximately 5% increases in average mAP. The improvements indicate that RoBERTa-MoD can
effectively recognize fine-grained MGT categories without overfitting specific datasets. See Sec-
tion 4.4 for detailed discussions.

Model Llama3 Qwen1.5 StableLM2 ChatGLM3 Qwen2.5 avg mAP AUROC
Scale -8B -7B -12B -6B -7B

(A) mAP on VisualNews (Liu et al., 2021)
OpenAI-D (large) 70.09 66.84 64.82 66.09 63.24 66.22 83.38
ChatGPT-D 54.91 52.73 51.40 53.45 47.50 52.01 74.23
RoBERTa-MPU 64.06 61.07 60.81 61.59 61.43 61.79 82.73
LLM-DetectAIve 78.65 70.38 67.04 65.92 66.98 69.79 84.08
RoBERTa-MoD (Ours) 73.04 81.67 71.88 72.44 71.75 74.16 89.72

(B) mAP on WikiText (Stephen et al., 2017)
OpenAI-D (large) 64.14 66.76 58.86 51.58 57.10 59.69 76.19
RoBERTa-MPU 71.14 70.64 64.67 62.52 66.61 67.12 83.01
LLM-DetectAIve 78.01 76.67 72.26 70.16 72.07 73.83 82.82
RoBERTa-MoD (Ours) 79.29 80.70 75.21 66.96 77.49 75.93 87.55

Kentucky is better primed for a title run than any other team.

The Wildcats will receive a double-bye this week at the SEC tournament in 
Nashville, just a breezy four-hour drive away. If they win three games there against 
teams they have already beaten — and even if they don't — they will almost 
certainly secure the top seed in the N.C.A.A. tournament. This would allow them 
to play their games in Louisville, Cleveland, and, for the Final Four, in 
Indianapolis.

In the N.C.A.A. tournament, Kentucky will not encounter a team with a more 
imposing frontcourt or deeper roster because no such team exists. The media buzz 
surrounding every Kentucky team, combined with the hype of an undefeated run, 
has effectively put them through a month's worth of games in playoff-like 
atmospheres.

"Every game seems to be an event," said Coach Calipari on Friday.

Kentucky has run through a conference that, while not widely seen as formidable, 
may be underrated. The Wildcats' victims include Kansas (now No. 9), Louisville 
(No. 16), North Carolina (No. 19), and Providence (No. 24).

No team is unbeatable, and in the coming weeks, there will be much speculation 
about which teams might spoil Kentucky's season: No. 2 Virginia, with the only 
defense more efficient than Kentucky's; No. 3 Duke, featuring star freshman big 
man Jahlil Okafor; No. 5 Arizona, a physical powerhouse from the West; and No. 6 
Wisconsin, eager for revenge after their heartbreaking loss to the Wildcats in last 
year's Final Four.

However, Kentucky's most threatening opponent might be what Coach Calipari 
calls "clutter" — the outside noise and hype.

Players and coaches who have been in the Wildcats' position agree that the best 
strategy is to focus on winning the championship and improving each day, rather 
than on making history.

"It wasn't the focus," said Quinn Buckner, a television analyst for the Indiana 
Pacers who was a senior on the 1976 Hoosiers. "The focus was to win a 
championship and get better — get better every day."

This version separates the content into paragraphs and simplifies some sentences to 
enhance readability.

4o

Kentucky is More Prepared Than Any Other Team for a Championship 
Run

This week, the Wildcats will enjoy a double bye at the SEC tournament in 
Nashville, a short, comfortable four-hour drive away. Even if they lose 
one game against the teams they've already defeated, they will likely 
earn the top seed in the NCAA tournament and host their games in 
Louisville, Cleveland, and, for the Final Four, Indianapolis.

In the NCAA tournament, they won't encounter a team boasting a more 
formidable frontcourt or greater depth—such a team simply does not 
exist. Due to the media attention surrounding any Kentucky team, 
combined with the excitement of an undefeated streak, they have 
effectively played a month's worth of playoff games.

……

"It wasn't about making history," remarked Quinn Buckner, a 
television analyst for the Indiana Pacers and a senior on the 1976 
Hoosiers. "The focus was on winning a championship and getting 
better—getting better every day."

Kentucky is better primed for a title run than any other team.

The Wildcats will receive a double-bye this week at the SEC tournament 
in Nashville, just a breezy four-hour drive away. If they win three games 
there against teams they have already beaten — and even if they don't 
— they will almost certainly secure the top seed in the N.C.A.A. 
tournament. This would allow them to play their games in Louisville, 
Cleveland, and, for the Final Four, in Indianapolis.

In the N.C.A.A. tournament, Kentucky will not encounter a team with a 
more imposing frontcourt or deeper roster because no such team exists. 
The media buzz surrounding every Kentucky team, combined with the 
hype of an undefeated run, has effectively put them through a month's 
worth of games in playoff-like atmospheres.

……

"It wasn't the focus," said Quinn Buckner, a television analyst for the 
Indiana Pacers who was a senior on the 1976 Hoosiers. "The focus was 
to win a championship and get better — get better every day."

human-written

Kentucky is More Prepared Than Any Other Team for a Championship Run

This week, the Wildcats will enjoy a double bye at the SEC tournament in Nashville, a short, 
comfortable four-hour drive away. Even if they lose one game against the teams they've 
already defeated, they will likely earn the top seed in the NCAA tournament and host their 
games in Louisville, Cleveland, and, for the Final Four, Indianapolis.

In the NCAA tournament, they won't encounter a team boasting a more formidable frontcourt 
or greater depth—such a team simply does not exist. Due to the media attention surrounding 
any Kentucky team, combined with the excitement of an undefeated streak, they have 
effectively played a month's worth of playoff games.

"Every game feels like a special event," Calipari noted on Friday.

Kentucky has faced a conference that, while not considered the toughest in the nation, may 
be underappreciated. Their opponents have included:

● Kansas (now ranked No. 9)
● Louisville (No. 16)
● North Carolina (No. 19)
● Providence (No. 24)

No team is invincible. In the upcoming weeks, there will be extensive debate over which 
teams could potentially disrupt Kentucky's season:

● No. 2 Virginia: With a defense just as efficient as Kentucky's.
● No. 3 Duke: Featuring the promising freshman big man Jahlil Okafor.
● No. 5 Arizona: A physically dominant team that has been patiently waiting in the 

West.
● No. 6 Wisconsin: Eager for revenge after their heartbreaking loss to the Wildcats in 

last year's Final Four.

However, Kentucky's greatest challenge might be what Calipari refers to as "clutter"—the 
external noise and hype.

Players and coaches who have experienced Kentucky's current situation agree that the best 
approach is to concentrate on winning a championship and improving daily, rather than 
focusing on making history.

"It wasn't about making history," remarked Quinn Buckner, a television analyst 
for the Indiana Pacers and a senior on the 1976 Hoosiers. "The focus was on 
winning a championship and getting better—getting better every day."

machine-paraphrased

In a remarkable season, Kentucky's basketball squad achieved an impressive 
31-0 record, showcasing a level of dominance rarely seen in college sports. 
This perfect season is not just a testament to the team’s skill and strategy but 
also to their unwavering dedication and hard work. However, as impressive as 
this feat is, it may only be a warm-up for an even more spectacular run in the 
upcoming tournaments.

This flawless record was the result of well-coordinated efforts and strategic 
plays, with the team displaying exceptional teamwork and individual talent. 
From their opening game to the final match, Kentucky maintained a high level 
of performance, never losing a single game. This accomplishment marks a 
significant milestone in Kentucky basketball history, setting a new standard for 
success.

……

As the team steps onto the court for their next challenge, the nation watches 
with bated breath. The 31-0 record is a proud accomplishment, but it’s only 
the beginning of a potentially legendary run. For Kentucky, the ultimate test 
begins now, and all eyes are on them as they strive for greatness in the NCAA 
tournament.

machine-generated

In a remarkable season, Kentucky's basketball squad achieved an impressive 31-0 record, 
showcasing a level of dominance rarely seen in college sports. This perfect season is not just 
a testament to the team’s skill and strategy but also to their unwavering dedication and hard 
work. However, as impressive as this feat is, it may only be a warm-up for an even more 
spectacular run in the upcoming tournaments.

This flawless record was the result of well-coordinated efforts and strategic plays, with the 
team displaying exceptional teamwork and individual talent. From their opening game to the 
final match, Kentucky maintained a high level of performance, never losing a single game. 
This accomplishment marks a significant milestone in Kentucky basketball history, setting a 
new standard for success.

Yet, the true test lies ahead. The NCAA tournament brings a different set of challenges, with 
each opponent presenting its own strengths and weaknesses. To overcome these new 
obstacles, Kentucky will need to adapt and refine their strategies. The ultimate goal remains 
clear: to capture the national championship and etch their names into the annals of 
basketball history.

As they prepare for the tournament, the team is focused on maintaining their winning 
streak while staying ready for potential upsets and tough matches. The journey from the 
regular season to the championship game is fraught with challenges, but Kentucky's recent 
success fuels their confidence and motivation.

The coach has emphasized the importance of staying humble and maintaining a positive 
attitude, even as they bask in the glow of their perfect season. He encourages his players to 
remain focused on their goals and to continue working hard, knowing that every game is 
crucial in their quest for the national title.

Looking ahead, Kentucky faces top-tier teams from across the country. However, their recent 
performance suggests they have both the skill and determination to compete at the highest 
level. The road to the championship is long and demanding, but the team is ready to face 
whatever comes their way.

As the team steps onto the court for their next challenge, the nation watches with bated 
breath. The 31-0 record is a proud accomplishment, but it’s only the beginning of a 
potentially legendary run. For Kentucky, the ultimate test begins now, and all eyes are on 
them as they strive for greatness in the NCAA tournament.

The Kentucky team is positioned better than any other to win the 
championship.

In the Southeastern Conference (SEC) tournament of the NCAA 
Championship, Kentucky will have a bye in the first round. The games 
will be held in Nashville, just a four-hour drive away. If they win three 
games there—or even if they don't win all of them—they will almost 
certainly secure the top seed and play their games in Nashville, 
Cleveland, and Indianapolis for the Final Four.

In the NCAA Championship, they won’t encounter any teams with a 
stronger frontcourt or deeper bench, simply because such teams don’t 
exist. Given that any Kentucky team attracts significant media attention 
and excitement from their winning streak, they have already been playing 
in a playoff atmosphere for a month before the official playoffs even 
begin.

……

"This isn't the point," said Quinn Buckner, an analyst for Indiana Pacers 
TV and a senior at Indiana State University in 1976. "The point is to win 
the championship and get better—to get better every day."

machine-translated

Kentucky: The Best Chance for a Championship

The Kentucky team is positioned better than any other to win the championship.

In the Southeastern Conference (SEC) tournament of the NCAA Championship, Kentucky will 
have a bye in the first round. The games will be held in Nashville, just a four-hour drive 
away. If they win three games there—or even if they don't win all of them—they will almost 
certainly secure the top seed and play their games in Nashville, Cleveland, and 
Indianapolis for the Final Four.

In the NCAA Championship, they won’t encounter any teams with a stronger frontcourt or 
deeper bench, simply because such teams don’t exist. Given that any Kentucky team 
attracts significant media attention and excitement from their winning streak, they have 
already been playing in a playoff atmosphere for a month before the official playoffs even 
begin.

"Every game seems like a big deal," Calipari said on Friday.

Although the league they dominated was not the most formidable, it may have been 
underestimated. Their opponents included:

● 9th-ranked Kansas
● 16th-ranked Louisville
● 19th-ranked North Carolina
● 24th-ranked Providence

No team is invincible, and in the coming weeks, there will be much debate about which teams 
could disrupt Kentucky’s season:

● 2nd-ranked Virginia: With a defense more efficient than Kentucky's.
● 3rd-ranked Duke: Featuring star freshman big man Jahlil Okafor.
● 5th-ranked Arizona: A physically gifted team biding its time.
● 6th-ranked Wisconsin: Seeking revenge for last year’s loss to Kentucky.

However, Kentucky’s most dangerous opponent might be what Calipari calls “external 
distractions and hype.”

Players and coaches who have been in Kentucky's position all agree that the best strategy is 
to focus on winning the championship and improving every day, rather than creating 
history.

"This isn't the point," said Quinn Buckner, an analyst for Indiana Pacers TV 
and a senior at Indiana State University in 1976. "The point is to win the 
championship and get better—to get better every day."

Figure 5: Qualitative Results on GoodNews. RoBERTa-MoD effectively classifies articles based
on their content. Since both machine-translated and paraphrased texts are generated by LLMs based
on human-written sources, they share similar style and content, posing challenges for the detector.
The observation is consistent with the results in Figure 3 and 4. See Section 4.3 for discussion.

iments on VisualNews and WikiText, as shown in Table 2. In these evaluations, RoBERTa-MoD
continues to outperform the baseline models in both average mAP and AUROC (e.g., 69.79→74.16
in average mAP and 84.08→89.72 in AUROC on VisualNews). This indicates that the improve-
ments made by RoBERTa-MoD are due to its effectiveness in identifying fine-grained MGT, rather
than remembering specific human-written styles of GoodNews articles.

4.5 MGT DETECTION

Given the flexibility of the MoD strategy, we believe that RoBERTa-MoD can be used not only
for fine-grained MGT detection but also for traditional binary MGT classification. To validate this,
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Table 3: MGT Detection on Essay, Reuters, and WP. RoBERTa-MoD outperforms all RoBERTa-
based baselines, including OpenAI-D (Solaiman et al., 2019), ChatGPT-D (Guo et al., 2023), and
Roberta-MPU (Tian et al., 2024), and performs comparably to the state-of-the-art, Binocualrs (Hans
et al., 2024). See Section 4.5 for a detailed discussion.

mAP F1 AUROC
Essay Reuters WP Essay Reuters WP Essay Reuters WP

OpenAI-D (large) 78.52 92.52 83.33 63.76 77.15 65.72 77.85 93.21 83.00
ChatGPT-D 78.02 84.77 73.84 64.71 71.66 56.50 72.35 81.19 72.66
RoBERTa-MPU 89.71 97.23 96.53 73.73 91.13 79.57 87.15 96.53 96.05
Binoculars 99.11 98.36 98.72 88.50 77.33 88.05 98.72 97.95 98.44
RoBERTa-MoD (Ours) 92.72 98.43 98.18 81.71 92.37 87.28 90.59 98.22 97.92

we conducted binary MGT detection on Essay, WP, and Reuters (Verma et al., 2024), as shown
in Table 3. RoBERTa-MoD outperforms model-based baselines (e.g., OpenAI-D, ChatGPT-D,
RoBERTa-MPU), demonstrating the effectiveness of our MoD strategy.

While the state-of-the-art method, Binoculars (Hans et al., 2024), performs slightly better than our
method, it is worth noting that Binoculars is metric-based and distinguishes between human-written
and machine-generated text using a fixed threshold. Therefore, it is not applicable to fine-grained
MGT detection, since both paraphrased and translated texts are also generated by LLMs and would
exhibit similar metric scores extracted from the target LLMs. In contrast, our method does not rely
on these metrics, enabling it to perform well in both binary MGT classification and fine-grained
MGT detection tasks.

5 LIMITATIONS

In this paper, we highlight the importance of fine-grained MGT classification and identify out-of-
domain evaluations (e.g., out-of-domain generators and zero-shot articles) as a primary challenge for
this task. We introduced RoBERTa-MoD to improve the performance of existing detectors. Despite
improvements across various datasets, our method still has several limitations.

First, out-of-domain evaluations remain a challenge for further improvement. As shown in our
experiments, the detectors’ performance on out-of-domain generators (StableLM-2, ChatGLM-3,
Qwen-2.5) is still lower than that on in-domain generators (Llama-3, Qwen-1.5). Performance in
zero-shot experiments (VisualNews and WikiText) is also lower compared to GoodNews.

Short text detection is another issue that could be addressed in future work. In this paper, we set the
maximum token length to 128 and achieved reasonable results. However, in our experiments, when
the maximum token length is reduced to 32 or lower, almost all models, including RoBERTa-MPU,
which is specifically designed for short text detection, perform close to random guessing. Therefore,
addressing the short text detection problem in fine-grained MGT detection is a potential direction
for future research.

6 CONCLUSION

We conduct an in-depth study of fine-grained MGT detection, aiming to further distinguish be-
tween machine-paraphrased and machine-translated text from MGT. We identify a key challenge
in fine-grained MGT detection as improving the model’s generalization ability. I.e., model-based
detectors typically perform well on in-domain data, however, their performance declines when deal-
ing with different domains, especially out-of-domain data. To address this challenge, we introduce
RoBERTa-MoD, which consists of multiple detectors optimized for different domains, achieving
more robust and generalized results in multi-domain evaluations. Our method is evaluated on six
datasets (GoodNews, VisualNews, WikiText, Essay, WP, and Reuters), achieving a 5–9% improve-
ment in average mAP compared to baselines. The improvements across various datasets and gener-
ators demonstrate the effectiveness of our approach in fine-grained MGT detection.
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ETHICS STATEMENT

In our study, we introduce RoBERTa-MoD to enable fine-grained classification of MGT, which can
help prevent the spread of misinformation and identifying the intent behind users’ use of LLMs.
However, like other methods designed for MGT detection, our system cannot guarantee 100% ac-
curacy, especially in the more challenging fine-grained detection task. While the proposed MoD
strategy improves performance in out-of-domain generators and zero-shot evaluations, challenges
remain in identifying specific fine-grained categories (as discussed in Section 4.3). Therefore, we
strongly discourage the use of our methods without human supervision (e.g., in plagiarism detection
or similar scenarios). A more appropriate application of RoBERTa-MoD would be in defending
against LLM-generated misinformation under human supervision. Through this paper, we aim to
highlight the importance of fine-grained MGT detectors for better distinguishing articles containing
misinformation and fact-based articles polished by LLMs.

REPRODUCIBILITY STATEMENT

Our model is mainly implemented based on Pytorch (Paszke et al., 2019) and Transformers (Wolf
et al., 2020). During training, the maximum token length of the input text is set to 512. We limit
the maximum length to 128 to evaluate the model’s performance in shorter text detection in the
test stage. For RoBERTa-MoD, we use a batch size of 16 and a maximum learning rate of 10−5.
We fine-tuned the model for three epochs with an early stopping strategy, following Zhang et al.
(2024a); Verma et al. (2024) to prevent overfitting. Our experiments were conducted on RTX-
A6000 and other 48GB memory GPUs (e.g., A40, L40S). For a single dataset (e.g., GoodNews),
data preparation takes approximately 60 hours, and training takes around 1 hour. We will also
release our code upon acceptance to ensure reproducibility.
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APPENDIX

A PROOF OF THEOREM 1

Followed by Definition 1, the input features x consists of data features, distracting features, and
Gaussian noise features, so it can be expressed as x = [αyvk,−γyvk′ , ξ] where ξ is the Gaussian
noise vector. For simplicity, we choose the patch number P = 3 without losing generality.

We assume that γ and α are identically distributed, such that Dα = Dγ . Given
that both y and −y belong to the set {±1,±2}, it results that y and −y follow the
same distribution. Conditioned on the event that y = −ϵ, points ([αyvk,−γyvk′ , ξ] , y),
([−αyvk, γyvk′ , ξ] ,−y) , ([γyvk′ ,−αyvk, ξ] , y) , ([−γyvk′ , αyvk, ξ] ,−y) follow the same dis-
tribution. Therefore, we can express the conditional probability P(yF (x) ≤ 0 | ϵ = −y) as

4P(yF (x) ≤ 0 | ϵ = −y)

= E[1 (yF ([αyvk,−γyvk′ , ξ]) ≤ 0) + 1 (−yF ([−αyvk, γyvk′ , ξ]) ≤ 0)

+ 1 (yF ([γyvk′ ,−αyvk, ξ]) ≤ 0) + 1 (−yF ([−γyvk′ , αyvk, ξ]) ≤ 0)] .

(7)

Apply function f(·) to each patch of x to obtain the following result

(yF ([αyvk,−γyvk′ , ξ])) + (−yF ([−αyvk, γyvk′ , ξ]))

+ (yF ([γyvk′ ,−αyvk, ξ])) + (−yF ([−γyvk′ , αyvk, ξ]))

= (yf (αyvk) + yf (−γyvk′) + yf (ξ)) + (−yf (−αyvk)− yf (γyvk′)− yf (ξ))

+ (yf (γyvk′) + yf (−αyvk) + yf (ξ)) + (−yf (−γyvk′)− yf (αyvk)− yf (ξ))

= 0.

(8)

Given that an input feature x with all-zero patches is practically meaningless, we will exclude this
scenario from consideration. In such cases, at least one identical function 1(·) in Eq. 7 will be
non-zero. This implies that

4P(yF (x) ≤ 0 | ϵ = −y) ≥ 1. (9)

Applying P(ϵ = −y) = 1/4 and the Bayes’ rule, we have that

P(yF (x) ≤ 0) = P(yF (x) ≤ 0) | ϵ = −y)P(ϵ = −y) ≥ 1/16. (10)

B PROOF OF THEOREM 2

Drawing inspiration from the proof strategy in Lemma 5.2 by Chen et al. (2022), we focus on the
m-th expert in the MoE layer, assuming that m ∈ Mk.The bounds for the inner product between the
weights and the freshly drawn i.i.d random noise from N

(
0, (

σp√
d
)2 · Id

)
is necessary. Let σp√

d
= σ0
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for convenience. Normalized gradient descent with a step size of η is adopted in the updating stage,
we can have ∥∥∥w(T )

m,j −w
(0)
m,j

∥∥∥
2
≤ ηT = Õ(1). (11)

Using the triangle inequality on Eq. 11, we derive that∥∥∥w(T )
m,j

∥∥∥
2
≤

∥∥∥w(0)
m,j

∥∥∥
2
+ Õ(1). (12)

Furthermore, the inner product
〈
w

(t)
m,j , ξ

〉
adheres to the distribution N

(
0, (σ0)

2 ·
∥∥∥w(T )

m,j

∥∥∥2
2

)
,

with probability at least 1− 1
dPMJ . Define β as a model-related parameter proportional to P,M, J .

If the MoD model is fixed, β remains constant. We can have∣∣∣〈w(T )
m,j , ξ

〉∣∣∣ = O
(
σpd

−1/2
∥∥∥w(t)

m,j

∥∥∥
2
log(dPMJ)

)
≤ Õ (σ0) . (13)

Applying Boole’s inequality for m ∈ [M ], j ∈ [J ] gives that, with probability at least 1− 1
βd ,∣∣∣〈w(T )

m,j , ξ
〉∣∣∣ = Õ (σ0) ,∀m ∈ [M ], j ∈ [J ]. (14)

Expanding the inner product in Eq. 14, we have that

yf
(
x,W(T )

)
= y

∑
j∈[J]

∑
p∈[P ]

σ
(〈

w
(T )
m,j ,x

(p)
〉)

= yσ
(〈

w
(T )
m,j , αyvk

〉)
+ y

∑
(j′ ,p) ̸=(j,1)

σ
(〈

w
(T )

m,j′
,x(p)

〉)
.

(15)

Incorporating the inequality in Lemma E.12 from Chen et al. (2022), we can get

yf
(
x,W(T )

)
≥ C3

1

(
1− σ0.1

0

)3
M−4 − Õ

(
σ3
0

)
= Ω̃(1) ≥ 0. (16)

Because Eq. 14 holds with probability at least 1− 1
βd , we can have

P(x,y)∼D

(
yf

(
x;W(T )

)
≥ 0

)
≥ 1− 1

βd
, (17)

which is equivalent to

P(x,y)∼D

(
yf

(
x;W(T )

)
≤ 0

)
≤ 1

βd
. (18)

C ROUND-TRIP TRANSLATION STRATEGY

As discussed in Section 3.1, we adopt the strategy of round-trip translation to generate translation
data for fine-grained MGT detection. Figure 6 provides a specific example: we first translate the
original article into target languages (Chinese, Spanish, French, Russian), and then translate these
articles back into English, obtaining machine-translated articles for detection.

D FINE-GRAINED MGT DETECTION WITH DIFFERENT INPUT LENGTHS

We report the performance of RoBERTa-MoD with different input lengths in Table 4. We observe
that as the input text length increases, the detection accuracy of RoBERTa-MoD also improves,
which is consistent with the discussion in our main paper.
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Les Initiatives de Facebook et la Bataille pour le Contrôle des Interactions 
Sociales sur Internet

Les initiatives de Facebook et de ses concurrents préparent le terrain pour une 
bataille de contrôle des interactions sociales sur Internet.

« Il y aura certainement un combat en plusieurs tours ici », a déclaré 
Jeremiah Owyang, associé chez Altimeter Group, une firme de conseil en 
stratégie numérique.

Obstacles de Confidentialité

Les analystes estiment que le désir de Facebook d'étendre son influence sur le Web 
pourrait rencontrer des obstacles liés à la vie privée, car cela exigera que 
l'entreprise partage de plus en plus d'informations personnelles sur ses utilisateurs 
avec d'autres sites.

« Ils devront obtenir l'approbation de plus de consommateurs pour le 
partage de données », a déclaré Augie Ray, analyste chez Forrester 
Research.

Suivre l'Approche de Google

La stratégie de Facebook suit, dans une certaine mesure, l'approche adoptée par 
Google près d'une décennie plus tôt. Après s'être établi comme la principale 
destination des requêtes sur le Web, Google a commencé à diffuser sa barre de 
recherche et son système de publicité à travers le Web via des barres d'outils et des 
partenariats. Alors que Facebook devient une source de trafic de plus en plus 
importante pour d'autres sites Web, la rivalité entre les deux entreprises est 
inévitable.

French

The Battle for Control Over Social Interactions Across the Internet

The moves by Facebook and its rivals are setting up a battle for control over social 
interactions on the Internet.

"There is definitely a multiround fight that is going to be happening here," 
said Jeremiah Owyang, a partner at the Altimeter Group, a digital strategy 
consulting firm.

Privacy Concerns

Analysts note that Facebook’s desire to expand across the web might face privacy hurdles 
since it will involve sharing more personal information with other websites.

"They are going to have to secure more consumers' approval for 
data-sharing," said Augie Ray, an analyst at Forrester Research.

Following Google’s Footsteps

Facebook's strategy mirrors an approach taken by Google nearly a decade ago. After 
establishing itself as the top Internet search engine, Google syndicated its search box and 
advertising system across the web through toolbars and partnerships. Now, as Facebook 
becomes a major source of web traffic, its rivalry with Google is intensifying.

Facebook's Upcoming Products

Facebook declined to comment on its upcoming announcements, but people familiar with its 
plans mention several new products and technologies:

● Universal "Like" Button: A new "Like" button that web publishers can embed on their 
pages. Unlike the existing "Share" button, which provides fleeting links, the "Like" 
button will allow Facebook to store user preferences and share this data with web 
publishers. For example, a magazine website might display articles liked by a user's 
friends, while a site like Yelp could show reviews from friends instead of strangers.

● New Toolbar: Facebook is also developing a toolbar that web publishers can place at 
the bottom of their pages. This will build on Facebook Connect, making it easier for 
people to use their Facebook identities to log in to various sites. Though still under 
development, the toolbar aims to encourage more user engagement.

Competition with Meebo

Facebook’s new toolbar may collide with the efforts of Meebo, a company whose toolbar 
allows users to log in using identities from various social services. The Meebo toolbar 
enables users to chat with friends and share content directly from a website.

● New Alliance: Meebo and its partners, including Microsoft and Yahoo, plan to 
introduce standards allowing users to log in with identities from various networks.

"We'll know which networks and which buttons to put in front of you," said 
Seth Sternberg, CEO of Meebo. The alliance plans to hand over the technology 
to a nonprofit for further development.

The Future of Digital Identity

Chris Messina, an open web advocate at Google, pointed out that while Twitter and 
Facebook currently lead the social web space, the future of digital identity is still uncertain.

"It is far too soon to write the last chapter in digital identity," Messina 
remarked.

La Batalla por el Control de las Interacciones Sociales en la Red

Las movidas de Facebook y sus competidores crean un escenario de batalla por el control de las interacciones sociales en la red.

"Definitivamente habrá una pelea multironda que va a suceder aquí," dijo Jeremiah Owyang, socio de Altimeter Group, una 
empresa de consultoría estratégica en estrategias digitales.

Desafíos de Privacidad

Los analistas afirman que la ambición de Facebook de extender sus tentáculos por la red podría enfrentar obstáculos de privacidad, ya que 
requeriría compartir más información personal de sus usuarios con otros sitios web.

"Tendrán que proteger más el consentimiento de los usuarios para la transmisión de datos," afirmó Augie Ray, analista de 
Forrester Research.

Siguiendo el Enfoque de Google

El enfoque de Facebook es similar al que Google adoptó hace casi una década. Después de establecerse como el centro de búsqueda en la 
red, Google expandió su buscador y sistema publicitario a través de extensiones y alianzas. Dado que Facebook se ha convertido en una fuente 
cada vez más importante de tráfico para otros sitios web, la rivalidad entre Facebook y Google se intensificará.

Los Nuevos Productos de Facebook

Facebook se negó a comentar sobre sus próximos anuncios, pero fuentes cercanas a la empresa indicaron que se presentarán varios productos 
y tecnologías para profundizar su presencia en la red:

● Botón Universal "Me gusta": Un nuevo botón que los autores de sitios web podrán instalar en sus páginas. Similar a los populares 
botones "Compartir", el botón "Me gusta" permitirá ofrecer experiencias sociales más fáciles y permitirá que los amigos disfruten de 
esos sitios juntos.

● Registro de Preferencias: A diferencia de los botones "Compartir", que publican enlaces temporales en las pestañas de Facebook de 
los amigos, el botón "Me gusta" permitirá a Facebook mantener un registro de los elementos que un usuario ha vinculado. Esto 
proporcionará a la empresa datos adicionales sobre las preferencias de las personas.

Facebook planea compartir estos datos con los autores de sitios web, ayudando a proporcionar contenido más personalizado y relevante para 
los usuarios.

The Battle for Control Over Social Interactions Across the 
Internet

The moves by Facebook and its rivals are setting up a battle for 
control over social interactions on the Internet.

"There is definitely a multiround fight that is going to be 
happening here," said Jeremiah Owyang, a partner at the 
Altimeter Group, a digital strategy consulting firm.

Privacy Concerns

Analysts note that Facebook’s desire to expand across the web 
might face privacy hurdles since it will involve sharing more 
personal information with other websites.

"They are going to have to secure more consumers' 
approval for data-sharing," said Augie Ray, an analyst at 
Forrester Research.

Following Google’s Footsteps

Facebook's strategy mirrors an approach taken by Google nearly a 
decade ago. After establishing itself as the top Internet search 
engine, Google syndicated its search box and advertising system 
across the web through toolbars and partnerships. Now, as 
Facebook becomes a major source of web traffic, its rivalry with 
Google is intensifying.

……

Original 
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Facebook及其竞争对手的举措：社交互动领域的争夺战

Facebook及其竞争对手的举措预示着一场互联网社交互动领域的争夺战。

“这里肯定将有一场多轮较量。” —— Altimeter Group 数字战略咨询公

司合伙人 Jeremiah Owyang

隐私问题的挑战

分析师指出，Facebook扩展网络影响力的战略可能会遇到隐私障碍，因为这需要

公司与第三方网站共享越来越多的用户个人信息。

“他们必须获得更多用户的同意才能进行数据共享。” —— Forrester 
Research 分析师 Augie Ray

Facebook的战略：遵循Google的脚步

Facebook的做法在某种程度上遵循了Google近10年前的策略。作为互联网搜索引

擎巨头，Google在确立了自己在互联网搜索中的地位后，通过工具栏和合作伙伴关

系将搜索框和广告系统推广到整个网络。如今，随着Facebook成为其他网站的重

要流量来源，Facebook和Google之间的竞争关系必将日益激烈。

Chinese

The Battle for Dominance in Internet Social Interaction

Facebook and its competitors are signaling a battle for dominance in the 
realm of internet social interaction. Jeremiah Owyang, a partner at digital 
strategy consulting firm Altimeter Group, predicts a multi-round showdown in 
this space.

Privacy Concerns

Analysts caution that Facebook's expansion into broader network influence 
might be hindered by privacy concerns, as it would require sharing an 
increasing amount of user information with third-party websites.

"They need more user consent to share data," says Augie Ray, an 
analyst at Forrester Research.

Following Google's Playbook

Facebook’s approach is reminiscent of Google's strategy from a decade ago. 
Google solidified its position as the primary search destination and then 
expanded its influence by integrating its search box and advertising system 
across the web. As Facebook becomes a significant traffic source for other 
sites, the rivalry between these two internet giants is poised to intensify.

……

The Battle for Social Interaction Control on the Internet

Facebook and its competitors are gearing up for a battle to control social 
interaction on the internet.

"Definitely there will be a round fight that's going to happen 
here," said Jeremiah Owyang, a partner at Altimeter Group, a strategic 
digital consulting firm.

Privacy Concerns

Analysts argue that Facebook's ambition to expand its reach on the internet 
may face privacy obstacles. Extending its influence would require the 
company to share more personal information with other websites.

"They will have to protect more the user consent for data 
transmission," said Augie Ray, an analyst at Forrester Research.

Following Google’s Footsteps

Facebook’s strategy mirrors Google’s approach from nearly a decade ago. 
Google first established itself as the internet's primary search engine and then 
extended its reach by expanding its search and advertising systems through 
extensions and alliances. As Facebook becomes a major traffic source for 
other websites, rivalry between Facebook and Google is inevitable.

Translation 
from Chinese

Translation 
from Spanish

La Batalla por el Control de las Interacciones Sociales en la Red

Las movidas de Facebook y sus competidores están creando un escenario de 
batalla por el control de las interacciones sociales en internet.

"Definitivamente habrá una pelea multironda que va a suceder 
aquí," dijo Jeremiah Owyang, socio de Altimeter Group, una empresa 
de consultoría estratégica en estrategias digitales.

Desafíos de Privacidad

Los analistas señalan que la ambición de Facebook de expandir su influencia 
en la red podría enfrentar obstáculos relacionados con la privacidad, ya 
que requeriría compartir cantidades cada vez mayores de información personal 
de sus usuarios con otros sitios web.

"Tendrán que proteger más el consentimiento de los usuarios 
para la transmisión de datos," afirmó Augie Ray, analista de 
Forrester Research.

Siguiendo el Camino de Google

El enfoque de Facebook es similar al de Google hace casi una década. 
Después de establecerse como el centro de búsqueda en la red, Google 
comenzó a expandir su buscador y sistema publicitario a través de extensiones 
y alianzas. Ahora que Facebook se ha convertido en una fuente cada vez más 
importante de tráfico para otros sitios web, la rivalidad entre Facebook y 
Google es inevitable.

Spanish

Facebook's Initiatives and the Battle for Control of Social Interactions on 
the Internet

Facebook's initiatives, along with those of its competitors, are setting the 
stage for a battle over control of social interactions on the Internet.

"There will certainly be a multi-round fight here," said Jeremiah 
Owyang, a partner at Altimeter Group, a digital strategy consulting firm.

Privacy Hurdles

Analysts believe that Facebook's ambition to expand its influence across the 
Web could face privacy hurdles, as it will require the company to share 
increasing amounts of personal information about its users with other sites.

"They will need to secure more consumers' approval for data 
sharing," said Augie Ray, an analyst at Forrester Research.

Following Google's Approach

To some extent, Facebook's strategy mirrors Google's approach from nearly a 
decade earlier. After establishing itself as the primary destination for web 
searches, Google began syndicating its search bar and advertising system 
across the Web through toolbars and partnerships. Now, as Facebook 
becomes an increasingly important source of traffic for other websites, rivalry 
between the two companies seems inevitable. Translation 

from French

Битва за контроль над социальными взаимодействиями в Интернете

Действия Facebook и его конкурентов готовят почву для битвы за контроль 
над социальными взаимодействиями в Интернете.

«Здесь определенно будет много раундов борьбы», — сказал 
Джереми Оуян, партнер компании Altimeter Group, консалтинговой 
фирмы в области цифровой стратегии.

Проблемы конфиденциальности

Аналитики отмечают, что стремление Facebook к расширению в Интернете 
может столкнуться с проблемами конфиденциальности, так как это 
потребует обмена все большими объемами личной информации с другими 
сайтами.

«Им придется получить согласие большего числа потребителей 
на обмен данными», — сказал Огаст Рэй, аналитик компании 
Forrester Research.

Следуя примеру Google

Стратегия Facebook во многом напоминает подход, который Google 
использовал почти десять лет назад. Укрепив свои позиции как ведущий 
поисковый движок, Google начал распространять свою поисковую строку и 
рекламную систему через панели инструментов и партнерские программы. 
Теперь, когда Facebook становится важным источником трафика для сайтов, 
его соперничество с Google усиливается.

The Battle for Control Over Social Interactions on the Internet

The actions of Facebook and its competitors are setting the stage for a battle 
over control of social interactions on the Internet.

“There will definitely be multiple rounds of this fight,” said 
Jeremiah Owyang, a partner at Altimeter Group, a digital strategy 
consulting firm.

Privacy Concerns

Analysts note that Facebook's expansion across the Internet could encounter 
privacy issues, as it would involve sharing increasing amounts of personal 
information with other websites.

“They are going to have to secure more consumers' approval for 
data sharing,” said Augie Ray, an analyst at Forrester Research.

Following Google’s Lead

Facebook's strategy mirrors the approach that Google took nearly a decade 
ago. After becoming the leading search engine, Google expanded by 
syndicating its search box and advertising system through toolbars and 
partnerships. Now, as Facebook emerges as an important source of traffic for 
websites, its rivalry with Google is intensifying.

Russian
Translation 

from Russian

Figure 6: Round-trip Strategy for Article Translation. This strategy allows us to automatically
produce translated articles from existing datasets, eliminating the need for additional data collection.
See Appendix C for discussion.
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Table 4: Fine-grained MGT Detection with Different Input Lengths. See Appendix D for discussion.

Model Llama3 Qwen1.5 StableLM2 ChatGLM3 Qwen2.5 avg mAP AUROC
Scale -8B -7B -12B -6B -7B

mAP on VisualNews (Liu et al., 2021)

Length=64 69.45 76.52 66.61 68.01 66.99 69.89 86.51
Length=128 73.04 81.67 71.88 72.44 71.75 74.16 89.72
Length=256 75.25 83.09 70.53 72.96 73.06 75.48 90.23
Length=512 81.05 82.99 77.23 79.25 78.10 79.84 91.96
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