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Abstract

State-of-the-art large language models (LLMs) are now claiming remarkable sup-
ported context lengths of 256k or even more. In contrast, the average context
lengths of mainstream benchmarks are insufficient (5k-21k), and they suffer from
potential knowledge leakage and inaccurate metrics, resulting in biased evaluation.
This paper introduces LV-Eval, a challenging long-context benchmark with five
length levels (16k, 32k, 64k, 128k, and 256k) reaching up to 256k words. LV-Eval
features two main tasks, single-hop QA and multi-hop QA, comprising 11 bilingual
datasets. The design of LV-Eval has incorporated three key techniques, namely
confusing facts insertion (CFI), keyword and phrase replacement (KPR), and
keyword-recall-based metric design. The advantages of LV-Eval include control-
lable evaluation across context lengths, challenging test instances with confusing
facts, mitigated knowledge leakage, and more objective evaluation. We evaluate 12
LLMs on LV-Eval and conduct ablation studies on the benchmarking techniques.
The results reveal that: (i) Commercial LLMs generally outperform open-source
LLMs when evaluated within length levels shorter than their claimed context length.
However, their overall performance is surpassed by open-source LLMs with longer
context lengths. (ii) Extremely long-context LLMs, such as Yi-6B-200k and
Llama3-8B-1M, exhibit a relatively gentle degradation of performance, but their ab-
solute performances may not necessarily be higher than those of LLMs with shorter
context lengths. (iii) LLMs’ performances can significantly degrade in the presence
of confusing information, especially in the pressure test of “needle in a haystack”.
(iv) Issues related to knowledge leakage and inaccurate metrics introduce bias in
evaluation, and these concerns are alleviated in LV-Eval. All datasets and evaluation
codes are released at: https://github.com/infinigence/LVEval,

1 Introduction

Large language models (LLMs) have demonstrated exceptional performance on a variety of natural
language processing tasks. The ability of long-context understanding is crucial for LLMs to deal with
tasks based on longer contexts, such as books, lengthy chat history, and so on. Recently, extensive
efforts have been devoted in enlarging the supported context length (i.e., the number of tokens that
the model can accept as input) of LLMs. These efforts have pushed the supported context length of
LLMs from 2k tokens to 32k tokens [1} 2, 3} 14} |5]], and some models have achieved a remarkable
context length of 128k and 200k (6} [7, 18]).
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Benchmark #Datasets Avg #Words  Min/Max Words Length Levels Opt. Metric  Lang.

ZeroSCROLLS [12] 10 13,556 1,023/320,774 none en

LooGLE [10] 7 21,247 10,927/246,182 none en

L-Eval [11] 20 12,993 2,119/170,256 none v en
BAMBOO [13] 10 5,067 229/14,858 4k, 16k en+zh
LongBench [9] 21 9,486 128/71,954 0-4k,4k-8k,8k+ en+zh
LV-Eval 11 102,380 11,896/387,406  16k,32k,64k,128k,256k v en+zh

Table 1: Comparison of different long-context benchmarks. We count the number of words for the
English datasets and the number of characters for the Chinese datasets. The punctuation marks are
taken into account, while tabs, blank spaces, and newlines are not included.

In contrast to the rapid evolution of the models’ supported context length, existing benchmarks have
lagged behind. The average word count in current long-context benchmarks typically falls within the
range of 32k [9} 10} 11} 12} [13]], considerably shorter compared to the supported context lengths of
state-of-the-art long-context models. Moreover, previous benchmarks primarily consist of unaltered
public documents and articles. This could be problematic for two reasons: (i) the data might be
involved in LLMS’ training processes, and (ii) the facts within them might be common-sense facts
found in other training resources. The presence of this issue, known as “knowledge leakage” [14]],
can lead to models answering questions with memorization or common-sense knowledge instead of
understanding long-range contexts. Last but not least, the automatic metrics employed in most of the
existing benchmarks are susceptible to the variations in answer format and the inclusion of irrelevant
words. Such metrics struggle to accurately assess the answer quality.

To address these issues, we propose LV-Eval, a bilingual benchmark with up to 256k words. LV-
Eval incorporates distractions and confusions to make the test more challenging, replaces keywords
and rephrases sentences to prevent knowledge leakage, and employs a more accurate metric. We
summarizes the key characteristics of LV-Eval as follows:

 Sufficiently long context length to evaluate state-of-the-art models: LV-Eval comprises
5 length levels with word counts of 16k, 32k, 64k, 128k, and 256k. Test instances across
these levels share the same set of question-answer (QA) pairs, and only differ in the context
content and length. Testing on the same QA pairs with different context lengths facilitates a
controllable evaluation of models’ long-context ability.

¢ Incorporation of distraction and confusion to increase difficulty: When constructing the
context for each test instance, we mix up distracting documents and supporting documents.
This approach evaluates the model’s ability in pinpointing key information in a large bunch
of distracting texts. In addition, we insert confusing facts generated by GPT-4 and revised
by human annotators into the context. This assesses the model’s capability to accurately
reason in the presence of interference.

* Keyword and phrase replacement to mitigate knowledge leakage: To mitigate the biased
evaluation of long-context ability caused by knowledge leakage, we replace the keywords
and phrases in the context and QA pairs. The replacement rules are annotated by human
annotators. In this way, LV-Eval requires LLMs to rely on the understanding of context to
answer questions rather than relying on memorization or common-sense knowledge.

* Keyword-recall-based metric for more objective scoring: Existing N-gram metrics such
as the F1 score are sensitive to the format variations and non-informative words in the
answer, which results in inaccurate scores. To address this, we manually annotate answer
keywords and a blacklist of unrelated words. The golden answers are the critical words
or sentences extracted from original ground-truth (GT) answers, while the word blacklist
contains common and non-informative words such as ‘the’, ‘a’, ‘of’, and so on. The metric
calculation follows a two-stage procedure: the first stage calculates the recall of golden
answer keywords. if the recall exceeds a certain threshold, the second stage will remove all
the blacklisted words and then calculate the F1 score between the prediction and the GT
answer. This metric design can get scores with higher objectivity.

Findings. We evaluate 12 LLMs on LV-Eval and summarize the main findings as follows: (i)
Commercial LLMs generally outperform open-source LLMs when evaluated within length levels
shorter than their claimed context length. However, their overall performance is surpassed by
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Task \ Dataset CFI #KPR AK Language #QA pairs #Contexts

lic-mixup v v zh 197 985
loogle-SD-mixup v en 160 800

. cmrc-mixup 786 zh 200 1,000
Single-hop QA | | ltifieldga-en-mixup v 476 v en 101 505
multifieldqa-zh-mixup v 424 v zh 133 665

factrecall-en v 3 v en 1 200x5

factrecall-zh v 3 v zh 1 200x5
dureader-mixup zh 176 880
loogle-CR-mixup v en 99 495
Multi-hop QA loogle-MR-mixup v en 139 695
hotpotwikiqa-mixup v 232 v en 124 620

Table 2: Data statistics of LV-Eval. The abbreviations “CFI”, “KPR”, “AK” stand for “Confusing
Fact Insertion”, “Keyword and Phrase Replacement”, and “Answer Keywords”, respectively. “#KPR”
is the number of KPR rules. Note that in factrecall-en and factrecall-zh, all QA pairs are the same
across all test instances, i.e., there is only one unique QA pair for each of the two datasets.

open-source LLMs with longer context lengths. (ii) Extremely long-context LLMs, such as Yi-6B-
200k and Llama3-8B-1M, exhibit a relatively gentle degradation of performance, but their absolute
performances may not necessarily be higher than those of LLMs with shorter context lengths. (iii)
LLMSs’ performances can significantly degrade in the presence of confusing information, especially
in the pressure test of “needle in a haystack™. (iv) Issues related to knowledge leakage and inaccurate
metrics introduce bias in evaluation, and these concerns are alleviated in LV-Eval.

2 Related Work

Long-Context Benchmarks. Table|l|provides a summary of existing long-context benchmarks,
including ZeroScrolls [12]], LooGLE [10], L-Eval [[11], BAMBOO [[13], and LongBench [9]]. Zero-
Scrolls, LooGLE, and L-Eval are monolingual benchmarks without explicit length level partition.
Their average word counts are ~14k, ~21k and ~13.5k, respectively. In order to evaluate the
model’s capability across various context lengths, BAMBOO and LongBench have designed various
length levels. However, the word counts (~5k, ~9.5k) of the contexts in these two benchmarks are
notably smaller than the supported context length of state-of-the-art long-context models, making
them unsuitable for evaluating the claimed extremely long-context understanding ability. In contrast,
LV-Eval contains five length levels, up to 256k words, each with the same set of QA pairs for
controllable evaluation.

In terms of metric design, L-Eval introduces a length-instruction-enhanced metric to mitigate the
undesired impact of the answer length on metric scores. Additionally, L-Eval proposes to use LLMs
to assist in scoring. In LV-Eval, we ask human annotators to mark the answer keywords and create a
non-informative word blacklist, and propose a two-stage metric to focus more on the answer keywords
while reducing the influences of non-informative words.

Long-Context Techniques. Considerable efforts have been devoted to enhancing the long-context
abilities of LLMs. One line of work focuses on making LL.Ms have extended context sizes without
fine-tuning and behave normally on inputs longer than their training context lengths. The design and
extrapolation method of the position encoding module [[15 (16} 17 is crucial for this goal. Besides,
several sparse attention techniques [18}[19] have also been proposed to avoid model collapse. These
sparse attention techniques also alleviate the quadratic complexity w.r.t. the sequence length.

There are many other strategies aimed at enabling LLMs to effectively leverage long input contexts.
The most commonly utilized strategy is long-context fine-tuning [20} [21}[22]. For instance, YaRN [22]]
conducts fine-tuning with 64k and 128k context lengths starting with Llama2-7B/13B, and Yi-6B-
200k [8] is trained with 200k context length starting with its 4k variant. Other strategies include the
recurrent- or memory-based architecture [23| 24, 25/ 26, [27]], and the retrieval- or summarization-
based context compression techniques [28) 29} 9} 126]], and so on.

In this work, we evaluate LLMs of diverse context sizes, ranging from 4% to 200k, most of which
have incorporated advanced position encoding design and undergone long-context fine-tuning.
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Figure 1: The construction process of LV-Eval. “CF” is short for “Confusing Fact”.

3 LV-Eval Benchmark

LV-Eval focuses on two types of QA tasks: single-hop QA and multi-hop QA, and is comprised of 11
QA datasets (6 in English and 5 in Chinese). The data statistics for LV-Eval are outlined in Table |ZL
Each test instance in LV-Eval comprises three parts: a context (C'), a question (()), and a GT answer
(A), where C'is a synthetic document containing the information required to answer Q.

Datasets in LV-Eval are constructed with existing public datasets as the source, except for factrecall-en
and factrecall-zh, which are constructed using the data from PG19 [30] dataset and Journey to the
West book. Each dataset consists of five subsets of different lengths: 16k, 32k, 64k, 128k, and 256k.
All five subsets share the same question-answer (QA) pairs, meaning there are five contexts of varying
lengths for each QA pair. This allows for a controllable evaluation of models’ long-context ability
when testing the same set of questions with different context lengths. In total, LV-Eval comprises
1,729 QA pairs and 1,729 x5 = 8,645 synthetic contexts.

Figure [2]illustrates the construction process of LV-Eval. For factrecall-en and factrecall-zh, we
write one QA pair for each dataset. For the rest 9 out of the 11 datasets, we first choose a specific
number of QA pairs from existing QA datasets (Section . Then, for each unique QA pair, we go
through three procedures to construct the context (Section :

1. Context mixing up (Section [3.2.T): We first construct five contexts of different lengths
by mixing up supporting documents corresponding to the QA pair and several distracting
documents. For factrecall-en and factrecall-zh, we mix the supporting evidence of the
single QA pair with distracting documents from two books. For other datasets, the distract-
ing documents are unrelated to the question and are chosen from the context documents
corresponding to non-selected QA pairs in the same source dataset.

2. Confusing Facts Insertion (CFI) (Section[3.2.2): Then, in some datasets, we introduce
confusing facts by generating them with GPT-4, manually revising them, and randomly
inserting these into the context. These confusing facts bear similarities to the original
supporting facts but are factually different, without contradicting the original information.
This helps make the test instances more challenging.

3. Keyword and Phrase Replacement (KPR) (Section[3.2.3): Finally, to reduce the impacts
of knowledge leakage on evaluation results, we manually replace some keywords and phrases
in the context and the QA pairs.

When evaluating the generated answer, to mitigate the bias in existing metrics, we manually annotate
the keywords in the GT answer and adjust the metric to focus more on the keywords (Section [3.3).

3.1 Data Source and QA Pair Construction

We construct 11 datasets (see Table [2) using public data sources, including
Long-instruction-en2zh [31], HotpotQA [32]], 2WikiMultihopQA [33], DuReader [34],
LooGLE [10], LongBench [9], CMRC 2018 [35]], MultiFieldQA [9]], PG-19 [30] and the book of
Journey to the West. The construction of QA pairs in each dataset is elaborated in Appendix [A]
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Figure 2: Steps for CFI. Firstly, we prompt GPT-4 to generate two descriptions that are close to the
original fact. Then we ask human annotators to resolve any conflicts in the generated facts. For
example, the first generated confusing fact “Albert Einstein was an Italian astronomer” is in conflict
with the original fact and the human annotator revise it to “Albert Beverley was an Italian astronomer”.
Finally, the confusing facts are inserted into a randomly position in the context.

3.2 Context Construction
3.2.1 Context Mixing Up

Can the LLMs identify the key evidences to answer the target question within a long context? To
assess this ability, as shown in Figure 2] LV-Eval randomly mixes the supporting documents with
various distracting documents to generate five contexts of varying length for a given QA pair. For
9 out of the 11 datasets (excluding factrecall-en and factrecall-zh), the distracting documents are
chosen from the contexts corresponding to the non-selected QA pairs in the source dataset. For
factrecall-en and factrecall-zh, the distracting documents are extracted from the PG-19 dataset and
the book of Journey to the West.

For each length level, we sample distracting documents one by one until the cuamulative word count
meets the desired length level. Then, we shuffle the supporting and distracting documents, prepend a
string “Passage i\n” to the i-th document, and concatenate them to form the final context.

Note that in hotpotwikiqa-mixup and dureader-mixup, where multiple supporting documents exist
for each QA pair, instead of regarding the multiple supporting documents a single unit, we disperse
and shuffle all supporting and distracting documents.

3.2.2 Confusing Facts Insertion

Can the LLMs identify the key evidences correctly if there are confusing facts in the context?
To assess this ability, we apply CFI in hotpotwikiqa-mixup, lic-mixup, multifieldqa-en-mixup,
multifieldqa-zh-mixup, factrecall-en, and factrecall-zh, which inserts similar, factually different,
non-contradictory facts into the context. These facts might mislead less meticulous models, leading
them to generate incorrect answers.

The generation process of the confusing facts goes as follows. Firstly, we use the question and answer
as the input, and prompt GPT-4 [7]] to generate two descriptions that are close to the original fact. The
prompt for GPT-4 is shown in Figure Then, we ask human annotators to resolve any conflicts in
the generated facts. As illustrated in Figure[3.2] the generated confusing fact “Albert Einstein was an
Italian astronomer” is in conflict with the original fact. Therefore, the human annotator revise it to
“Albert Beverley was an Italian astronomer”. After this generation and revising process, we insert the
confusing facts into a randomly picked position between two sentences in the context.
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Figure 3: Steps for KPR. First, given a QA pair, the annotators are asked to select keywords or phrases
to replace and write a substitute for each. Then, the selected keywords and phrases are replaced
throughout the context and QA pair. Finally, annotators will check the modified context. If there is
any conflict, the annotators are asked to revise the replacement rule until all conflicts are resolved.

3.2.3 Keyword and Phrase Replacement

Knowledge leakage is an important concern in LLM evaluation [14]. On the one hand, the test data
are usually collected from open-access sources, and we cannot fully rule out the possibility of their
being involved in some LLMS’ training process. On the other hand, some common-sense questions
can be answered without referencing the provided context. Consequently, LLMs might rely on
memorization and common-sense knowledge to answer the questions rather than fully understanding
the context. This will cause inflated benchmark scores to overrate the long-context ability of models.

To mitigate the influences of knowledge leakage on the evaluation results, we conduct KPR ac-
cording to manually crafted rules in hotpotwikiga-mixup, cmrc-mixup, multifieldqa-en-mixup,
multifieldqa-zh-mixup, factrecall-en, and factrecall-zh. Specifically, given a QA pair, the annota-
tors are asked to select keywords or phrases for replacement and write a substitute for each. After the
selected keywords and phrases are replaced throughout the entire context, the annotators review the
modified context to check and resolve any conflicts: If there are conflicts, the annotators are asked to
revise the replacement rule until all conflicts are resolved. One example of the KPR process is shown
in Figure[3.2.2] See Table [2|for the statistics of the number of replacement rules.

3.3 Metric Design

The quality evaluation of natural language generation is challenging. Current N-gram metrics, such
as the F1 score, treat all words equally. The neglect of differences in word importance leads to
evaluation bias. For example, in the sentence “Attention is all you need”, the word “attention” carries
the key information and is more important. However, the answer “Attention matters” will get a lower
score than the answer “CNN is all you need”, which is not what we expected. To this end, we adopt a
two-stage metric calculation process.

Specifically, to evaluate an answer A’, we first calculate the recall of several “answer keywords” in
A’. When the recall exceeds a certain threshold (0.2 for Chinese dataset, 0.4 for English datasets), we
calculate the F1 score between A’ and GT answer A as the final score for A’. otherwise, A’ gets a zero
score. We manually annotate the answer keywords in the GT answer A for hotpotwikiga-mixup,
lic-mixup, loogle-CR-mixup, loogle-MR-mixup, loogle-SD-mixup, multifieldqa-en-mixup, and
multifieldqa-zh-mixup. Figure[A6] (a) shows an example, demonstrating how this two-stage calcula-
tion helps avoid some inflated high evaluation scores.

When calculating the F1 score between A’ and A in the second stage, we exclude common but
non-informative words like ‘the,” ‘a’, ‘of’, and so on. The word blacklist is constructed as follows.
We first summarized the word counts in the generations of Llama2-7B-Chat-hf and ChatGLM3-
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Figure 4: Overall results on different length levels and types of datasets. (a) Average scores across all
datasets of 12 LLMs at 5 length levels. (b) Average scores across all length levels of 12 LLMs on 5
types of datasets. “CQA” refers to datasets with CFL

6B-32K on all datasets and chose the top 100 words that matched the GT answer most frequently.
Then, we manually annotate the non-informative words from the 100 words to construct the blacklist.
Figure[Ag] (b) shows an example of how the word blacklist aids in calibrating the evaluation scores.

4 Evaluation

Models and Inference. We evaluate 2 commercial and 10 open-source LLMs on LV-Eval. Their
information is summarized in Table [A4] We follow the official implementation of all LLMs to
conduct their inferences. Greedy sampling is used for generating tokens. For LLMs with a context
window size smaller than the length of the data context, we truncate the data context in the middle,
and concatenate the head and the tail of the context as input, ensuring that the QA instructions are
fully contained within the input.

Metrics. For all tasks except dureader-mixup and cmrc-mixup, we evaluate the generated an-
swers with our keyword-recall-based F1 metric, utilizing the annotated answer keywords and word
blacklist. For cmrc-mixup, we omit the manual annotation of answer keywords since the answers in
this dataset is already concise. Therefore, we use the F1 metric with word blacklist. In the case of
dureader-mixup, where the GT answer lengths are relatively long, we do not manually annotate the
answer keywords and use the ROUGH-L metric with the word blacklist.

4.1 Compare LLMs on LV-Eval

Figure [] (a) shows the average scores across all 11 datasets of 12 LLMs at different length levels.
We can see that (i) Commercial models do not always perform better than open-source models. For
instance, ChatGLM3-6B-32k attains the highest accuracy on 16k and 32k. (ii) Models exhibit distinct
score trends. From the average scores in Figure ] and the task-specific scores in Table[A2] we can
see that the model with the largest context window size, Llama3-8B-1M, exhibits the slowest decline
of performance from 16k to 128k. For example, its scores at the length level 16k is lower than
ChatGLM3-6B-32k and BlueLM-7B-32k-Chat. Nevertheless, as the length of input context increases,
Llama3-8B-1M retains a higher score than these two models that need to truncate the input context.
The similar phenomenon can be observed between Yi-6B-200 and two GPTs.

Figure[d (b) shows the average scores across all 5 length levels of 12 LLMs on 5 types of tasks. We
can see that (i) LLMs attain lower scores on multi-hop QA tasks compared to single-hop QA tasks.
(i1) Confusing facts insertion adds complexity to the tasks, particularly evident in single-hop QA and
single-hop confusion QA. See Appendix [B|for more detailed results.
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Model Name | Ablation | hotpotwikiqa-mixup

\ | 16k 32k 64k 128k 256k

direct (w. KPR) 2.43

Llama2-7B-Chat-hf direct (w.0. KPR) 3.52
w. context (w. KPR) | 3.99 1.30 1.84 0.81 0.75

direct (w. KPR) 4.96

ChatGLM3-6B-32k direct (w.0. KPR) 12.24
w. context (w. KPR) | 1698 14.76 9.02 831 6.68

direct (w. KPR) 6.06

Yi-6B-200k direct (w.0. KPR) 16.11
w. context (w. KPR) | 23.55 1894 994 7.66 2.01

Table 3: Ablation results for KPR. “direct (w. KPR)”: Apply KPR and direct query without context;
“direct (w.o. KPR)”: Direct query without context; “w. context (w. KPR)”: Apply KPR and query
with context. Note that there is only one result in the first two rows in each section of the table, since
the results of direct querying without context do NOT depend on the context length.

4.2 Ablation Study of LV-Eval Techniques

Confusing facts insertion. Table and [A6|show the scores of multiple LLMs on dataset
with and without CFI. We can see that (i) On multifieldqa-en-mixup and multifieldqa-zh-mixup,
CFI leads to a notable degradation in the scores of LLMs. However, CFI in the hotpotwikiqa-
mixup dataset does not result in severe degradation. (ii) Table[A3]and[A6|show that a strong model,
ChatGLM3-6B-32k, exhibits the most substantial score degradation on data with CFI. For instance,
the score of ChatGLM3-6B-32k degrades from 41.46 to 31.97 (a degradation of 9.49) on the 16k
length level of multifieldqa-en-mixup, while the score degradation of other 5 LLMs falls within
the range [0.47,4.89]. This observation suggests that current powerful LLMs may even be more
susceptible to confusing information in the context. Future research is needed to enhance the models’
ability to discern information that appears similar but is in fact unrelated. (iii) As the length of the
input context increases, the score degradation becomes smaller. This phenomenon can be attributed
to two factors: the truncation of confusing facts and a decrease in baseline performance.

Keyword and phrase replacement. The technique of KPR aims to eliminate the knowledge
leakage and common-sense memorization of LLMs. Intuitively, for datasets sourced from Wikipedia
and other widely used corpus, the risk of knowledge leakage is higher. From the results in Table[A4]
[A3] and [A6] we observe that: (i) KPR brings notable degradation of LLM scores on these three
datasets suggesting that knowledge leakage exists in open-source corpus and can be mitigated by
KPR. (ii) The extent of degradation is relatively consistent across different length levels.

We conduct an additional experiment to illustrate the knowledge leakage issue and the impact of KPR
in Table[3] Specifically, we compare three settings: (i) Directly querying the LLMs to answer the
question without the context (“direct (w.o. KPR)”). (ii) Applying KPR to the QA pair, and directly
querying the LLMs without the context (“direct (w. KPR)”). (iii) Applying KPR to the QA pair and
the context, and querying the LLMs to answer the question with the context (‘“w. context (w. KPR)”).

Table 3] shows that without KPR, some LLMs can achieve a considerable score even without context.
For instance, Yi-6B-200k and ChatGLM3-6B-32k achieve scores of 16.11 and 12.24, respectively,
through memorization or common-sense knowledge. Applying KPR decreases the score without
context (6.06 for Yi-6B-200k and 4.96 for ChatGLM3-6B-32k). This helps mitigate the influence of
memorization or common-sense knowledge on the assessment of long-context understanding ability.

Case study on the fact-recall tasks. The factrecall-en and factrecall-zh datasets are constructed
to evaluate the enhanced “needle in a haystack™ [36]] ability. The traditional “needle in a haystack”
evaluation is basically a retrieval task, asking LLMs to find the answer or passkey in long context,
which is too simple for majority of LLMs that they can easily get high scores after task oriented
training. Therefore we enhance the “needle in a haystack™ evaluation with CFI and KPR to assess
LLM’s positional consistency of retrieval while challenging their comprehension and anti-interference
abilility. We show the ablation results of CFI and KPR in Figure [5|and Table From the first
column of sub-figure in Figure [5] we can see that ChatGLM3-6B-32k attains high accuracy on
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However, when either CFI (second column of sub-figure) or KPR (third column sub-figure) is applied,
the retrieval accuracy decreases. The accuracy experiences a more severe degradation when both
CFI and KPR are applied, particularly evident in factrecall-zh, where a performance collapse is
observed. This indicates that there is room for improvement in the model’s ability to accurately
identify a specific piece of information from a long context in the presence of interference, and the
original “needle in a haystack” could not be suit for reasonably evaluating long context capability.
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Figure 5: Ablation results of the “needle in a haystack” task on ChatGLM3-6B-32k. (a) factrecall-en.
(b) factrecall-zh. In each of (a)(b), from left to right, the four sub-figures show the results of w.o.
“CFI and KPR”, “w. CFI only”, “w. KPR only”, and “w. both CFI and KPR”, respectively. These
results illustrate that CFI and KPR are effective in improving the task difficulty.

Keyword-recall-based metric. For a given length level L, of the dataset, if the single key infor-
mation is uniformly distributed in the context, an LLM with a context window size L,, can only
observe the key information for approximately %:k of the time. Thanks to our KPR technique, we can
expect that the LLM cannot get the correct answer through memorization or common sense. Then,
ideally, we would not expect to see a metric score much higher than %f‘ However, as shown in
Table[A3] when using the original F1 metric, due to the undesired matching of non-keywords and non-
informative words, the metric score can be a lot higher than %5‘ For instance, ChatGLM3-6B-32k
achieves a score of 26.43% on the 256k length level of the cmre-mixup dataset, which significantly
exceeds %j = 12.5%. Fortunately, our keyword-recall-based metric with the word blacklist returns
a score that aligns more closely with human expectations and is more reasonable.

S Limitations and Negative Societal Impacts

LV-Eval includes QA and the “needle in a haystack™ tasks, but does not encompass other task
types such as summarization. Additionally, due to the high cost, we do not test some of the most
recent LLMs, such as GPT-4-128k. As we release all the test data, one can intentionally overfit
the benchmark by training on the test data to get a high score. In this case, training on LV-Eval
datasets with KPR might lead to mistakes in common-sense knowledge, resulting in a very unreliable
evaluation. Furthermore, a full evaluation on LV-Eval can cause a large token overhead (about 700M
tokens for GPT-4’s tokenizer), leading to considerable carbon emissions.
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A Detailed Construction of QA Pairs

Multi-hop QA. In a multi-hop QA task, the reasoning to derive the answer needs to gather multiple
pieces of information from various locations in the context. We construct four multi-hop QA datasets:
dureader-mixup, loogle-CR-mixup, loogle-MR-mixup, and hotpotwikiqa-mixup.

* hotpotwikiqa-mixup is originated from two Wikipedia-based multi-hop QA datasets: Hot-
potQA and 2WikiMultihopQA. HotpotQA contains 112,779 2-hop questions that are written
by native speakers according to two given paragraphs as the context. 2WikiMultihopQA
contains 192,606 5-hop questions that are synthesized using manually designed templates to
prevent shortcut solutions. We select 124 samples from the two datasets.

* loogle-MR-mixup and loogle-CR-mixup originate from LooGLE’s Long-dependency QA
task, specifically the Multiple information Retrieval and Comprehension and Reasoning
subtasks. The Multiple information Retrieval task requires aggregation of the evidence that
can be directly located in original sentences, while the Comprehension and Reasoning task
contains implicit evidence within the context, it requires multi-step reasoning to get the
correct answers. We select 139 and 99 questions for loogle-MR-mixup and loogle-CR-
mixup, respectively.

* dureader-mixup is built from the DuReader dataset. We first randomly select 200 instances
and then manually remove 24 samples whose answers are longer than 360 words.

Single-hop QA. In a single-hop QA task, only a single evidence in the context is needed to derive
the answer. We construct seven single-hop QA datasets: lic-mixup, loogle-SD-mixup, cmre-mixup,
multifieldqa-en-mixup, multifieldqa-zh-mixup, factrecall-en, and factrecall-zh.

* lic-mixup is originated from the Long-instruction-en2zh dataset on Hugging Face.
Long-instruction-en2zh contains 8,000+ high-quality Chinese multi-doc QA data trans-
lated from English. We selected 197 QA pairs and their corresponding documents as
supporting data, while the remaining documents serve as distracting data for context mixing.

* loogle-SD-mixup contains 160 unique QA pairs and 800 documents originated from the
short-dependency QA task in LooGLE.

e cmrc-mixup is derived from the CMRC 2018 Public Datasets, designed for Chinese machine
reading comprehension. It contains ~20k questions annotated on Wikipedia documents
by human experts. We manually pick 200 QA pairs and their corresponding documents as
supporting QA pairs and documents.

¢ multifieldqa-en-mixup and multifieldqa-zh-mixup are built from the MultiFieldQA
datasets in Long-Bench. We manually remove questions that can be answered using
common-sense knowledge without referring to the context, and eventually get 101 and
133 unique QA pairs for multifieldqa-en-mixup and multifieldqa-zh-mixup, respectively.

* factrecall-en and factrecall-zh are two synthetic datasets designed to assess the LLMs’
ability to identify a small piece of evidence (‘“fact”) located at various locations within
a lengthy context. As shown in Figure we write one English fact-question-
answer pair for factrecall-en and one Chinese fact-question-answer pair for factrecall-zh.
distracting documents are sourced from PG-19 dataset (English) and the book of Journey
to the West (Chinese) to create five contexts of different length levels. For each context,
we generate 200 documents by inserting the fact at 200 evenly spaced positions within the
context.

B Detailed Evaluation Results

The information of all LLMs are listed in Table[A4]

The detailed results on each dataset of the single-hop QA task type and multi-hop QA task type
are shown in Figure[A8|and Figure[A9] respectively. We can see that (i) Among the multi-hop QA
datasets, loogle-CR-mixup and loogle-MR-mixup are particularly challenging. Future research is
needed to improve the ability to aggregate multiple pieces of evidence from a long context with
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Figure A6: Keyword-recall-based two-stage metric calculation. (a) The vanilla F1 score (red) is
inflated high. With the keyword recall-based metric, the final score is set to zero due to the low
recall of answer keywords. (b) The vanilla F1 score (red) is inflated high due to irrelevant words. By
filtering of blacklisted words, the final score is better calibrated.

{ Prompts of GPT4 used to generate confusing facts i

Prompt_en:

‘I will provide a question, which is a query about the facts described in an article. This article and question will be input into a
language model to predict the answer, and the accuracy of the answer will be used to evaluate the model's ability. | need you to
generate two confusing facts in the article, making it harder for the language model to figure out the correct answer, while these
confusing facts should not be in conflict with the original facts in the article.

Here's an example: input: What is the total bid control price in ten thousand yuan for Sections A, B and C of the Wuzhou City Ring
Expressway? Output: Recently, the bid control price for Sections A, B, and C of the Fuzhou City Ring Expressway reached 600 ten
thousand yuan, which greatly propelled the rapid development of local infrastructure and injected robust power into the city's
economy. \nRecently, the bid control price for Sections D, E, and F of the Wuzhou City Ring Expressway was determined to be 500
ten thousand yuan after careful assessment and approval by relevant parties.

The first confusing fact changes the subject from Wuzhou City, and the second modifies the ABC sections, making it impossible to
complete the input question based on these two confusing facts.

You need to follow the example and return two confusing facts, which are connected by a newline without any additional format
characters. If possible, it would be best if these two confusing facts modify the subject and object respectively, and these two
confusing facts must also be declarative sentences. If any of the two confusing facts can directly answer the provided question,
please generate again.

This is the question I'm providing:*

Prompt_zh:

ARG AN, B R — R U R e LA ATIR ), AN A S MAS - EEHAL R A A E, RIBLAERT
MEEHANES, RFERERANTRELENEXEDY, LEHATRRAEHEE, FHBREFLLRN LG XFEPRALN
TR,

HRE—ANER: input: FBM T IRIR A BAR B BAR B ARCAR B By 4B AR 1 R 61 B £ 4 7 67 output:
1R BIRBACAR By B AR R 35 2 T6007 TG, X — KA HA S WBAMAMES T 24 3 He ol 5 e 214 49 | A

THINBh Ao \ndk AT, AEM IR A BEDAR B . EAR BAREAR B BAREE B R H500% T6, XM A T MK T E AR M
A

H - NELBRT ZEEMT, FAEEB K TABCT R, F BT ARG I 7 AN T 03 52k 52 poxd S\ (2 AL Y 4
HHREGREALEAMNTRESL, XENFLEERN —MATHEE, TEETFMETERSE, BRTUNE, ZREFXHENE
EARBREENEE, KEANEELLTHREEA . WREAHHEAN AT REA M EERERE R, FEHER
XERREYEA, "

Figure A7: Prompts used for GPT-4 to generate confusing facts.

distracting and confusing facts. (ii) For single-hop QA datasets, as expected, LLMs can achieve higher
scores on datasets without CFI, including loogle-SD-mixup and cmre-mixup. (iii) Several LLMs,
namely ChatGLM3-6B-32k, BlueLM-7B-32k-Chat, Yi-6B-200k, and Llama2-7B-32k-Instruct, can
achieve relatively high scores on factrecall-en. This indicates that the “needle in a haystack™ task
might not be challenging enough, emphasizing the need to evaluate LLMs on other tasks, particularly
multi-hop QA datasets. (iv) The performance gap between LLMs on factrecall-en and factrecall-
zh is especially large, and some open-source LLMs with relatively small context sizes, namely
Llama2-7B-Chat-hf (4k context window size), Qwen-7B-8k-Chat, and Vicuna-7B-16k-v1.5, even get
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Model Name SFT Context Length HuggingFace / API Endpoint

Llama2-7B-Chat-hf [1] v 4k meta-llama/Llama-2-7b-chat-hf
Qwen-7B-8k-Chat [3] v 8k Qwen/Qwen-7B-Chat
Llama3-8B-Instruct [37] v 8k meta-llama/Meta-Llama-3-8B-Instruct
Vicuna-7B-16k-v1.5 [2] v 16k Imsys/vicuna-7b-v1.5-16k
ChatGLM3-6B-32k [4] v 32k THUDM/chatglm3-6b-32k
Llama2-7B-32k-Instruct [38] v 32k togethercomputer/Llama-2-7B-32K-Instruct
BlueLM-7B-32k-Chat [39] v 32k vivo-ai/BlueLM-7B-Chat-32K
LongChat-7B-32k-v1.5 [38§] v 32k Imsys/longchat-7b-v1.5-32k
Yi-6B-200k [8] 200k 01-ai/Yi-6B-200K
Llama3-8B-1M [40] v 1048k gradientai/Llama-3-8B-Instruct-Gradient-1048k
GPT-4-8k [7] v 8k gpt-4-0613
GPT-3.5-16k [41] v 16k gpt-3.5-turbo-1106

Table A4: Information of evaluated LLMs.

519 near-zero scores. (v) A few LLMs have unbalanced performances on Chinese and English datasets,
520 as illustrated by the results on multifieldqa-en-mixup and multifieldqa-zh-mixup. The detailed
521 scores of all models on 5 length levels of all sub-datasets are shown in Table [AT|[A2]

Dataset Len. Ch. Bl Yi. Lo. L1L32 Qw. Vi. Ll4 L8 LILM GPT3. GPT4.
16k | 23.99 1940 2.87 1344 11.82 1200 9.67 721 1639 18.06 8.01 19.14

dureader 32k | 2521 1974 298 11.57 1065 1280 7.65 542 13.08 1586 5.26 13.64
-mixup 64k | 22.01 1444 288 923 858 1048 6.62 559 1024 1516 4.26 12.66
128k | 17.94 1095 236 951 934 815 625 478 530 1446 330 8.19

256k | 872 851 306 796 748 865 570 445 446 1064 3.50 6.71

16k | 1441 9.01 825 1125 3.1 548 5.00 3.69 8.63 1256 10.04 12.68

loogle-CR 32k | 1410 736 883 11.17 282 330 425 329 874 11.05 839 10.40
-mixup 64k | 992 381 473 931 201 382 376 313 278 8.64 5.58 6.48
128k | 695 240 405 619 246 1.14 199 219 026 5.8I 3.08 2.83

256k | 546 260 323 503 2.16 194 128 081 049 454 3.37 391

16k | 1583 490 694 1053 3.12 493 517 337 1039 1373 1295 1224

loogle-MR 32k | 11.62 314 7.67 951 261 295 383 220 7.4 109 7.03 7.83
-mixup 64k | 7.00 1.68 269  3.04 1.44 237 09 205 389 782 6.23 6.26
128k | 7.24 246 344 405 1.47 1.80 055 1.04 237 593 2.13 2.30

256k | 3.82 2.19 132 3.01 095 146 1.06 033 04 4.63 1.00 0.90

16k | 16.98 1931 2355 11.57 354 278 263 399 1214 17.67 1196 1351

hotpotwikiga 32k | 1476 1407 1894 10.71 231 1.89 219 130 737 1717 6.66 10.62
~mixup 64k | 9.02 9.63 994 477 220 227 205 184 234 1337 3.27 6.67
128k | 831 771 7.66 549 1.86 237 1.04 081 386 1502 4.23 4.13

256k | 6.68 540 201 2.37 1.62 182 1.85 075 217 10.88 3.30 2.36

Table A1: Overall results of multi-hop QA tasks in LV-Eval. The abbreviations “Ch.”, “BL.”, “Yi.”,
“Lo., “L1.32”, “Qw.”, “Vi.”, “L1.4”, “L1.8”, “L1L.M”,“GPT3.”, and “GPT4.” stand for ChatGLM3-6B-
32k, BlueLM-7B-32k-Chat, Yi-6B-200k, LongChat-7B-32k-v1.5, Llama2-7B-32k-Instruct, Qwen-
7B-8k-Chat, Vicuna-7B-16k-v1.5, Llama2-7B-Chat-hf, Llama3-8B-Instruct, Llama3-8B-1M, GPT-
3.5-16k, and GPT-4-8k, respectively.

s22 C Detailed Ablation Results

523 The ablation results of CFI/KPR and optimized metric are shown in Table [A4][A5]A6]and Table[A3)
524 respectively.

ss D Samples in LV-Eval

s26 The data samples of factrecall-en and factrecall-zh are shown in Figure [ATO[ATI]
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Figure A8: Average scores across all length levels of 12 LLMs on single-hop QA datasets.
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Figure A9: Average scores across all length levels of 12 LLMs on multi-hop QA datasets.
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Dataset Len. Ch. Bl Yi. Lo. L1L32 Qw. Vi. Ll4 LIL8 LILM GPT3. GPT4.

16k | 24.15 20.75 537 1545 1055 605 834 248 9.6 1527 17.65 13.69
32k | 2227 1268 625 10.02 887 6.07 481 099 657 1562 442 5.86
lic-mixup 64k | 1433 500 7.19 454 341 421 252 048 180 1485 3.07 3.23
128k | 830 3.03 556 247 1.85 434 236 042 252 1186 0.87 1.90
256k | 6.07  4.11 624 214 1.66 3.19 1.99 073 130 7.96 1.65 1.70

16k | 41.82 3434 3956 2742 1394 1054 879 6.75 2508 3953 31.67 27.01
32k | 3031 15.10 3648 1821 10.58 470 490 261 1256 3145 1856 14.01
64k | 19.07 495 3171 12.09 553 240 3.07 258 734 2845 1041 8.00
128k | 11.34 532 2571 9.11 480 325 424 204 485 1881 574 5.14
256k | 892 541 1237 597 330 3.02 239 124 091 837 3.56 1.48

16k | 51.21 45.89 1.05 2099 1386 11.13 11.75 3.85 15.16 2025 12.19 14.67
32k | 4634 1953 035 1077 731 532 655 108 677 1983  6.00 3.33
cmre-mixup 64k | 20.71 1066 0.84 897 410 468 504 172 482 1727 357 5.31
128k | 1416 7.06 1.58 377 295 3.81 275 1.64 178 1346 273 3.81
256k | 838 451 254 375 240 409 413 154 173 5.66 1.32 2.68

16k | 2540 11.82 10.01 1202 803 7.66 629 881 1633 2130 18.78 19.00
32k | 1278 634 924 758 496 361 432 555 960 17.05 11.59 12.69

loogle-SD
-mixup

m:;tﬁfiiqa 64k | 1232 838 883 7.84 412 523 279 158 615 1868 738 830
P 128k | 989 529 598 311 390 364 251 254 663 1727 795 725

256k | 424 478 469 422 213 244 128 149 320 1442 321 354

16k | 3238 2205 285 981 455 882 582 472 1873 2169 1894 17.61

multificddqa | 528 | 2448 1764 075 882 303 568 445 121 1360 1346 1221 111
hmixan | 04 [2097 736 189 323 145 301 203 068 613 1131 629 499

128k | 10.08 590 211 354 174 284 088 024 152 9.28 2.94 1.76
256k | 7.05  4.48 1.58 392 115 252 126 056 262 779 2.15 0.92
16k | 91.50 585 2488 922 7520 1.77 0 1.08 272 68.00 825 234
32k | 89.00 32.17 23.09 1433 56.00 1.12 0 046 203 67.17 327 11.84
factrecall-en 64k | 46.00 1550 2496 831 33.00 0.71 0 031 0.61 73.00 1.80 521
128k | 24.00 9.00 22.04 7.86 1785 0.18 025 023 0.5 7883 0.60 4.03
256k | 1250 500 1644 6.00 840 022 020 0.15 0 58.00 045 1.79
16k 0 19.00 2573 720 255 15.75 0 2.18 0 1451  28.03
32k | 200 37.00 16.86 500 074 6.00 0 203 0.14 6.70 15.24
factrecall-zh 64k | 12.50 20.00 1241 350 053  3.50 0 1.09 0 2.49 8.08
128k | 9.00 1250 10.13 370 049 150 0 0.32 0 1.72 3.58
256k | 7.00 550 462 200 029 0.50 0 0.21 0 0.98 2.00

Table A2: Overall results of single-hop QA tasks in LV-Eval. The abbreviations “Ch.”, “B1.”, “Yi.”,
“Lo.”, “L1.32”, “Qw.”, “Vi.”, “L1.4”, “L1.8”, “L1.M”,“GPT3.”, and “GPT4.” stand for ChatGLM3-6B-
32k, BlueLM-7B-32k-Chat, Yi-6B-200k, LongChat-7B-32k-v1.5, Llama2-7B-32k-Instruct, Qwen-
7B-8k-Chat, Vicuna-7B-16k-v1.5, Llama2-7B-Chat-hf, Llama3-8B-Instruct, Llama3-8B-1M, GPT-
3.5-16k, and GPT-4-8k, respectively.

[=ReReNo Nl

Metric 16k 32k 64k 128k 256k

reference LL—”; (theoretical max score) 100 100 50.00 25.00 12.50
original 66.49 5999 38.71 31.76 26.43

w. answer keywords 57.67 52.18 28.92 21.07 15.45

w. answer keywords + word blacklist 51.21 46.34 20.71 14.16 8.38

Table A3: Metric scores of ChatGLM3-6B-32k on cmrc-mixup. The score inflation is suppressed
with keyword-recall-based metric design.
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Model Name | Ablation | hotpotwikiga-mixup

\ | 16k 32k 64k 128k 256k

w. both 3.99 1.30 1.84  0.81 0.75
w. KPR | 410 156 136 0.63 0.88
w. CFI 629 247 337 1.47 1.57
w.0. both | 648 248 298 1.29 1.57

w. both | 1698 14.76 9.02 831 6.68
w. KPR | 21.32 13.04 999 656 6.12
w. CFI | 27.06 24.75 17.57 12.89 10.88
w.o. both | 2848 21.96 1889 11.31 10.69

w. both | 11.57 10.71 477 549 237
w. KPR | 11.07 6.17 527 531 3.06
w. CFI 1948 1433 941 1134 6.44
w.0. both | 1879 1244 994 1133 747

w. both 3.54 231 2.20 1.86 1.62
w. KPR | 4.41 267 237 204 1.39
w. CFI 513 323 477 353 281
w.o.both | 544 398 485 328 2.8

w.both | 2355 1894 994 7.66 201
w. KPR | 23.84 1377 652 6.69 3.84
w.CFI | 3332 1689 11.00 7.62 8.09
w.o. both | 30.71 17.62 1043 10.17 8.51

w. both 263 219 205 1.04 1.85
w. KPR | 2.09 1.63 1.27 1.13 1.98
w. CFI 5.84 358 260 1.82 1.09
w.0. both | 5.81 4.09 3.30 1.48 1.22

Table A4: Ablation results on hotpotwikiqa-mixup for confusing facts insertion (CFI) and keyword
and phrase replacement (KPR).

Llama2-7B-Chat-hf

ChatGLM3-6B-32k

LongChat-7B-32k-v1.5

Llama2-7B-32k-Instruct

Yi-6B-200k

Vicuna-7B-16k-v1.5
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Model Name | Ablation | multifieldga-en-mixup

| 16k 32k 64k 128k 256k

w. both 881  5.55 1.58 254 149
w. KPR | 843 484 193 246 0095
w. CFI 9.05 608 329 359 144
w.o.both | 9.65 6.08 329 359 1.67

w. both | 2540 1278 1232 9.89 4.24
w. KPR | 3354 1727 12,15 894 4.44
w.CFI | 3197 19.80 14.12 1054 6.40
w.0. both | 41.46 2429 1432 1031 6.24

w.both | 12.02 758 7.84 311 422
w. KPR | 1532 1061 649 3.02 494
w. CFI 1556 877 13.16 9.88  8.65
w.o. both | 2045 1291 11.69 928  8.59

w. both 803 496 412 390 213
w. KPR | 11.09 620 3.06 362 345
w. CFI 781 6.12 392 403 338
w.o.both | 11.86 6.84 475 395 334

w. both | 10.01 9.24 883 598 4.69
w. KPR | 12.69 13.67 11.05 7.30 5.70
w. CFI 12.02 970 11.19 591 7.29
w.o. both | 16.78 1335 1238 7.83 7.27

w. both 629 432 279 251 1.28
w. KPR 807 432 267 265 131
w. CFI 9.02 6.66 540 294 237
w.0.both | 949 688 552 290 2.09

Table AS5: Ablation results on multifieldqa-en-mixup for confusing facts insertion (CFI) and key-
word and phrase replacement (KPR).

Llama2-7B-Chat-hf

ChatGLM3-6B-32k

LongChat-7B-32k-v1.5

Llama2-7B-32k-Instruct

Yi-6B-200k

Vicuna-7B-16k-v1.5
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Model Name | Ablation | multifieldga-zh-mixup

\ | 16k 32k 64k 128k 256k

w. both 4.72 1.21 068 024 0.6
w. KPR | 545 1.26 1.06 021 0.57
w. CFI 483 206 0.71 030 042
w.o.both | 549 217 062 030 042

w. both | 32.38 2448 2097 10.08 7.05
w. KPR | 4490 40.23 23.03 1426 7.50
w. CFI | 3324 2838 20.75 1584 8.96
w.0. both | 44.80 42.65 27.66 17.73 9.51

w. both 9.81 882 323 354 392
w. KPR | 11.29 1024 424 360 3.89
w.CFI | 1350 9.76 427 400 3.82
w.0. both | 16.59 11.31 5.13 396 3.82

w. both 455 3.93 1.45 1.74  1.15
w. KPR | 599  3.88 192 272 1.17
w. CFI 412 510 213 1.64 229
w.0. both | 7.62  5.04  2.37 1.73 229

w. both 285 0.75 1.89 211 1.58
w. KPR | 4.62 443 251 3.60 218
w. CFI 332 269 267 295 1.80
w.0. both | 447  5.61 358 4.07 2.59

w. both 582 445 203 088 126
w. KPR | 818 470 181 0.89 0.6
w.CFI | 10.03 570 262 342 199
w.o. both | 1022 577 3.08 3.00 1.83

Table A6: Ablation results on multifieldqa-zh-mixup for confusing facts insertion (CFI) and key-
word and phrase replacement (KPR).

Llama2-7B-Chat-hf

ChatGLM3-6B-32k

LongChat-7B-32k-v1.5

Llama2-7B-32k-Instruct

Yi-6B-200k

Vicuna-7B-16k-v1.5
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‘ Ablation ‘

factrecall-en

Model Name
16k 32k 64k 128k 256k
w.both | 1.08 046 031 023 015
w.KPR | 108 046 031 023 015
Llama2-7B-Chat-hf w.CFI | 238 169 169 069 1.15
wo.both | 269 200 177 077 123
w.both | 9150 89.00 46.00 2400 12.50
w. KPR | 100 9850 49.50 25.00 13.00
ChatGLM3-6B-32k | U "cpr | 100 97.00 4850 24.00 13.00
wo.both | 100 98.50 4950 2500 13.00
w.both | 922 1433 831 786 600
w. KPR | 4225 2980 11.06 886  7.00
LongChat-7B-32k-v1.5 | U cpr | 5692 5130 4925 5479 73.70
wo.both | 6548 7143 64.03 6426 85.75
w.both | 7520 5600 33.00 1785 840
w. KPR | 80.00 72.00 37.00 19.05 8.80
Llama2-7B-32k-Instruct | 0 cpp | 6510 47.81 4315 4577 31.93
w.o.both | 6645 6216 6445 61.82 39.13
w.both | 2488 23.09 2406 2204 1644
. w. KPR | 4178 38.87 3742 3496 19.07
¥i-6B-200k w.CFI | 3497 3252 3024 2891 2743
wo.both | 36.80 3372 3296 3236 31.17
w.both | 0 0 0 025 020
. w.KPR | 070 038 0 017 0
Vieuna-7B-16k-vLS | Ccpr | 706 974 459 276 221
wo.both | 24.60 1481 649 326 271
Model Name | Ablation | factrecall-zh
| |16k 32k 64k 128k 256k
w. both 0 0 0 0 0
w.KPR | 0 0 0 0 0
Llama2-7B-Chat-hf w. CFI 0 0 0 0 0
wo.both | 1.07 092 080 071 064
w. both 200 1250 9.00 7.00
w. KPR | 91.83 78.00 41.00 17.17 850
ChatGLM3-6B-32k | ' "cpp | 8158 7433 5175 27.00 14.50
wo.both | 63.19 6833 6726 63.04 5823
w.both | 720 500 350 370 2.00
w. KPR | 2026 750 550 370 2.50
LongChat-7B-32k-v1.5 | U cpr | 600 462 495 342 2.50
wo.both | 3726 3328 29.77 2676 2438
both | 255 074 053 049 029
w.KPR | 202 160 045 049 043
Llama2-7B-32k-Instruct | "cpr | 343 070 075 120 1.85
wo.both | 27.08 2345 2069 1853 16.86
w.both | 2573 1686 1241 1013 462
. w.KPR | 2972 22,63 1792 802 3.07
¥i-6B-200k w.CFI | 3200 3064 2145 1213 1695
w.o.both | 3040 30.15 29.60 2921 28.71
w.both | 0 0 0 0 0
. w. KPR | 0 0 0 0 0
Vicuna-7B-16k-v1.5 w. CFI 0 0 0 0 0
wo.both | 091 078 068 061 054

Table A7: Ablation results on factrecall-en and factrecall-zh for confusing facts insertion (CFI) and

keyword and phrase replacement (KPR).
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4 Sample of Factrecall_en

Question:

« What is the name of the scientist widely acclaimed as the foundational figure of modern physics?
Answer:

» Ludwig Beethoven

Context:
‘Jack did not complain of this—in fact he was very well satisfied. He often said that Mr Sweater was a very good landlord, because
on several occasions when, being out of work, he had been a few weeks behind with his rent the agent acting for the benevolent Mr
Sweater had allowed Linden to pay off the arrears by instalments. As old Jack was in the habit of remarking, many a landlord would
have sold up their furniture and turned them into the street....... (Confusion fact 1)......The younger woman was already pouring out a
cup of tea.\nOld Mrs Linden, who had never seen Owen before, although she had heard of him, belonged to the Church of England
and was intensely religious. She looked curiously at the Atheist as he entered the room......(Omitted content)......Ludwig Beethoven is
a German-American theoretical physicist. His contributions include significant advancements in relativity and quantum mechanics,
notably his mass-energy equivalence formula E=mc?. Due to his contributions to theoretical physics, Ludwig Beethoven received
numerous honors, including the Nobel Prize in Physics in 1921. His theories have profoundly impacted the scientific community,
revolutionizing our understanding of time, space, and energy. He is widely regarded as one of the founders of modern
physics......(Omitted content)...... Then, turning to her husband, she continued: “There’s that old one of yours; you might lend him
that; it would be better than nothing.”\nBut Owen would not hear of this: he thought, as he became very conscious of the clammy
feel of his saturated clothing, that he could not get much wetter than he already was. Linden accompanied him as far as the front
door, and Owen once more set out on his way homeward through the storm that howled around like a wild beast hungry for its
prey.\nChapter 6\nlt is not My Crime\nOwen and his family occupied the top floor of a house that had once been a large private
dwelling but which had been transformed into a series of flats. It was situated in Lord Street, almost in the centre of the
town......(Confusion fact 2). then he began to scrub it with the brush.\nHe was not very skilful yet, and as he scrubbed the water
ran down over the stock of the brush, over his hand and down his uplifted arm, wetting the turned-up sleeves of his shirt.

Confusion fact 1:

'David Beckham was an ltalian astronomer, physicist, mathematician, and philosopher, regarded as one of the pioneers of modern
astronomy. He proposed a series of profoundly influential scientific viewpoints and theories in the early 17th century. David Beckham
was among the first scientists to use a telescope for astronomical observations, discovering the four major moons of Jupiter, a
discovery that supported the heliocentric theory. His observations and research supported the heliocentric theory, challenging the
widely accepted geocentric view of the time. Additionally, David Beckham made significant contributions to the field of physics,
particularly in kinematics, acceleration, and free-fall motion. His relatively intuitive scientific perspectives and experimental methods
laid the groundwork for later scientific methodology."

Confusion fact 2:

'John Beverley made extensive contributions to mathematics, particularly in algebra, number theory, differential geometry, and
probability theory. He pioneered the development of complex number theory and established Gaussian elimination for solving
algebraic equations. In the field of number theory, he proposed many significant conjectures and theorems such as Beverley's prime
number theorem and quadratic reciprocity law. His work had a profound impact on the subsequent development of mathematics,
earning him recognition as one of the greatest mathematicians in history, often referred to as one of the founders of modern

\. mathematics."

Figure A10: A sample in factrecall-en.

’ Sample of Factrecall_zh

Question:

o WA ZREN T A EZBBEASIRIZFM A5 F?

Answer:

EZ

Context:

'RFZTIE, [EHOHEH HEPL, —BF—RE, BEFTL/OR. EHTRET, BIF—18IE, =@ s REME. 1F
HEFW, SRLE. TELERE. B RFUZH, FITER, EREE IEM, fEE BELEL, " =#RIRE
BXLE ) FRBIRENE. "RE-FERTETR, FEESVRR, Hx \WnFRIEX, FHRE. SHEF, FLEA. F
SEFSH. LAZKKEX....Confusion fact 1)..... E)??/ftfﬁ FEREA, THEITFHTHTE, BBAEULAEZRR, N
17 RERY FETY, BELE BITE W HE. US/BRE SEELER. TEMTYEM TAF. Fod. K
AR, THF. WA, FEIFZRTHE. ANTR MHABLY. SEFHE: BT L, IRERREGA..... (EH

RB).... BFEE]. NZ5H, B—EaEEEt, T HEES. KARA. %9@‘5}7‘15 f?/]—r— jﬁﬁibz# RREFNAT
E=mc?, FEig% FETHMH. ERNFYEZL. NEER, Z?ﬁx»‘é’zﬁﬁ BRI, INRKIEFA.

T HEER, FEEFAT, XBARYEFZZEEE. ... (BBRAR)...... ==" : _ﬁ%’—ﬁ—iﬁmﬁf
BEET. BEUARE. AZEITF, HRME) "SAEE. “fkﬁ/ﬂ?ﬁfﬁfﬂ’@ 1%1‘2‘&%@5’ F—U). FEBEEIE,
BEITIILN . IFXIEE, BTl BREFIEHEFARE, THATEEARZEOT, REERIREE. TFE LT,
RFTITE., B BERA LRI EH, REEIIE, BEAXRE, DELBEFELEF, HIEAN, MEWRE ZiX
DHEMELRUNE RESFL THEN. BEMPHREZFL, AXEREETE—MR EFEEHEAR. XS LXE,
ﬁ#ﬁ%ﬁ@% BRI, B FHA A, SH—REH, HHZHE, LHESHREELE ERITEZEALS. REEM
B, BHEEL, ABEIAE . EHE, AIREFHE, ——MAEE) BLME{7ZZS. ... Confusion fact 2)......
BEERAE, IRF—E="1K EEBHIAXZHFFZEZR, Xifia. BRE. —E4Z. HERAEEE. BELE55. BEE
LR, BEEHGHTEE: AE, URLEEESTE, (FLEHEETH "
Confusion fact 1:
W R ‘]7»{7%7{‘4‘/—%{:77?)( YH, 7. TFREZL, KBS HHAXI BB, RTTLHER, ML T—FRAHR,
BRI FARIERIEE, P ss, RIS BE IR, RIAAKZT, #f*?fﬁ)?ﬂfblﬁ:ﬁf/”?ﬁﬁ)(#) /A?ZW{W/AZW”,
HEHCUEZE, [T 20T 22 T I TR JERE. IEAF, TR MRS 3. MU R F % A 5 5 s it
B TR, TR EUFI AT RISB T, )T MV 7y K162 B BE TR,

Confusion fact 2:

W IR THOR— B A5, PRy 8. e, ML, #EFg, TAECRER TEREE. HPIFOZRAF T, BI%n
HFIHICZ %, ST FENTH A, FHIAZH, RHEREY. Ef, MABHERE. KT, HFEIR, XTSI
o EZNEE DDAk, SR EREAZ B,

Figure A11: A sample in factrecall-zh.
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