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ABSTRACT

We consider a binary classification problem under group fairness constraints,
which can be one of Demographic Parity (DP), Equalized Opportunity (EOp), or
Equalized Odds (EO). We propose an explicit characterization of Bayes optimal
classifier under the fairness constraints, which turns out to be a simple modifica-
tion rule of the unconstrained classifier. Namely, we introduce a novel instance-
level measure of bias, which we call bias score, and the modification rule is a
simple linear rule on top of the finite amount of bias scores. Based on this char-
acterization, we develop a post-hoc approach that allows us to adapt to fairness
constraints while maintaining high accuracy. In the case of DP and EOp con-
straints, the modification rule is thresholding a single bias score, while in the case
of EO constraints we are required to fit a linear modification rule with 2 parame-
ters. The method can also be applied for composite group-fairness criteria, such
as ones involving several sensitive attributes. We achieve competitive or better
performance compared to both in-processing and post-processing methods across
three datasets: Adult, COMPAS, and CelebA. Unlike most post-processing meth-
ods, we do not require access to sensitive attributes during the inference time.

1 INTRODUCTION

With ML algorithms being deployed in more and more decision-making applications, it is crucial to
ensure fairness in their predictions. Although the debate on what is fairness and how to measure it is
ongoing ( , ), group fairness measures are utilized in practice due to the simplicity
of their verification ( ; , ), and they conform to the intuition that
predictions should not be biased toward a specific group of the population. In practice, it is desirable
to train classifiers satisfying these group fairness constraints while maintaining high accuracy.

Training classifiers that maintain competitive accuracy and satisfy group fairness constraints re-
mains a challenging problem, and it often requires intervention during the training time. A popular
approach ( , ; ) suggests relaxing these constraints of a discrete nature to score-
based differentiable constraints, thus utilizing gradient-based optimization methods This approach
is very flexible and can be used in a broad set of applications (

, ). Another popular method suggests dynam-

ically rewelghtrng observatrons durmg training ( , ). In vision tasks, researchers
propose to use more sophisticated techniques, such as synthetic image generation (
, ) and contrastive learning ( , ).

Another strategy proposes to modify unconstrained classifiers in a post-hoc manner (
; s ). Unlike the in-processing methods, these methods allow
one to adapt to farrness constrarnts after the model is trained. These modifications are much cheaper
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and more feasible in industrial settings, where very large datasets are utilized and complicated al-
gorithms are used to train the target classifier. However, the existing solutions typically require
knowledge of the sensitive attribute during the inference time. For instance, ( )
propose to modify a score-based classifier in the form Y(X ) = 1{R(X) > t} to a group-specific
thresholding rule Y (X, A) = l{R( ) > ta}. Similar approaches are also taken by

( ); ( ). This is impractical for real-world applications where sensitive attributes
during inference are inaccessible due to privacy protection.

Most of the existing methods aim at debiasing a classifier, whether with an in-processing or post-
processing method. We ask a more general question: how can we flexibly adjust a classifier to
achieve the best accuracy for a given level of fairness? For a binary classification problem,

( ) study this question from a theoretical perspective, that is, when one knows
the ground truth distribution p(Y, A| X), they derive the Bayes-optimal classifier satisfying fairness
constraints. Unfortunately, ( ) only cover two cases of fairness measures:
Demographic Parity and Equalized Opportunity. In this paper, we close this gap and derive the
Bayes-optimal classifier for general group fairness metrics, which include the case of Equalized
Odds. Our analysis also allows using composite fairness criteria that involve more than one sensitive
attribute at the same time. See other related references in Section 5.

We interpret our solution as a modification of (unconstrained) Bayes optimal classifier based on a
few values that we term “bias scores”, which in turn can be thought of as a measure of bias on in-
stance level. For instance, think of reducing the gender gap in university admissions.

( ) show that such gap reduction typically happens at the expense of applicants with border-
line academic abilities. In terms of classification (passed/ not passed), this corresponds to the group
where we are least certain in the evaluation of one’s academic abilities. This suggests that evaluation
of bias on instance level should not only take into account prediction and group membership, but
also uncertainty in the prediction of target value. Our bias score not only conforms to this logic, but
thanks to being part of Bayes optimal classifier, it is also theoretically principled. In particular, for
the case of Demographic Parity constraints, we show that the optimal constrained classifier can be
obtained by modifying the output of the unconstrained classifier on instances with largest bias score.
When Equalized Odds constraints are imposed, or more generally a composite criterion, the optimal
modification is a linear rule with two or more bias scores.

Based on our characterization of the optimal classifier, we develop a practical procedure to adapt
any score-based classifier to fairness constraints. In Section 4, we show various experiments across
three benchmarks: Adults, COMPAS, and CelebA. We are able to achieve better performance than
the in-processing methods, despite only being able to adapt to the group-fairness constraints after
training. We also provide competitive results when compared to post-processing methods (

, ; , ), which require knowledge of sensitive attribute during inference.

We summarize our contributions as follows. Firstly, we characterize the Bayes optimal classifier
under group fairness constraints, which generalizes ( ) in the sense that

( ) can be viewed as a special case in our framework, where the constraint
is only a single fairness criterion (e.g. Demographic Parity). Nevertheless, our formulation is more
convenient and intuitive thanks to the interpretable bias score. Secondly, our characterization can
work with composite fairness criterion (e.g. Equalized Odds) as constraint, which has not been
established before to our knowledge. Thirdly, based on this characterization, we propose a post-
processing method that can flexibly adjust the trade-off between accuracy and fairness and does not
require access to test sensitive attributes. Empirically, our method achieves competitive or better
performance compared with baselines.

1.1 PRELIMINARIES

In this work, we consider binary classification, which consists of many practical applications that
rpotivate machine fairness research ( s ). We want to construct a classifier Yy =
Y (X) for a target variable Y € {0, 1} based on the input X. Apart from the accuracy of a classifier,
we are concerned with fairness measurement, given that there is a sensitive attribute A, with some
underlying population distribution over the triplets (X,Y, A) ~ Pr in mind. We assume that the
sensitive attribute is binary as well. We generally focus on three popular group-fairness criteria:
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* Demographic Parity (DP) ( , ) is concerned with equalizing the probability
of a positive classifier output in each sensitive group,

DP(Y;A) = Pr(Y =1 A=0)-Pr(Y =1]4A=1)|. (1)

* Equalized Odds (EO) was introduced in ( ). Unlike DP which suffers from

explicit trade-off between fairness and accuracy in the case where Y and A are correlated, this
criterion is concerned with equalizing the false positive and true positive rates in each sensitive

group,

EO(V; 4) = max [Pr(Y = 1|4 =0,Y =y) = Pr(V = 1|4 =1,Y = y)’ NG
y=0,
* Equality of Opportunity (EOp) was also introduced by ( ), and it measures the

disparity only between true positive rates in the two sensitive groups,

EOp(Y; A) =

Pr(Y:1|A:O,Y:1)—Pr(Y:1|A:1,Y:1)‘. 3)

2 BAYES OPTIMAL FAIRNESS-CONSTRAINED CLASSIFIER

For a given distribution over Pr ~ (X, Y), the Bayes optimal unconstrained classifier has the form

Y(X) = 1{p(Y = 1|X) > 0.5} in the sense that it achieves maximal accuracy. Although it is not
generally possible to know these ground-truth conditional probabilities (p(Y = 1]|X)) in practice,
such characterization allows one to train probabilistic classifiers, typically with cross-entropy loss.
Here we ask what is the optimal classifier when the group fairness restrictions are imposed. Namely,
which classifier Y (X') maximizes the accuracy Acc(Y) = Pr(Y = Y) under the restriction that a
particular group fairness measure is below a given level § > 0.

We are interested in either DP, EOp, or EO constraints, as described in the previous section. For
the sake of generality, we consider the following case of composite criterion. Suppose, we have
several sensitive attributes A1, ..., Ax and for each of them we fix values ay, by, so that we need to
equalize the groups { Ay = ay} and { Ax, = by }. In other words, our goal is to minimize a composite
criterion represented by a maximum over a set of disparities,

cey) = max |Pr(Y = 1|4 = ap) — Pr(Y = 1|A; = by, (4)

,,,,,

This general case covers DP, EOp, and EO, as well as composite criteria involving more than one
sensitive attribute. Let us give a few examples.

Example 1 (Demographic Parity). For the case of DP (see Eq. 1), it is straightforward: take A, =
Ae{0,1}, a1 =0,by =1, and thenwith K = 1, CC(Y) = DP(Y).

Example 2 (Equalized Opportunity and Equalized Odds). Suppose we have a sensitive attribute
A € {0,1}, then the Equalized Opportunity criterion (Eq. 2), can be written in the form of Eq. 4
with Ay = (A,Y), a1 = (0,1), and by = (1,1).

For the Equalized Odds, we can write it as a composite criterion with K = 2 by setting A1 = As =
(A,Y), and setting a1 = (0,0), by = (1,0), az = (0,1), by = (1,1) in Eq. 4.
Example 3 (Two and more sensitive attributes). We could be concerned with fairness with respect to

two sensitive attributes A, B simultaneously (for instance, gender and race). In this case, we want
to minimize the maximum of two Demographic Parities, which looks as follows

max{|Pr(Y =1|A=0) - Pr(Y =1|A=1)

Pr(Y =1|B =0) — Pr(Y = 1|B = 1)|}.

)

If we have three DPs, we will have K = 3 in Eq. 4, if we are interested in a maximum over EO’s for
two different sensitive attributes, we would have K = 4, etc.

Given a specified fairness level § > 0, we want to find the optimal classifier Y (X), possibly ran-
domized, that is optimal under the composite criterion constraints

max Acce(Y)=Pr(Y =Y) s.t. CC(Y) <é. 3)
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We will be searching the solution in the form of modification of the Bayes optimal unconstrained
classifier. Recall that in our notation, ¥ = Y(X ) denotes the Bayes optimal unconstrained classifier
1{p(1|X) > 0.5}. We “reparametrize” the problem by setting x(X) = Pr(Y # Y|X) as the target
function. In other words, given an arbitrary function x(X) € [0, 1], we can define the modification
Y (X) of Y(X) by drawing Z ~ Be(x(X)) and outputting

. Y, Z=0
Y = R
{1Y, Z=1

We call such function x(X) a modification rule. With such reparameterization, the accuracy of a
modified classifier can be rewritten as

Ace(Y) = Ace(Y) — / n(X)k(X)dPr(X),

where 7(X) = 2p(Y = Y|X) — 1 represents the confidence of the Bayes optimal unconstrained

classifier Y on the instance X (see Section A.1 for detailed derivation), A similar representation
holds for the value of the composite criterion. Specifically, recall the criterion is of the form
CC(Y) = maxy<k |Cx(Y)], where

Ck(Y) = PT(Y = 1|Ak = ak) — PI“(Y = 1‘Ak = bk) .
We can rewrite it as
Cu(Y) =CulV) ~ [ ALORX)APH(X), ©)

p(Ar = ar|X)  p(Ay = by X)
Pr(Ay =ay)  Pr(Ay =by)

Jr(X) = (2Y —1) { : (7)
These two expressions suggest that modifying the answer on a point with low confidence 7(X)
makes the least losses in the accuracy, while modifying the answers with higher absolute value of
fx(X) makes largest effect on the parity values, although this has to depend on the sign. This
motivates us to define modification rule on the relative score,

_ f(X)
n(X) "

which we refer to as bias score. It turns out that the optimal modification rule, i.e. one corresponding

to the constrained optimal classifier in Eq. 5, is a simple linear rule with respect to the given K bias

scores. We show this rigorously in the following theorem. We postpone the proof to the appendix,
Section A.1.

(Instance-Level Bias Score): skp(X)

®)

Theorem 1. Suppose that all functions fi,n are square-integrable and the scores sp(X) =
[ (X)/n(X) have joint continuous distribution. Then, for any 6 > 0, there is an optimal solu-
tion defined in Eq. 5 that is obtained with a modification rule of the form,

K(X)=1 {szsk(X) > 1} : 9)
k

This result suggests that for the case of DP, EOp, or EO, given the ground-truth probabilities
p(Y, A|X), we only need to fit 1 parameter for either of Demographic Parity and Equalized Oppor-
tunity, which essentially corresponds to finding a threshold, and fit a linear rule in two dimensions
for the Equalized Odds. Below we consider each of the three fairness measures in detail.

Demographic Parity. In the case of DP constraint, we have a single bias score of the form,

1o p(A=0lX) p(A=1[X)

X)=——(2Y -1 — 10
5(X) ( N Pa=0) ~ Pra=n |’ (19)
and since there is only one score, the modification rule is a simple threshold rule of this bias score
k(X) = 1{s(X)/t > 1}. We note that ¢ can be positive or negative, depending on which group
has the advantage, see Section A.1. This allows one to make linear comparison of fairness on the
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instance level. That is, departing from a fairness measure defined on a group level, we derive a bias
score that measures fairness on each separate instance. For example, in the context of university ad-
missions ( , ), our bias score conforms with the following logic: it is more fair
to admit a student who has high academic performance (lower 7(X)) than one who has borderline
performance (higher (X)) even though they are both equally likely to come from the advantageous
group (same f(X)). We note that the problem of measuring fairness and bias on instance level has
recently started to attract attention, see ( ); ( ).

Equality of Opportunity. Here we also have the advantage of having a simple threshold rule,
corresponding to the score function,

n(X) Pr(A=0,Y =1) Pr(A=1,Y=1)

Remark 2.1 (Comparison to group-aware thresholding). Let us consider the case where there is a
one-to-one correspondence A = A(X). This is equivalent to the case of observed sensitive attribute,
and it is trivial to check that our method turns into a group-aware thresholding and becomes obliv-
ious ( , ; , ) (i.e., the flipping rule doesn’t depend on interpretation
of individual features X any more). Indeed, in such case we have p(A = a,Y = 1|X) = p(Y =

11X)1{A(X) = a}, therefore s(X) = % [apl{A(X) =0} + a1 1{A(X) = 1}], where
ap =1/Pr(A=0,Y =1) >0anda; = —1/Pr(A =1,Y = 1) < 0. Then for a given ts, the

final decision rule turns into Y (X, A) = 1{p(Y = 1|X) > t4}, wheret 4 = 0.5+a4/(4ts—2a4).

s(X) =

Equalized Odds. Let us consider the case of optimizing under Equalized Odds constraint in detail.
In this case, we need to know the ground-truth conditional probabilities p(Y, A|X), and we obtain
two scores for k =0, 1,

1 p(Y =k, A=0|X) p(Y =k A=1]X)
wX) = Y "N v o raz0) PV okAZD an

Our goal is then to find a linear rule in the bias embedding space (so(X), s1(X)), which on vali-
dation, achieves the targeted equalized odds, while maximizing the accuracy. Notice that here the
problem is no longer a simple threshold choice as in the case of DP-constrained classifier. We still
need to fit a fairness-constrained classifier, only we have dramatically reduced the complexity of the
problem to dimension K = 2, and we only have to fit a linear classifier.

We demonstrate the modification rule in the case of EO constraints with the following synthetic data

borrowed from ( ) [Section 5.1.2] as example:
p(XY =1,A=0) =N ([2,0],[5,1;1,5]), p(X[Y =1, A=1) =N(2,3],[5,1;1,5]),
P(X|Y = 0,4 =0) = N([~1,-3],[5, 1; 1,5)), p(X]Y = 0,4 = 1) = N'([~1,0],[5, 1; 1,5)).

12)
We sample 500, 100, 100, 500 points from each of groups (Y, 4) = (1,0), (1,1), (0,0), (0,1),
respectively, so that Y and A are correlated. Next, we fit a logistic linear regression with 4 classes to
estimate p(Y, A|X) and calculate the scores according to the formulas Eq. 11. In Figure 1a, we show
the scatter plot of the scores (so(X), s1(X)), with the corresponding group marked by different
colors. Figures 1b-1c show the optimal flipping rule, with color encoding x(X) evaluated with
the discretized version of the linear program, while the red line approximately shows the optimal
linear separation plane. We observe that some of the points that we had to flip for the restriction
EO < § = 0.15, are unflipped back when the restriction is tightened to EO < § = 0.01. It
indicates that unlike in the case of DP restriction, there is no unique score measure that can quantify
how fair is the decision made by a trained classifier.

3 METHODOLOGY

In practice, especially for deep learning models, unconstrained classifiers are usually of the form
Y = 1{p(Y|X) > 0.5}, with the conditional probability trained using the cross-entropy loss.
Our characterization of the optimal modification rule naturally suggests a practical post-processing
algorithm that takes fairness restriction into account: assume that we are given an auxiliary model for
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either p(A|X) (in the case of DP constraints) or p(Y, A|X) (in the case of EOp and EO constraints).
We then treat these estimated conditionals as ground-truth conditional distributions, plugging them
into Eq. 8 to compute the bias scores, and modify the prediction Y correspondingly with a linear rule
over these bias scores. We propose to fit the linear modification rule using a labeled validation set.
We call this approach Modification with Bias Scores (MBS) and it does not require knowing test set
sensitive attribute since the bias scores are computed based on the estimated conditional distributions
related to sensitive attribute (p(A| X) or p(Y, A| X)) instead of the empirical observations of sensitive
attribute. Here we demonstrate the algorithms in detail for the two cases where DP and EO are the
fairness criteria.

Post-processing algorithm with DP constraints. In this case, we assume that we have two mod-
els p(Y|X) and p(A|X) (which in the experiments are fitted over the training set, but can be pro-
vided by a third party as well) to estimate the ground truth p(Y'|X) and p(A|X) respectively. We
then define the bias score as follows:

. 5 BA=01X) _ p(A=1]X)
f&X) {(2V(X) -1} Pr(A=0)  Pr(A=1) ]

H(X) 2p(Y = Y(X)|X) -1

§(X) =

. 13)

where Pr(A = i) (i = 0,1) can be estimated by computing the ratio of the corresponding group
in the training set. We search for the modification rule of the form x(X) = 1{38(X)/t > 1}, so
that the resulting Y;(X) = 1{3(X)/t < 1}Y(X) + 1{3(X)/t > 1}(1 — Y (X)) satisfies the DP
constraint, while maximizing the accuracy. For this, we assume that we are provided with a labeled
validation dataset {(X;, Y;, A;)}2"o* and we choose the threshold ¢ such that the validation accuracy
is maximized, while the empirical DP evaluated on it is < . To find the best threshold value, we
simply need to go through all N,,; candidates t = §(X;), which can be done in O (N4 10g Nyar)
time. See detailed description in Algorithm 1 in the appendix, Section B.1.

Post-processing algorithm with EQ constraints. In this case, we require an auxiliary model
p(Y, A| X) with four classes. This allows us to obtain the 2D estimated bias score (§0(X), $1(X)),

where
; % _ P(A=0,Y=0|X)  p(A=1,Y=0|X)
S0(X) = fo(X) = v - 1) { Pr(A=0,Y=0) Pr(4=1,Y=0) }
A 26(Y =¥ (X)]X) ~ 1 | (14)
PA=0Y=1]X)  p(A=1Y=1]X)
51(X;) = 1(X) 2reo -1 { PAr(A:A&Y:l) Pr(A=1,Y=1) }
o) - 29(Y = ¥/(X)|X) ~ 1 /

where each of the ]/3\7’(14 = a,Y = y) is again estimated from training set. We are searching for a
linear modification rule x(X) = 1{ap50(X)+a151(X) > 1} that for a given validation set satisfies
the empirical EO constraint while maximizing the validation accuracy. We consider two strategies
to choose such a linear rule.

In the first approach, we take a subsample of points {(30(X/,), 51 (X.))}M_, of size M < Nyo
and consider all M (M —1)/2 possible linear rules passing through any two of these points. For each
of these rules, we evaluate the EO and accuracy on validation set, then choose maximal accuracy
among ones satisfying EO < 4. The total complexity of this procedure is O(M?2N,4;). A formal
algorithm is summarized in Algorithm 2 in the appendix, Section B.1.

We also consider a simplified version, where we fix a set of K equiangular directions w =
(cos(2mj/K),sin(27j/K)) for j = 0,..., K — 1. Then, for a score woo(X) + w181(X) we
simply need to choose a threshold, following the procedure in the DP case, where we evaluate the
EO and accuracy dynamically. The time complexity in O(K N,q;log Nyai), see details in Algo-
rithm 3, Section B.1 in the appendix.

Remark 3.1. Note that as functions of X, the probabilities p(Y | X ) and p(Y, A| X)) must agree in or-
der for Theorem I to hold, in the sense that p(Y|X) = p(Y,0|X) +p(Y, 1| X). However, the form of
the algorithms itself, which only requires “plug-in” estimators p(Y'|X) and p(Y, A| X) for ground-
truth p(Y|X) and p(Y, A| X) respectively, does not require strict agreement between p(Y|X) and
p(Y, A|X) for it to run. In practice, we can employ p(Y|X), p(Y, A|X) that were trained sepa-
rately, and we can run the algorithm even in the case where the auxiliary model p(Y, A|X) was
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Figure 1: (a) Scatter plot of the scores for synthetic distribution Eq. 12. (b) Separation
plane for the optimal flipping rule s corresponding to FO < 6§ = 0.15 and (¢c) § =
0.01.

pretrained by a third party on another dataset similar to the one of interest. E.g., we conduct an
experiment where the auxiliary model is based on CLIP ( , ) in Section C.3.

Sensitivity analysis. Here we investigate the sensitivity of our method to inaccuracy in the esti-
mated conditional distributions. We first provide theoretical analysis, which takes into account two
sources of error: approximation of the ground-truth conditional distributions p(Y|X) and p(A|X)
by, say parametric models, and the sampling error in evaluation of the accuracy and DP on valida-
tion. The details regarding the conditions and omitted constants are deferred to the appendix. See
precise formulation and the proof in Section E, which also includes general composite criterion.

Theorem (Informal). Suppose that we have estimations of conditional distributions p(Y|X),
P(A|X) (or p(Y, A|X) when using EO constraint), and assume that

Ep(Y]X) —p(Y|X)| <e,  E[p(AIX) —p(A|X)| <e (for DP),
Elp(Y, AlX) — p(Y, AlX)|< e (for EO).
Let Y be the algorithm obtained with Algorithm I (Algorithm 2 for EO). Then, with high probability

,S V (10g Nual)/Nval 5
S \% (IOngal)/Nval)-

Moreover, we include three ablation studies in appendix C, where less accurate p(Y'|X), p(A|X) or
p(Y, A| X)) are deployed to examine the robustness of the post-processing modification algorithm.
We find that our post-processing algorithm still retains the performance even when p(Y|X), p(A4|X)
or p(Y, A|X) are moderately inaccurate.

Ace(Y) — Ace(Y) < Ve + /(108 Nyat)/Nyat,  DP(Y)

—6
(EO(Y) -6

4 EXPERIMENTS
We evaluate MBS on real-world binary classification tasks with the following experimental set-up.

Datasets. We consider three benchmarks:

¢ Adult Census ( , ), a UCI tabular dataset where the task is to predict whether the
annual income of an individual is above $50,000. We randomly split the dataset into a training,
validation and test set with 30000, 5000 and 10222 instances respectively. We pre-process the
features according to ( ) and the resulting input X is a 108-dimensional
vector. We use “Gender” as the sensitive attribute;

« COMPAS ( , ), a tabular dataset where the task is to predict the recidivism
of criminals. The dataset is randomly split into a training, validation and test set with 3166,
1056 and 1056 instances respectively. The input X consists of 9 normal features (e.g. age and
criminal history) and we choose “Race” as the sensitive attribute;
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Figure 2: Accuracy (%) vs Demographic Parity (DP) (%) trade-offs on (a) Adult
Census and (b) COMPAS; Accuracy (%) vs Equalized Odds (EO) (%) trade-offs on (c)
Adult Census and (d) COMPAS. Desired § = oo (unconstrained), 10%, 5%, and 1%.

* CelebA ( , ), a facial image dataset containing 200k instances each with 40 binary
attribute annotations. We follow the experimental setting as in ( ): we choose
“Attractive”, “Big nose”, and “Bag Under Eyes” as target attributes, and choose ‘“Male” and
“Young” as sensitive attributes, yielding 6 tasks in total, and we use the original train-validation-
test split.

Network architectures and hyperparameters. We use an MLP for Adult Census and COMPAS
datasets, with hidden dimension chosen to be 8 and 16 respectively. For each CelebA experiment,
we use a ResNet-18 ( s ). For experiments with DP constraints, we train two models
p(Y]X) and p(A| X) to predict the target and sensitive attributes respectively, while for experiments
with EO constraints, we only train one model but with four classes p(Y, A|X), with each class
corresponding to one element in the Cartesian product of target and sensitive attributes.

Baselines. For experiments on Adult Census and COMPAS, we compare MBS with

( ) (Z17), ( ) (J19) (post-processing version, for experiments with DP con-
straints) and ( ) ( ) (for experiments with EO constraints). For CelebA, we
additionally compare with ( ) (P22), which is a strong baseline tailored to fair facial

attribute classification on CelebA. We report the averaged performance from 3 independent runs for
all methods.

Evaluations & metrics. We consider both Demographic Parity (DP) and Equalized Odds (EO)
as fairness criteria. We select the modification rules x(X) over the validation set according to
the algorithms in Section 3. We consider three levels of constraints for the fairness criteria:
5 = 10%, 5%, and 1%, and we set M in Algorithm 2 described in Section 3 to be 3000, 600
and 5000 for experiments with EO as fairness criterion on Adult Census, COMPAS and CelebA,
respectively. Then we report the test set accuracy and DP/EO computed based on the post-processed
test predictions after modification according to x(X).

4.1 EXPERIMENTS WITH DP AS FAIRNESS CRITERION

We consider experiments with DP as fairness criterion on Adult Census and COMPAS datasets, and

we compare MBS with and (J19). The results are reported in Figures 6a-2b. One can see
MBS consistently outperforms for both datasets in the sense that given different desired levels
(8’s) of DP, MBS tends to achieve higher accuracy. Furthermore, while requires retraining the

model each time to achieve a different trade-off between accuracy and DP, we are able to flexibly
balance between accuracy and DP by simply modifying predictions of a single base model according
to different thresholds of the bias score. For Adult Census, the (X ) estimated over validation set is
robust when evaluated over test set since the DPs for test set are either below the desired 0’s or close
to it. For COMPAS, the performance seems to be relatively low as one can see a relatively large drop
in accuracy when DP is reduced. Although MBS still outperforms in this case, it achieves worse
performance than and since the validation set is small (1056 instances), the x(X) estimated over
it is not robust as there is a relatively big gap between DPs on test set and the specified §’s. The
decline of performance on COMPAS is not surprising since COMPAS is a small dataset (with only
5278 instances), and the number of training examples is insufficient for reliable estimation of both
p(Y|X) and p(A] X).
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Table 1: Test accuracy (ACC) (%) and EO (%) on CelebA for all six combinations of
target and sensitive attributes: (a, m), (a, y), (b, m), (b, y), (e, m), and (e, y) under
different desired levels (6’s) of EO (%) constraints. Boldface is used when MBS is
better than both in terms of accuracy and EO.

(@ m) @y ®, m) ®.y (e, m) @y

1) ACC EO ACC EO ACC EO ACC EO ACC EO ACC EO

00 819 238 82.0 247 8.1 449 845 21.0 852 190 856 13.7

10 80.9 6.7 79.7 109 835 8.4 843 10.6 85.0 8.2 85.1 9.5

5 80.1 22 782 66 833 43 842 4.1 84.7 5.6 85.1 5.4

1 79.3 4.0 76.9 2.0 83.2 1.7 83.6 2.4 83.1 1.7 83.6 1.8
71.7 3.8 71.4 34 782 0.5 80.1 1.3 80.2 1.7 81.7 1.6
79.1 6.5 79.1 124 829 5.0 84.1 4.8 83.4 3.0 83.5 1.6

4.2 EXPERIMENTS WITH EO AS FAIRNESS CRITERION

To evaluate the performance of MBS when the fairness criterion is EO, we again consider Adult
Census and COMPAS datasets and the results are reported in Figures 6b-2d. The observation is sim-
ilar to that in experiments with DP constraints. We again achieve better trade-off between accuracy
and EO than Z17 for both datasets. Although can also significantly reduce EO, similar to J19
in the DP-based experiments, it is not able to adjust the balance between EO and accuracy and thus
is less flexible than MBS. Both MBS and achieve relatively low performance for small dataset
COMPAS, which we again believe it is due to unreliable estimation of p(Y, A|X) with small dataset.
Similar to J19, Hl16assumes access to the sensitive in test, and thus will not be affected by unreliable
inference of the test sensitive attribute.

In addition, we evaluate MBS on a more challenging dataset, CelebA, following the same set-up
as in . Here we denote the target attributes “Attractive”, “Big_Nose”, “Bag_Under_Eyes” as
“a”, “b” and “e” respectively, and the sensitive attributes “Male” and “Young” as “m” and “y”
respectively. The results are reported in Table 1. MBS tends to achieve better trade-off than ,
whose accuracy is severely hurt across all 6 tasks. MBS is able to maintain high accuracy and
meanwhile achieve competitive or even smaller EO. Furthermore, MBS consistently achieves better
or competitive performance when compared with . To our knowledge, their method is one of the
state-of-the-art methods for fair learning on CelebA. We additionally report validation metrics and
standard error across 3 independent runs in Appendix D.

5 RELATED LITERATURE

‘We mention some recent work on Bayes optimal classifiers under approximate fairness constraints.

( ) consider cost-aware binary classification, followed by a series of re-
sults that characterize sensitive attribute-aware fair classifiers. These include DP constraints with
either binary or multi-class target and either binary or multi-class sensitive attribute

( ); ( ); ( ). ( ) additionally considers other
group fairness metrics. These papers do not cover the cases of Equalized Odds and Composite
Criterion. Implementations in ( ); ( ) are based on closed form

expressions of the threshold weights, while our MBS treats the bias scores as features.

6 CONCLUSION

To the best of our knowledge, we have for the first time characterized the Bayes optimal binary
classifier under composite group fairness constraints, with a post-hoc modification procedure applied
to an unconstrained Bayes optimal classifier. Our result applies to popular fairness metrics, such as
DP, EOp, and EO as special cases. Based on this characterization, we propose a simple and effective
post-processing method, MBS, which allows us to freely adjust the trade-off between accuracy and
fairness. Moreover, MBS does not require test sensitive attribute, which significantly broadens its
application in real-world problems where sensitive attribute is not provided during inference.
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A PROOF OF THEOREM 1

A.1 SIMPLE PROOF FOR THE CASE OF DEMOGRAPHIC PARITY

For the sake of exposition, we first show a simple proof for the case of demographic parity. Observe
that,

Acc(Y') =(not modifying term) /(1 — k(X))p(Y = Y|X)dPr(X)
+ (modifying term) / K(X)(1—p(Y = Y(X)|X))dPr(X)
= Ace(Y) + / K(X)[1 = 2p(Y = Y(X)|X))dPr(X)

= Ace(Y) — / (X)n(X)d Pr(X),

Let us now write how the demographic parity changes after we modify the answers. We use notation
D P, to denote a signed demographic parity that measures difference between positive output for
groups A = 0 and A = 1, so that the actual D P is the absolute value of D P.. We have,

DP.(V) = / Pr(Y = 1X) {pf(,f(: i'g()) - plgf(; i)f))] dPr(X)

_ / (f/ +R(X){1— 23?}) [plgf(; og()) - plgf(; 1|)1<)>] dPr(X)

p(A=01X) p(A=1]X)

:DPi(?)—/ﬁ(X){Q?—l} [ PrA=0)  PrA=D) ]dpr(X),

here D P, (Y) corresponds to the parity of the original classifier Y. W.1.0.g., assuming that D Py (V")

is positive (i.e., A = 0 is the advantaged group based on the unfair Y), to decrease the DP maximally,
we should sooner reject points with higher score

. p(A=0/X) p(A=1X)
f(X):{QY—l}[Pr(A:()) a Pr(AZl)}

It suggests when BA/(X ) = 1, we should sooner modify the prediction (from 1 to 0) for X that is
more likely to come from the advantaged group favoured by the original unfair classifier, and when
?(X ) = 1, we should sooner modify the prediction (from O to 1) for X that is more likely to come
from the disadvantaged group based on the original unfair classifier. Similarly, if DPZ is negative,
we should modify those points with lowest score. Notice that we always should modify points with
sign equal to that of D Py, unless it is not possible, then we have reached ideal parity D P, (k) = 0.
Recall that in order to reduce the accuracy the least, we should modify on the points with lowest
confidence 1(X). The relative change then is quantified by the ratio s(X) = f(X)/n(X). Turns

out, we can prove that the optimal rule correponds to x(X) = 1{s(X) > t} (when DP,(Y) > 0,
otherwise we should look for x(X) = 1{s(X) < t}) by repeating the steps of famous Neyman-
Pearson lemma, where we replace the probability of null and alternative hypothesis with n(X),
f(X), respectively.

Indeed, by contradiction, assume there is a separate rule ' that achieves the same accuracy but
smaller D P, so we have that

/(Ii/(X) — k(X))n(X)dPr(X) =0, and /(n'(X) — k(X)) f(X)dPr(X) <0

We assume that f(X) is non-negative everywhere where both x(X) and «’(X) are non-negative,
otherwise it corresponds to modifying a good answer on points from disadvantaged group. Let
us denote m(X) = («'(X) — x(X))n(X) and #(X) = f(X)/n(X). Then, we have that where
m(X) < 0 we have 7(X) > s and where m(X) > 0 we have r(X) < s. So, we weight negative

13
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points with a smaller and positive score, hence contradiction. More, rigorously,
/m X)dPr(X /m m(X) > 0)dPr(X)
+ /m(X)r(X)]l(m(X) < 0)dPr(X)

> /m(X)s]l(m( ) > 0)dPr(X /m )sL(m(X) < 0)dPr(X)

A.2 COMPLETE PROOF OF THEOREM 1

First, let us expand the derivation in Eq. 6. We have,
. p(Ar = ar|X)  p(Ar = bi|X)
C.(Y)= [P =1|X — dPr(X
k( ) / I‘( ‘ ) |: PI‘(Ak _ ak:) Pr(Ak _ bk) I'( )

P I oy [P =alX)  p(Ak =6 X) ] L p
_c / (X{21[V = 1] H{PﬂAM:%) m@%:bm}dp<x)

=G~ [ EORXPEX)

where we set C}) = Ck(Y). Therefore, our optimization problem can be formulated as a linear
problem on functions x(X)

Acc(Y) — Ace(Y) :/n(X)H(X)dPr(X) — ()glél[lo .

/fk(X)K(X)dPr(X) <Ci+6

/ﬂ X)dPr(X) < —Cf +6

To prove Theorem 1, it is left to apply the following technical lemma.

Lemma 1. Suppose, we have functions f1(X),..., fx(X),n(X), and a probability measure P
over X € X. Consider the optimization problem over measurable functions k(X)) taking values in
[0,1],

</-i 77>—>min, s.t. (K, fro) < bk, k=1,... K,
where (f,q) = [ f(X dP(X). Suppose, the following conditions hold:

A. all functions fi,n are from Lo (P);

B. there is a strictly feasible solution, in the sense that there is a function k' (X) € [0, 1] such

that (K, fr) < bg;

C. for any z € R%, we have that P(>", z1 fr(X) + n(X) = 0) = 0. Notice that this is a
weaker version of the condition that (f1/7, ..., [k /n) has continuous distribution.

Then, there is z € Rf and an optimal solution of the

(X)=1 [ZZkfk(X) > H(X)] :
k

Furthermore, z € R¥ can be any solution to the problem min,>o b' 2+ [ (2T F(z)+n(x))+dP ().

Notice, that thanks to § > 0, the restrictions can be met with strict inequalities by the modification
rule K(X) = 1[p(Y = 1]X) < 0.5] which corresponds to the constant classifier Y = 1. Fur-
thermore, we note that we have in total 2K restrictions, one for each of functions fx, —fx), and
the resulting vector z in Eq. 9 therefore can have negative values, unlike the vector z in the above
lemma.
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Remark A.1. ( ) refer to the generalized Neyman-Pearson lemma, which looks
very similar to the lemma above. In their formulation however, it is required that such z1, ..., zj
exist that turn all inequality constraints into equalities. We avoid this requirement by using linear
programming duality. In general, the optimal z1, ..., z; do not have to satisfy all constraints as
equality, which extends the range of cases where our lemma can be applied.

Proof of Lemma 1. Consider an operator F: Lo(P) +~ RE such that Frx =
((f1,K),---,(fr,&))". Below we write that a vector x satisfies = > 0 if all its coordinates
are non-negative, i.e. * € Ri for some d. With some abuse of notation we will also say that

2'F = > Zkfi. Denote S, the set of Ly functions with pointwise non-negative values. Our
problem reads as follows,

max — (1), k) s.t. keSy, 1—keSy, Fr<b.
K

Consider the dual problem,
mi)\nszJr()\,l}, st.  zeREANeS, 2T F+A+neS,. (15)

We have the duality property, for any feasible « to primal and z, A to dual, we have
—(n,K) < 2T Fr4+ (\k) < z'b+ (\1).

In the linear programming these inequalities are called slackness condition. Assume for a moment,
that strong duality holds, i.e. there is x and z, A such that all inequalities turn into equalities. Then,
both pairs are « and z, A are optimal for their linear programs. Furthermore,

(A 1—k)=0, (k2" F4n+X) =0

Furthermore, it is straightforward to see that the optimal solution should satisfy almost everywhere
A = (F"z+n)_, where for a function g(X) we denote its negative part g_ (X) = max(0, —g(X)).
Simply observe that we must minimize each A\(X) independently, while satisfying the condition
2T F(X) +n(X)+ A(X) > 0. Therefore, we have that the set {X : 2T F 4+n+ ) > 0} is the same
as {X : 2T F +n > 0}, up to a difference of probability 0. So, we can say that z ' F' + 7 > 0 yields
k=1P-as.and z' F + 1 < 0yields x = 0 P-a.s. Assuming P(z" F +n = 0) = 0, we have that
there is an optimal solution that has a form x = 1{z" F' + n > 0}.

Now let us show the strong duality property. Consider the value v* = min,>oz'b+ (2" F +
1), 1), which is the optimal value in the dual problem, thanks to the identity for the optimal A
given z. Thanks to its closed form, we show that it is stable w.r.t. the perturbations in the inputs
F, n, so that we can reduce our problem to finite dimensional linear programming (LP), where strong
duality is known to hold.

Step 1 (bounded z). First let us show that any optimal z is bounded. Since for the primal problem
the feasible set has non-empty interior, we have that for every a € Rf

a"b+ ((a"F)_,1) >0,

and notice that this is a continuous function of a € Rf (follows from fr € L;). Therefore, the
following number is strictly positive

Zp:= inf a'b+{((a'F)_,1)>0. (16)
lla=1,a>0

Let us show by contradiction that any optimal solution z > 0 to dual problem satisfies ||z|| <
(Inl,1)/ZF. Assume ||z|| > (|n],1)/Zr. We have that for z = La with ||a|| = 1,

La'b+((La"F+1)-,1) > L(a"b+ ((a"F), 1)) = (1+,1) > (n-,1)

as long as L > (|n|,1)/Zp. Since the objective value (n_, 1) can be achieved with z = 0 in the
dual problem, so an optimal z must have a norm smaller or equal to (||, 1)/ Zp.

Step 2 (discrete approximation). Next, consider step approximations of F' and 7 in the following
form. Select some partition /; U --- U Ipy = X, and set fi.(X) = > fimH{X € I}, 7(X) =
Y om Im{X € I}, inaway that [|n — 7|z, < e and || fx — frl|z, < €. The fact that fi,,n € L is
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enough to find such approximation, however, since we require fx,7 € L2 we can also assume that
e = E(X)|X € L), fem = E[fx(X)|X € L], where each I, is assumed to have non-zero
probability. Let us consider,

0= m>iglz—rb—|— (zTF+9)_,1)

An optimal Z to this problem is bounded by ({|n],1)+¢)/(Zr —ke) < 2(|n|, 1)/ ZF for sufficiently
small . We therefore can assume that both problems are minimized in [0, D]* instead of RY for
some D that does not depend on (small enough) ¢.

We have then (denoting by y an optimal solution for v) that
=20+ (ZTF+7)_,1)>2" b+ (E"F+7)_,1)— (|7 (F - F)|,1) > v* — DKe.

Similarly, v* > v — DKe. Let us look at the approximation of the primal problem. Let v* and @
correspondingly be the optimal values of the objective in the original and discrete problem. Let us
take the discrete function #(X) = > = K, 1{X € I,,}, where &,, is the elements of the vector that
solves the discrete problem. Then, u* > —(k,n) = —(Rk,n) = U, where we used the fact that 7
averages 1) over each interval [,,,. Thanks to the strong duality of LP, for the discrete problem we
have that & = v. Thus, we have shown that u* > @ = v > v* — DKe, while u* < v* is already
guaranteed by weak duality. Sending € to zero proves the required strong duality property. O

B PRACTICAL ALGORITHMS

B.1 ALGORITHMS

Here we present the detailed algorithms we used in our experiments for DP and EO, particularly, for
the choice of linear rule. In each case, we assume that a validation set {(X;,Y;, Ai)}iv:”fl is given,
based on which we choose the rule satisfying empirical fairness restrictions, whilst maximizing the
empirical accuracy.

For the case of DP restrictions, we assume that we are given models p(Y|X), p(A4|X), as well as

evaluated probabilities Pr(A = 0), Pr(A = 1), which we can either evaluate on a bigger training
dataset (in case we have such access), or on the validation dataset. After we calculate the corre-
sponding scores $(.X;), we consider rearrangement §(X;,) > --- > 8(X;, ) and test the thresh-

olds ¢t = 5(X;;) one after the other. When we move to the next candidate ¢t = 3(X;,,) we only
need to spend O(1) time updating the current empirical DP and accuracy. See detailed procedure in

Algorithm [.

For the case of EO restrictions, we assume that we are given models p(Y|X), p(Y, A|X), which
are two functions that do not necessarily agree as probability distributions. We also assume that
we are given evaluated probabilities Pr(Y = y, A = a),a,y € {0,1}. Then, we calculate the
corresponding scores 5 1 (X;). In order to choose the linear rule of the form x(X) = 1{wg80(X)+
w1 81(X) > t} we consider two strategies. In the first one, we observe that we can restrict the search
only to lines that pass through two validation points, which exhaust the search of all possible pairs
of accuracy and EO on validation. This, however, requires O (N 3) to evalueate, so we consider an
option to M sub-samples and only consider the corresponding M (M — 1)/2 lines passing through
every two of them. See pseudo-code in Algorithm 2.

For another option, we fix K possible directions (wg, w;) € R2, such that wg + w% =1, and then
for each of them consider the score §(X) = w8 (X )+ w181 (X). This way we only need to choose
the optimal thresholds c, similar to the case of DP. By doing so for each of the K directions, we can
approximate the best line in O(K N,,4; log N,4;) time (which includes sorting the score values). See
detailed procedure in Algorithm 3.

C ABLATION STUDIES

Here we consider two ablation studies to examine the robustness of our method when the estimated
conditional distributions are inaccurate. We demonstrate it with DP as fairness criterion, and we
report the mean and standard error of the results from 3 independent runs.
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Algorithm 1 Algorithm for DP

Input: ¢: desired constraint for DP,
{(X4,Yi, Ag) } Yoot validation set,
YIX)BAIN),
evaluated Pr(4 = 0), Pr(A =1)
Output: Threshold ¢* for modification rule x(X) = 1{3(X) > t*}:

1: Compute {V; = 1{p(Y = 1|X;) > 0.5} } Vot

2: acc = Acc(Y)

3: countsa] = calculate frequency of Y = 1 in two groups A = 0, 1

4: Compute {5(X;)} Yoot based on p(Y|X), p(A|X), and Pr(A)

5: Compute argsort IDX = [iy,...,in,,,] in ascending order, such that 5(X;,) > 5(Xj, ;)

6: Best accuracy ACC\ax =0

7. for jin IDX do

8: set candidate t = §(X)

9: acc=acc+ N, i(1-21{Y; =Y;}) A > Update accuracy
10: counts[A;] = counts[A;] + N, }(1 — 2Y;) > Update counts for group A = A,
11: dp = ’counts[O}/f’;(A =0)— counts[l}/ﬁ(A =1)

12: if dp < § and acc > ACCy,.« then

13: tr =t > Update best candidate
14: ACChax = acc

15: end if

16: end for

17: return t*

C.1 CORRUPTED p(Y|X) AND p(A|X)

In the first ablation study, we consider manually adding noise € to (Y| X) and p(A|X). For each
X, we sample ¢ from a uniform distribution Unif(—a,2a), with « controlling the intensity of
the corruption (« is chosen to be 0,0.01,...,0.1). In Figures 3 and 4, we plot the post-processed
test target accuracy (Y) and post-processed test DP after selecting the modification threshold on
validation set based on corrupted p(Y|X) and p(A|X) for Adult Census and CelebA (with target
“Attractive” and sensitive attribute “Male”) respectively. Across all corruption intensity «, test DP
still tends to be below or fluctuate around its desired constraints 4°s, while we only incur a minor drop
in test target accuracy (within 1% across most a’s). This demonstrates the robustness of our post-
processing algorithm even when the estimated conditional distributions do not match the ground-
truth well.

83.0
10

82.8
_ 825 81
g —— 6=10%
>82.21 —- 9
g 5=5% s 6
28201 —— 6=1% & | Pt et
< 44

81.8

81.5 21

81.2 1 |

000 0.02 004 006 0.08 0.10
a a
(a) Accuracy (Y) (%) vs o (b) DP (%) vs o

Figure 3: Test set performance of our method with corrupted p(Y'|X) and p(A|X) on
Adult Census dataset.
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Algorithm 2 Algorithm for EO

Input: ¢: desired constraint for EO,
M the number of random samples from the validation set
{(X;,Yi, A;)}Neet: validation set,
BV 1X). (Y, AIX).
evaluated Pr(Y =y, A = a),a,y € {0,1}
Output: Linear modification rule x(X)

1: Compute {V; = 1{p(Y = 1|X;) > 0.5} } Vot

2: Compute {[30(X;), 51(X:)] T} X1t based on p(Y|X), p(Y, A|X) and Pr(Y, A)

3: Randomly sample M instances from the validation set: {(X/ Y,/ )}M_,

4: Construct the set of linear rules to search with index: > size: W
5:

Su={k,Dk<l, ki1=1,...,M}

6: Best accuracy ACCpax =0

7: for (k,l) in Sp; do

. (k,0) _ 51 (X)=51(Xy) 80(X)—380(X})

8 wMU(X) =1 {51<X,;>—§1<)?;> > 3 (X —50(X))

9: fori =1, ---, Nyq do
10: if x(®V(X;) =1 then
11: Y, =1-Y; > Modify when (%) (X;) = 1
12: else .
13: Y, =Y, > Do not modify when Ii(k’l)(Xl') =0
14: end if
15: end for

16: Compute validation ACC (") and EO (k%)) based on Y’
17 if EO(k*V) < §and ACC(k*V) > ACC)pa, then

18: K(X) = k*D(X), ACCrnae = ACC(r(FD)
19: end if
20: end for

21: return x(X)

7 ) S S
76 1 8
S
>75] 3 6]
e P B e e e Dt e R st
3 e,
g 741
—— 6=10% 51
734 6=5%
—— 6=1%
0.00 0.02 004 006 008 010 000 002 004 006 0.08 0.10
a a
(a) Accuracy (Y) (%) vs v (b) DP (%) vs «

Figure 4: Test set performance of our method with corrupted p(Y'|X) and p(A|X) on
CelebA dataset (target: “Attractive”, sensitive attribute: “Male”).

C.2 STRONGLY REGULARIZED p(A|X)

In the second ablation study, we reduce the discrimination power of the sensitive classifier by train-
ing p(A|X) with stronger regularization. Specifically, for CelebA (target “Attractive” and sensitive
attribute “Male”), we train multiple sensitive classifiers with different weight decay A increasing
from 0.001 to 0.1. Figure 5 plots the test accuracy of sensitive model p(A|X), post-processed test
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Algorithm 3 Alternative algorithm for EO

Input: ¢: desired constraint for EO,
{(X4,Yi, A;) }¥eet: validation set,
BYIX), 5V, AX),
evaluated Pr(Y =y, A = a),a,y € {0,1}
Output: Threshold ¢* and direction (wg,w;) for modification rule x(X)
wfél(X) > t*}I

H{wgdo(X) +

1: Compute {V; = 1{p(Y = 1|X;) > 0.5} } Vot

2: counts[y, a] = calculate frequency of ¥ = 1 in all four groups (Y, A) = (y, a)

3: Compute {(30(X;), (X))} Yot based on p(Y|X), p(Y, A|X), and Pr(Y, A)

4: Fix set of directions Wx = {(w(()k),wgk))}szl C R?, H(w(()k),wgk))HQ =1

5: Best accuracy ACCpax =0

6: for (wo,w) in Wk do

7: acc = Ace(Y)

8: Compute scalar scores §(X;) = wodo(X;) + w181 (X;)

9: Compute argsort IDX = {iy,...,in,, } in ascending order, such that 5(X;,) > 5(X; ., )
10: for jin IDX do

11: set candidate ¢ = §(X)

12: acc = acc+ N, }(1—21{Y; = Y;}) > Update accuracy
13: count[Y}, A;] = count[Y}, A;] + N, }(1 — 2Y;) > Update counts for group (Y, A;)
14: eo0 = ’count[O, O]/f’\r(Y =0,A =0) — count|0, 1]/f’;(Y =0,A= 1)’

15: eol = ’count[l,O]/f’;(Y =1,A=0) — count[l, 1]/f’;(Y =1,A= 1)’

16: eo = max(eo00, eol)

17: if eo < § and acc > ACC\,.x then

18: ACChax = acc > update best candidate
19: tr =t
20: (w5, wi) = (wo, w1)
21: end if
22: end for
23: end for

24: return Modification rule x(X) = 1{w§5o(X) + wis;(X) > t*}

target accuracy (Y), and post-processed DP after modification against A respectively. One can see
that as A increases, the sensitive accuracy given by p(A|X) drops. However, with less accurate
p(A|X), post-processed target accuracy (Y') and DP after modification does not seem to be notice-
ably hurt. Interestingly, when X increases moderately, although p(A|X) becomes less accurate, the
post-processed target (Y) accuracy can even be improved. This further confirms the robustness of
our post-processing modification algorithm.

77.0 —— 6=10% 10 L
97.5 6=5%
76.5 —— 6=1% s
$97.0 $76.0
= > =
g 8755 g 6
goes 5 a
2 £750 4
96.0 745
i T ———
95.5 740 :

(a) Accuracy (/1) (%) vs A (b) Accuracy (Y) (%) vs A (c) DP (%) vs A

Figure 5: Test set performance of our method based on p( A|X) trained with different
weight decay A on CelebA dataset (target: “Attractive”, sensitive attribute: “Male”).
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C.3 ZERO-SHOT CLIP AS AUXILIARY MODEL

Table 2: Experiment with CLIP: Accuracy (%) and Equalized Odds (EO) (%) on
CelebA with target attribute “Attractive” and sensitive attributes “Male”. Main un-
constrained model p(Y'| X) is trained on CelebA, while auxiliary model p(Y, A| X) is
evaluated from CLIP’s similarity to text prompts.

6 ACC EO

oo 81.1 278

10 81.0 10.0

Validation 5 804 5.0
1 800 1.0

oo 81.6 24.1

10 805 6.2

5 799 1.0

Test 1 791 54

Here, we consider for CelebA the classification problem with target “Attractive” and sensitive at-
tribute “Male”, with EO constraints imposed. We train only the target model (Y| X') on the original
CelebA data, while the pair p(Y, A|X) is evaluated from CLIP. Namely, we consider the following
prompts,

prompt_11 = “a photo of Attractive Male”

prompt_10 = “a photo of Attractive Female”

prompt_01 = “a photo of Unattractive Male”

prompt_01 = “a photo of Unattractive Female”
For a given prompt and image X, let sim(X, prompt) denotes the CLIP’s similarity. We consider
the following probabilities,

exp(sim (X, prompt_ij))

>ijefo,1} €xp(sim(X, prompt_ij)

p(Y =i, A=j|X)=
We then feed these two models into Algorithm 3. Results are reported in Table 2.

D RESULTS IN TABLES

We present numerical results (mean+standard error) for all experiments on CelebA in tables.
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Table 3: Accuracy (%) and Equalized Odds (EO) (%) on CelebA with target attribute
“Attractive” and sensitive attributes “Male” under different desired levels (9°s) of EO
(%) constraints. Boldface is used when MBS is better than ( ) both in
terms of accuracy and EO.

5 ACC EO
0 813+40.1 26.8+1.0
10 80.840.1  9.9+0.0
Validation 5 80.24£0.2  5.0+£0.0
1 79.6+£02  0.740.2
( ) 713+0.1  0.5+0.1
0 819103 23.84038
10 80.940.2  6.7+0.6
Test 5 80.1-0.3  2.240.5
1 793403  4.04+0.4

( ) 717403  3.840.2
(2022)  79.14£04  6.5+0.4

Table 4: Accuracy (%) and Equalized Odds (EO) (%) on CelebA with target attribute
“Attractive” and sensitive attributes “Young” under different desired levels (§’s) of EO
(%) constraints. Boldface is used when MBS is better than ( ) both in
terms of accuracy and EO.

0 ACC EO
00 81.3+£0.0 27.7£0.4
10 80.2+0.1 10.0£0.0
Validation 5 79.2£0.1 4.9£0.1
1 78.2+0.2  1.0+0.0
( ) 704=£0.1 0.4=£02
00 82.0£0.0 24.7£0.8
10 79.7£0.1 10.9+0.5
Test 5 78.2£0.0 6.6£0.8
1 76.9+0.0 2.0+0.7

( ) 714403  3.440.7
(2022)  79.14£0.5 124405

Table 5: Accuracy (%) and Equalized Odds (EO) (%) on CelebA with target attribute
“Big_Nose” and sensitive attributes “Male” under different desired levels (d’s) of EO
(%) constraints. Boldface is used when MBS is better than ( ) both in
terms of accuracy and EO.

0 ACC EO

00 82.9+0.6 43.3+2.1

10 82.7£0.1  9.9+0.1
Validation 5 82.3+0.1  5.0£0.0

81.8£0.1  0.9:£0.0
( ) 762402  0.5+0.2

00 84.1+£0.1 449425
10 83.5+£0.2 8.4+£1.2
Test 5 83.3£0.2 4.3+1.0
1 83.2+0.1 1.7£0.3

( ) 782+0.0 0.5£0.0
( ) 829404  4.740.5
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Table 6: Accuracy (%) and Equalized Odds (EO) (%) on CelebA with target attribute
“Big_Nose” and sensitive attributes “Young” under different desired levels (9’s) of EO
(%) constraints. Boldface is used when MBS is better than ( ) both in
terms of accuracy and EO.

ACC EO
83.5+£0.0 21.5%+0.1
83.3£0.0 9.7+£0.1

Validation 83.0+£0.1 4.9+0.1
82.24+0.2 1.0+0.0
79.0£0.0  0.6£0.1
84.5+0.1 21.0+0.1
84.3+£0.1 10.6%+0.6

Test 84.2+0.1 4.1+0.8
83.6+0.2 2.440.6
80.1£0.1  1.3£0.3
84.1£0.5 4.8+£0.3

Table 7: Accuracy (%) and Equalized Odds (EO) (%) on CelebA with target attribute
“Bag_Under_Eyes” and sensitive attributes “Male” under different desired levels (&°s)
of EO (%) constraints. Boldface is used when MBS is better than ( )
both in terms of accuracy and EO.

ACC EO
84.5+£0.0 19.843.8
84.4+0.0 8.3£0.7
Validation 84.2+0.1 5.0£0.0
82.3+£0.1 1.0+0.0
79.8+£0.2 0.4+£0.1
85.2+0.1 19.0£3.7
85.0+£0.0 8.2+0.7
Test 84.7£0.1  5.6+0.2
83.1+£0.0 1.7+0.2
80.2+0.2 1.7£0.4
83.4+0.6 3.0+£0.4

Table 8: Accuracy (%) and Equalized Odds (EO) (%) on CelebA with target at-
tribute “Bag_Under_Eyes” and sensitive attributes “Young” under different desired
levels (8°s) of EO (%) constraints. Boldface is used when MBS is better than

( ) both in terms of accuracy and EO.

ACC EO
84.6+£0.1 18.2+£1.1
84.6+0.0 9.9+0.0

Validation 84.4+0.0 5.0£0.0
83.0+£0.1  1.0£0.0

81.140.2 0.5+0.2
85.6+0.3 13.7+1.9

85.1£0.1  9.5+1.0

Test 85.1£0.0 5.440.5
83.6+0.2 1.8+0.3

81.740.2  1.6+0.5

83.5+£0.3 1.64+0.3
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E SENSITIVITY ANALYSIS FOR COMPOSITE CRITERION

For the sake of convenience, we assume that the classes are valued as {—1, +1} instead of 0, 1 In
such a case, the unconstrained optimal classifier that has the form Y*(X) = 51gn( (Y =1|X)-0.5)
and constrained optimal classifiers have form Y (X) = Y*(X) sign (Z 57385(X) — 1) ,1.e. ones
that have highest accuracy subject to restriction CC' < 4.

In the MBS implementation (Section 3), we replace the unknown ground-truth probabilities p(Y'| X)
and p(A|X) (p(Y, A|X) for EO) with their estimations, which we denote as p(Y|X) and p(A4|X)
(p(Y A| X)), respectively. The empirical version of the unconstrained classifier has the form
V(X) = sign(p(Y = 1]X) — 0.5) and we are looking for a classifier of the form Y, (X) =

Y (X) sign{>_;7;8;(X) — 1}, i.e. our goal is to fit a set of k parameters v = (7;) € Rk. Recall
that the composite criterion has the form Eq. 4, and the score functions are defined in Eq. 8, Eq. 7.

We assume that we choose the score weights v = (71, ...,7x) based on the observed validation
sample {(X;,Y;, Ayi, Agi, ..., Agi)} Y, of size N by maximizing the corresponding empirical ac-
curacy, while maintaining the restriction on empirical parity. Set,

N

Aee(V) = 3 1Y = V(X0)},
=1
COY) = I]ngglC( )|

1 A]z aj 1 Aji = bj
N ; HY =+ Y{(Ayz = aj}) - Pj(Aji = bj})

For a given level § > 0 we fit the parameters on validation as follows
4 = arg max{Acc(Y- o) DP(Y- L) <4}. (17)

The goal of this section is to demonstrate that, if we are provided an accurate enough estimate p and
a sufficiently large validation set N, we can have guaranties for the empirically derived estimator
Y5 (X). We deliberately do not touch the question of what the estimation error of p(Y, A|X) could
be, which may depend on various factors such as training sample size, input dimensionality, and
complexity of the parametrized model ( , ; , ), as well as the training
algorithm ( s ; s ; s ).

Theorem 2. Assume the following set of conditions:

1. We have estimation of conditional probabilities that satisfy moment bounds (for p > 1),
EVPI(Y =11X) —p(Y = 1[X)] < &y,

EVPIp(A; = a;|X) = p(A; = b|X)[P <ep,  Vj=

EYP|p(A; = bj|X) —p(A; = ;| X)IP <ep, Vi=1,....k

2. The distribution satisfies the margin assumption (X ) > n* for all X (known as Mammen-
Tsybakov condition ( . ));

3. All groups have significant size: we have Pr(A; = a;),Pr(A; = b;) > po;

4. Score distribution regularity: the distribution of scores s(X) = (s1(X),...,s(X)) is
supported on a ball {s € R* : ||s| < B}; Moreover, for every ||| = 1, the density of
~ "s(X) is bounded by a constant L;

5. The weights corresponding to optimal Y under CC(Yy) < 6/2 satisfy [|v|1 < R;

There is a constant C = C(n*,po, L, R, B, 0), such that, for any r € (0, 1) that satisfies,

c< WH@@)%) <1, “8)
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we have that, with probability at least 1 — r,

Acc(Ys) > Acc*(6) — ((fgp) — 5 4 W) ’
(19)

klog(kN/r)
N )

where Acc*(0) is the accuracy of the optimal classifier under the constraints CC < 6.

CC(Yy) <64C

Before we move on to the proof, let us briefly comment on each condition. The first condition
requires that we have a good estimation of probabilities in the form of moment bound. We note
that bounds of this form often appear in theoretical analysis of non-parametric regression

( ), including ones based on neural networks ( ). Although they are standard in
non-parametric regression, there is no way to verify them in practice without making structural
assumption about the underlying distribution. The margin condition is very popular in Statistical
Learning Theory, and in our particular case, it allows controlling the accuracy of the estimator under
perturbations of the conditionals. We note that ( ) also assume a form of margin
condition for the multi-class fair classification. The third condition is somewhat realistic and simply
makes sure we have an appropriate criterion evaluation based on the validation sample. The fourth
condition is a stronger version of the condition in Theorem 1, where we require that the distribution
of v Ts(X) is continuous. We prefer to have a much stronger version to avoid technical difficulties
in the proof. As for the fifth condition, it is pretty much guaranteed that the vectors -y; are bounded,
which we show for instance as part of the proof (see Eq. 16 and the line below it). However, it is
hard to precisely characterize the value of R based on characteristic of this distribution, so we prefer
to state it as a condition.

Furthermore we note that practical implementations based on Bayes optimal classifiers are often
based on closed form derivations of the optimal weights ( ); ( ).
We do not provide these, instead our method treats the bias scores as features when fitting the
modification rule. As a result, the error of estimation of the conditionals does not propagate as much
into the fairness constraint. See also some empirical studies in Appendix C.

Proof. We compare the accuracy and composite criterion of Y. and Y:y in three steps:

1. Approximation on population level: we bound the discrepancy in the population statistics
(Acc and CC) of estimators Y7 and Y, i.e. how the difference between conditionals
p(Y|X),p(A;]X) and its estimation propagates into the accuracy and composite criterion.

2. Approximation on validation set: we then compare the population statistics and validation
statistics (Acc, C'C) simultaneously for all estimators Y, Y.

3. Connecting validation and population: once the first two steps are done, we use the stan-
dard trick in empirical process theory to connect the classifiers that are optimal in popula-
tion and in validation.

Step 1 (approximation on population level). We first check how the population accuracy and DP
compare between the optimal Y*(X') and the one based on the estimated probabilities Y (X).
For the unconstrained classifiers, thanks to the margin condition, we have by Markov inequality:

Pr(Y #Y*) = Pr(p(Y|X) < 0.5 < p(Y|X) or p(Y|X) < 0.5 < p(Y|X))
< Pr(jp(Y|X) = p(Y[X)| > n")

- ()
< (%

In particular, this implies that Acc(Y) > Ace(Y*) — (g,/n*)?. In order to compare the accuracies
of constrained classifiers, we need to further compare the modification rules. Denote r~(X) =

sign{~ "s(X) — 1} for the ground truth score, and consider empirically derived rule &~ (X) =

24



Published as a conference paper at ICLR 2024

sign{~ "§(X) — 1}, where §(X) are derived by replacing p(A; = a;|X) and p(A; = b;|X) with
p(A; = a;|X) and p(A; = b;|X), respectively. Let also fj(X), 7(X) be the corresponding
substitutes for f;(X), n(X). We have,
Pr(ky < fy) = Pr(yTs(X) <1 <~v'8(X))
=Pr(v's(X) € [1+~"(s(X) —8(X));1])
=Pr(7"s(X) € [1/]7ll + 5" (s(X) = 8(X)); 1/]I¥1l]) »

where we denote the normalized weights 4 = ~/||7y||. Taking the union with the opposite inequality,
we get that

Pr(fiy # fiy) < Pr(37s(X) € [1/]7ll = 15T (s(X) = 8(X)) s 1/[I7]| + 15 " (s(X) — §<X))|gz)oj
To proceed, we want to bound the value 4 " (s(X) — §(X)). Firstly, it is straightforward to see that
EYP|n — #j|P < 2¢,. For the f—score, we see that

1
\fi—fil < *1{Y # Y*}+ |P(A = a;|X)—p(A; = ale)|+;O\P(Aj = bj|X)—p(A; = b;| X)],

so that by the triangle 1nequahty,

R 3e
El/p|f—f|pfpol( >+2po ep < ——.
n* bon

Then, we can write

P P
N ) i . 7 .
BV (500 - 300 < BV (15707, Ay, +E”(n—0§:wﬁ
J J
/2 f
1 o 2
< —EY*>Ifi - fil? +3 wm AP
N ;
3VEk
< i*sp.
Pon

Using the Markov inequality, this gives us the bound for any r € (0, 1),

" (lﬁ;yT(s(X) —s(X)) < 5@&7) >1—rP,

Using the moment bound on 1 — 7, we can also lowerbound 7,

. X . . 4e,\?
mmzn/mSPNM—MSn/ms1—(n5>

Taking the union bound of the two last displays, we get that

T s 1 6vk (4 ”_Tp
Pr (Iv (s(X) — 3(X))| < po(n*)25p> <1 <n> ,

Now, we can plug this back into Eq. 20. We get that,

6vVk 4e,\ "
Pr(x k) < 2Lr~ 1 e, + 1P + (p) .
(R 7 Ry) po(n*)?" n*

Optimizing r = (12Lvke,/ (ppo(n*)2)) 77, we get that

1-1/(p+1)

IVke 4e,\ P

Pr(ky # f) < 24 2 +< p) .
( Y ')’) <p0(17*)2> 77*
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We now can derive using the triangle inequality,
|Ace(Yy) — Acc(Yy)| < Pr(Y, # Yy)
<Pr(Y #£Y7) + Pr(ry # fiy)

» 1-1/(p+1)
<9 (45*,)) oy L\/%*a,;
n po(n*)

< Ll(\/EEp)l—l/(p-&-l)’ 1)

where we assume that ¢, < 7*/4 (condition Eq. 18) and set Ly = 4/n* +
24 max((L/(pon*))t =/ @+ 1), Similarly,

(CC(Yy) = COW5)| < max|Cy (V) = C (V)] < 5 Pr(Yy £ ¥5) < Lo(Vhe,) 7/,

where Ly = pglLl.

Step 2 (approximation on validation set). The next step is to derive uniform bounds for the
empirical accuracy and CC. We have,

Aoe(Y,) = —

N 1
. . ] TA . — p—
5N i Y (X,)Y;sign(vy ' §(X;) — 1) + 5

] =

Il
—

PR 1 . . 1
Acc(Y]) = N D YH(Xi)Yisign(ys(X;) — 1) + 3
=1

and notice that Evalfl—c\c(f/v) = Acc(Y,) and ]Eml;lc\c(Y;) = Acc(Y;), where we conventionally
denote E,; as the expectation (and below Pr,,,; for probability) w.r.t. the validation sample.

Lemma 2 ( ( ), Theorem 5.3). Suppose, we have a bounded function f(Z) € [—1,1],
and k arbitrary functions g1(X), g2(X), ..., gx(X), and consider a class of functions {\(X) =
f(Z)sign{32;7;9(Z2) — 1} : vy € R*}. Let X1,..., Xx be i.i.d. Then, we have with probability

1 — 6 that for each ~,
klog(N/é
< Lo / g(N/ )

Proof. We simply need to observe that the shatter coefficient of set {\,(X) < 7} is bounded by

D BEWCARS W

(N + 1)**1, then apply Theorem 5.3 from ( ). O
For Z = (X,Y) set f(2) = Y(X)Y/2, gj(Z) = 5;(X) to control the ac-
curacy of Y,(X) and f(Z) = Y*(X)Y/2, gj(Z) = s;(X), to control the accu-
racy of Y7 (X). Furthermore, for Z = (X,Y Ay,...,Ax) we can set f(Z) =

Y(X) [Pr(A; = a;)'1{A; = a5} = Pr(A; = b)) " 1{A; = b;})] /2, 9(Z) = sign(v8(X) ~
1) to get concentration of disparity C; for Y- (X), and similarly for Y7 (.X). Overall, we have that
for any r € (0, 1) each of the bounds holds

‘Zlc\c(Y,y)—Acc(Y,y) < Ly W w. p >1—p
Tk . klog(N/r)
‘ACC(Y,Y)—ACC(Y,Y) SLO\/T W. p >1—r
= v - _1 [klog(N/r
‘Cj( 'y)_Cj(Y'v) SLOJUO1 # w. p. >1—r
A _1 [klog(N/r
6,075) - )| < Lopg " [HERID a1
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If we take r = r/k for the bound on each C; and then take a union bound, we obtain a bound on the
difference in the composite criterion. Overall, we have that with probability at least 1 — 7,

]Zc\c V) — Ace(Vo)| < Lay /" IOgJ(VN/ r)
[Ace(yy) - Ace(v;)| < klog](vN/ r
‘55()@)—00(&) < Ly klog;\jN/r
]@(Y;)—CC(y;) <L %

where we set L3 = Lopal log 4.

Step 3 (connecting validation and population). Let v corresponds to optimal Y under
CC(Yy) < d and denote its accuracy Acc*(§). Then, let ¥ corresponds to the the optimal Ace(Y,)
under the constraint CC(Y,) < § — €. At the end of this section we show that

Acc(Yy) = Acc™(6 — €) > Acc™(6) —eR for € < §/2, (22)

and let us assume for now that it is true. Set e; = L34/ w, €y = Lgal_l/(pH) € =¢€1+¢€g,

and note that by assumption Eq. 18, € < §/2. Then, 56’( /) < CC(Yoy) + L3 \/w

CC(Y* )+e€ = 0, which means that the problem Eq. 17 is feasible, and also Acc( 5) > Acc( N >
Eq. 21
Ace(Vy) —e1 = Ace(Y2) —es — €1 = Acc*(5 — €) — e. Finally, it implies that

Ace(Ysy) > Acc* () — (2 + R)e
CC(Y- %) <0 —e€r.
Substituting €, €;, we finally get the bound stated in Eq. 19.

Check of Eq. 22. Let us denote 5 to be (some) optimal set of weights, corresponding to the
classifier that maximizes the accuracy under restriction CC' (Y,;*) < §. We show that for € < 4,

Acc(d — €) — Ace(0) < e||vs—cll1s

which thanks to condition 5. yields Eq. 22. To show that, we need to recall the proof of Theorem 1,
where s comes from the dual LP problem (Lemma 1), and the value Acc*(J) corresponds to the
maximal objective in the primal and minimal objective in the dual LP. Changing § — & — € simply

means that we change the vector b in Eq. 15 to a new 0" = b — ¢ _lfk) where 1, denotes

a column with k ones. Let 2" \"¢" denotes the solution to dual LP with b replaced by b"¢"
in Eq. 15. Then, since in the dual LP the constraints do not depend on b, the value at 2% A"
serves as an upperbound for the old problem. Therefore, Acc(d) — Acc(d —eg) < 2™V (bW —b) <
€||¥s—ell1, since the corresponding ~ys_. has the coordinates z; — 24 . O
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F COMPARISON WITH REDUCTION METHOD (

Here, we include Reduction method (
same network architecture and hyperparameters as for the other methods.
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