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Abstract001

Large language models (LLMs) and LLM-002
based agent systems have shown considerable003
potential in investment and stock trading. How-004
ever, their use in corporate finance, particu-005
larly in strategic decision-making tasks such006
as merger and acquisition (M&A) evaluation,007
remains underexplored. Traditional analysis008
and machine learning methods often struggle009
in this domain due to the limited availability of010
target company data. To address this challenge,011
we propose M&A Agent, a multi-agent frame-012
work built on LLMs that simulates the M&A013
process and assesses deal value. The frame-014
work consists of two stages: M&A simulation015
and value evaluation. Following real-world pro-016
cedures, the simulation includes financial anal-017
ysis, negotiation, board decision-making, and018
regulatory review. Through structured inter-019
actions among agents, the system transforms020
static financial data into richer, more dynamic021
information. This simulation is then reviewed022
by an evaluation committee of agents, which023
assigns a score and provides justification. Ex-024
periments on real-world M&A cases demon-025
strate that our method produces significantly026
better deal value rankings compared to base-027
lines, as measured by NDCG. The code is pub-028
licly available at https://anonymous.4open.029
science/r/2AB73965 to support reproducibil-030
ity.031

1 Introduction032

With the rapid advancement of large language mod-033

els, their impressive capabilities in reasoning, au-034

tonomous planning, and related tasks have become035

increasingly evident (Ruan et al., 2023; Jin et al.,036

2024; Jin and Lu, 2023; Zhong et al., 2024). These037

developments have also had a profound impact on038

financial research (Li et al., 2023a; Liang et al.,039

2024; Wu et al., 2023b; Xie et al., 2024; Li et al.,040

2023b). However, research in the area of corporate041

finance strategic decision-making remains scarce.042

Figure 1: Overview of the M&A evaluation task. The
agent processes firm-level financial data and outputs:
(1) A deal score with accompanying justification; (2)
Concise, financially grounded reasoning that reflects
strategic considerations such as deal structure, integra-
tion potential, and financial impact.

Meanwhile, LLM-based agent system have been 043

applied across multiple fields, including code gener- 044

ation (Islam et al., 2024; Huang et al., 2023; Islam 045

et al., 2025), judicial reasoning (He et al., 2024; 046

Yuan et al., 2024), hallucination detection (Cheng 047

et al., 2024), drama creation (Han et al., 2024), 048

medical necessity justification (Pandey et al., 2024), 049

investment management (Fatemi and Hu, 2024; 050

Li et al., 2024a), and long-document question an- 051

swering (Zhao et al., 2024). These studies have 052

demonstrated the tremendous potential of agent 053

framework in complex decision-making tasks. We 054

believe that LLM-based agent can provide signifi- 055

cant support for research in corporate finance and 056

strategic decision-making, while also inspiring new 057

agent framework designs driven by the practical 058

challenges in these areas. Therefore, this study fo- 059

cuses on the widely discussed topic of mergers and 060
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acquisitions (M&A) evaluation as the application061

scenario.062

For years, M&A have served as a central strategy063

for firms aiming at rapid expansion and strategic064

repositioning (Jensen, 1986). By integrating opera-065

tions and leveraging synergies, they are expected066

to improve competitive advantage in dynamic mar-067

kets. Yet, a substantial body of research indicates068

that most M&A transactions fail to deliver the an-069

ticipated value. Empirical estimates suggest failure070

rates exceeding 60% or even 70%, attributed to071

overestimated synergies, weak integration, or cul-072

tural misalignment (Joshi et al., 2020; King et al.,073

2004; Dao and Bauer, 2021; Thompson and Kim,074

2020; Meglio and Risberg, 2011). These outcomes075

highlight the inherent complexity of M&A deci-076

sions and the ongoing need for more reliable meth-077

ods to evaluate deal quality.078

Traditional approaches, such as regression anal-079

ysis and financial ratio assessments, or more recent080

machine learning methods predicting post-merger081

performance, struggle to address several difficul-082

ties in M&A event evaluation: (1) In M&A cases083

involving non-public companies, historical finan-084

cial data is often unavailable or must be manually085

collected from limited sources. This information086

gap reduces the likelihood that a merger achieves087

its intended outcomes and undermines the effective-088

ness of traditional and machine learning methods089

(Officer et al., 2009; Borochin et al., 2016; Alexan-090

dridis et al., 2024);(2) Multiple and complex perfor-091

mance factors – the factors influencing M&A per-092

formance include leadership negotiations, internal093

agreements, and regulatory approvals, which add094

layers of complexity to the evaluation process. Tra-095

ditional models often simplify these diverse factors,096

failing to fully account for the intricate interactions097

in M&A processes such as negotiations, regulatory098

reviews, and internal voting, which leads to incom-099

plete or biased assessments of potential value; (3)100

Lack of interpretability — machine learning meth-101

ods often fail to explain the rationale behind their102

predictions, making it difficult to understand the103

basis for decision-making. In contrast, agent-based104

simulations can offer interpretable outputs.105

To address these issues, we propose M&A Agent,106

a multi-agent framework for M&A evaluation. As107

shown in Figure 1, the framework takes finan-108

cial data from both parties and outputs a deal109

score along with clear, reasoned justifications to en-110

hance the framework’s credibility and interpretabil-111

ity. The framework includes CFO agents, CEO112

agents, Board agents, Regulatory agents, and Eval- 113

uation Committee agents. The first four agents 114

represent key roles in the M&A process, responsi- 115

ble for decision-making, providing feedback, and 116

interacting with each other during the simulation. 117

This allows the framework to dynamically gener- 118

ate information and let the Evaluation Committee 119

agent provide an overall assessment after the simu- 120

lation ends. 121

The CFO agent initiates the process by extracting 122

key information from financial data and assessing 123

the financial status of both the target and acquir- 124

ing companies, providing essential data support 125

for downstream decision-making. The CEO agent 126

leads the negotiation, simulating strategies and re- 127

sponses from both sides to coordinate interests and 128

reach an agreement. It leverages CFO insights to 129

formulate and adapt negotiation strategies that max- 130

imize its own side’s benefits. Once a preliminary 131

deal is reached, the Board agent evaluates the out- 132

come and votes on it. Each board member (agent) 133

assesses the proposal based on strategic alignment 134

and long-term interests, with their collective votes 135

determining the final decision. Following board 136

approval, the Regulatory agent reviews the deal 137

for legal and compliance issues, simulating the 138

regulatory process and offering recommendations. 139

Finally, the Evaluation Committee agent conducts 140

a comprehensive assessment of the entire M&A 141

process, assigning a final score and rationale. It 142

integrates feedback from all stages, weighing finan- 143

cial performance, strategic fit, and risk, ensuring 144

the decision is both immediately viable and aligned 145

with long-term goals. 146

Through this multi-agent collaboration, the 147

framework can fully simulate the interactions and 148

decisions of different roles in the M&A process, 149

addressing the complexity that traditional methods 150

cannot handle. Each agent makes decisions based 151

on its independent role and goals, while interacting 152

and providing feedback with other agents, ensuring 153

that the final M&A evaluation is closer to real- 154

world decision-making processes. Our framework 155

not only processes existing data but also gener- 156

ates real-time information based on simulations, 157

offering a more comprehensive and accurate M&A 158

evaluation. 159

We summarize our contributions as follows: 160

• We propose a simulation–decision structure in- 161

spired by real-world M&A scenarios, where fi- 162

nancial data serves as input and new, informa- 163
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tive signals are generated through structured164

agent-based interactions. This framework165

moves beyond static evaluation and enables166

agents to actively reason, coordinate, and pro-167

duce useful insights for decision-making.168

• We extend agent-based frameworks beyond in-169

vestment management into the domain of cor-170

porate finance and strategic decision-making,171

demonstrating their applicability to high-level172

planning tasks such as M&A evaluation.173

• Our framework simulates the M&A process,174

including negotiation, board voting, and regu-175

latory review, to generate additional informa-176

tion that is not available before a real trans-177

action. These simulations offer plausible fu-178

ture scenarios rather than exact predictions,179

helping agents make more informed decisions180

under limited information, thereby improv-181

ing the accuracy and credibility of the eval-182

uation. Therefore, agent-based frameworks183

can meaningfully support strategic decision-184

making. Extensive experiments confirm the185

effectiveness of our approach in M&A evalua-186

tion tasks.187

2 Related Work188

Post-M&A forecast The event study method eval-189

uates market expectations of M&A performance190

by analyzing stock market reactions before and191

after merger announcements (Malmendier et al.,192

2018). However, this method primarily captures193

short-term effects and may be subject to market194

biases (Malhotra and Chauhan, 2018). Accounting-195

based performance measures use financial ra-196

tios—such as profitability, efficiency, and liquid-197

ity metrics—to assess post-merger operational and198

financial outcomes (Moeller et al., 2005). Ren-199

neboog and Vansteenkiste (2019) highlight that hor-200

izontal mergers are associated with significantly im-201

proved post-merger ROA. In recent years, machine202

learning and AI-driven models have gained atten-203

tion for their ability to handle complex datasets204

and nonlinear relationships in M&A performance205

prediction (Zhang et al., 2024). For example, deep206

learning models have been used to forecast finan-207

cial trends in high-tech sector mergers (Tarasov and208

Dessoulavy-Śliwiński, 2024). However, traditional209

methods often fail to estimate deal value before the210

M&A event begins, while machine learning models211

often lack interpretability.212

Multi-Agent Framework in Financial Research 213

In financial research, multi-agent systems have 214

been explored for their simulation capabilities. For 215

instance, hundreds of agents have been organized 216

into artificial societies to simulate and validate 217

macroeconomic phenomena (Li et al., 2024b). In 218

stock trading, agent frameworks vary widely—Yu 219

et al. (2024), for example, designed a manager- 220

trader framework inspired by real-world trading 221

structures. Debate has been found to enhance agent 222

reasoning (Qian et al., 2024; Wu et al., 2023a; Hong 223

et al., 2024). Building on this, Xiao et al. (2025) in- 224

troduced a buy-side vs. sell-side debate mechanism 225

to improve trading performance. To improve factor 226

discovery and understand model design rationale, 227

Li et al. (2024d) proposed a multi-agent framework 228

for factor mining. Building upon these prior efforts, 229

our work aims to extend the application of multi- 230

agent systems into corporate finance and strategic 231

decision-making by proposing a novel agent-based 232

framework for M&A evaluation. 233

3 FrameWork 234

Figure 2 shows an overview of our proposed frame- 235

work for M&A valuation and financial forecasting, 236

comprising two modules: the Simulation Module 237

and the Evaluation Module. Utilizing LLMs, it pro- 238

cesses structured data and unstructured data (e.g., fi- 239

nancial reports) to simulate M&A decision-making 240

and predict financial outcomes. 241

3.1 Simulation Module 242

Reflecting real-world M&A practice and supported 243

by prior studies, our framework simulates the 244

decision-making process with four agents: CFO, 245

CEO, Board of Directors, Regulatory Author- 246

ity(Ferris and Sainani, 2021). 247

Financial Feasibility Analysis The CFO agent as- 248

sesses the target’s financial health by analyzing 249

structured metrics, like return on equity, and un- 250

structured insights, such as company’s business 251

overview. It generates a feasibility report detailing 252

synergy potential (e.g., cost savings, market expan- 253

sion) and risks (e.g., high debt), providing critical 254

inputs for negotiation and evaluation stages. 255

Negotiation Simulation The CEO agent leads the 256

negotiation by adjusting terms such as acquisition 257

price or equity share, based on the CFO’s report, 258

buyer constraints, and market dynamics (e.g., com- 259

petitor bids). To simulate realistic decision-making, 260

the negotiation is designed to always reach an 261
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Figure 2: Our framework overview: The M&A simulation component reenacts the company acquisition process
through agent interactions, using limited financial information to explore potential future outcomes of the deal. The
evaluation module assesses the event based on the extracted information.

agreement, prompting the agent to adapt and com-262

promise as needed. The LLM-based agent sup-263

ports dynamic bargaining by incorporating feed-264

back from previous exchanges, with all interactions265

logged to ensure transparency.266

Board Approval Process The Board agent evalu-267

ates negotiation outcomes and votes on proposals268

based on alignment with firm goals, such as mar-269

ket expansion, and constraints like budget limits.270

LLMs analyze negotiation logs and feasibility re-271

ports to assess risks and benefits, ensuring that272

decisions reflect strategic priorities and governance273

principles. The board is designed to conduct up to274

three voting rounds, after which the process pro-275

ceeds regardless of the outcome.276

Regulatory Compliance Check The Regulatory277

agent reviews the deal for compliance with legal278

and market regulations, analyzing texts such as an-279

titrust laws or securities filings. Identifies risks,280

such as monopolistic concerns, and suggests modi-281

fications, 282

3.2 Evaluation Module 283

This module, driven by the Evaluation Com- 284

mittee—comprising multiple agent evalua- 285

tors—produces a final predictive score as the 286

system’s result, reflecting the expected growth 287

amplitude of financial metrics. One agent proposes 288

a score and rationale, others vote, and if consensus 289

is not reached, voting rationales are passed to the 290

next agent until approval. For cost-effectiveness 291

and efficiency, the debate and voting process 292

adopts a sparse communication topology(Li et al., 293

2024c). The committee autonomously designs 294

the scoring formula based on CFO reports, CEO 295

negotiation logs, and Board voting outcomes. 296

Preliminary Assessment The Evaluation Commit- 297

tee aggregates CFO feasibility reports, CEO nego- 298

tiation logs, and Board voting results to estimate 299

the target’s growth potential. LLMs integrate fi- 300
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nancial projections, such as revenue growth, and301

qualitative factors, such as technological synergies,302

to form a preliminary assessment. This assessment303

guides an agent in proposing an initial score and ra-304

tionale for subsequent voting.synergies, to produce305

a preliminary assessment that informs the design306

of the scoring formula.307

Scoring Calculation and Voting One agent pro-308

poses an initial score and rationale, autonomously309

designing a formula that weights factors like profit310

growth, synergies, and risks based on transmitted311

data. Other agents vote on the score. If consensus312

is not reached, the voting rationale of each agent313

(for example, concerns about synergy weighting)314

is passed to the next, iterating until a score is ap-315

proved, ensuring that it reflects the expected growth316

amplitude of financial metrics.317

Output Generation The module outputs the ap-318

proved predictive score as the system’s result, di-319

rectly indicating the expected growth amplitude320

of financial metrics, such as percentage increases321

in profits or stock returns. Assisted by the final322

rationale, such as key synergy drivers or risk miti-323

gations, the score enables enterprises to select op-324

timal targets and investors to identify high-return325

M&A events.326

3.3 LLM Setting327

To ensure a fair comparison with baseline methods,328

we use minimal and standardized prompts across329

all components in our framework. All agents are330

powered by the gpt-3.5-0125, which has approx-331

imately 175 billion parameters (OpenAI, 2023).332

The model is configured with a temperature of 0 to333

produce consistent and deterministic outputs. This334

controlled setup isolates the effect of our proposed335

components without introducing variability from336

prompt engineering. Detailed prompt templates are337

provided in the Appendix A.338

4 Experiment339

4.1 Experimental Setup340

4.1.1 Data Collection341

We collect a dataset of 281 real-world M&A cases342

from the CSMAR1 database, spanning August343

2004 to August 2019. For ease of collection and344

consistency, we select only cases in which both the345

acquirer and the target are publicly listed compa-346

nies in China. This selection does not compromise347

the generality of our study, as we only utilize a348

1A widely used financial database in China.

Figure 3: Distribution of Restructuring Types (Top) and
Funding Sources (Bottom).

limited set of commonly accessible financial in- 349

dicators for each firm, as detailed in Appendix B. 350

Each case includes buyer and seller profiles, target 351

details, information available prior to the transac- 352

tion—including planned payment method, funding 353

source, restructuring type, and region type. The 354

dataset provides diversity in transaction types and 355

industries, with verified accuracy and completeness 356

to support simulation and evaluation of financial 357

outcomes. The distribution of M&A types and 358

funding sources is illustrated in Figure 3. 359

4.1.2 Evaluation Metrics 360

To evaluate the performance of enterprises follow- 361

ing M&A restructuring, we select three represen- 362

tative financial metrics: Return on Assets (ROA), 363

Return on Equity (ROE), and Tobin’s Q. Their 364

growth rates, calculated as the percentage change 365

post-M&A, serve as indicators of financial and mar- 366

ket performance, reflecting enhanced profitability 367

and value creation. 368

ROA measures a company’s efficiency in generat- 369

ing profits from its assets.A higher ROA indicates 370

effective asset management and operational perfor- 371

mance. 372

ROA =
Net Income
Total Assets

(1) 373
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Method ROA ROE Tobin’s Q

R MSE MAE NDCG R MSE MAE NDCG R MSE MAE NDCG

Vanilla -0.072 0.025 0.129 0.573 -0.068 0.070 0.218 0.492 -0.018 57.872 6.530 0.854
CoT -0.142 0.018 0.094 0.497 -0.149 0.056 0.172 0.484 0.038 53.642 6.674 0.771
CoT-SC -0.110 0.067 0.234 0.701 -0.062 0.187 0.390 0.732 -0.098 39,903 4.740 0.544
Chain of Logic 0.058 0.012 0.084 0.831 0.044 0.031 0.126 0.755 0.035 80.710 8.473 0.725
React -0.082 0.015 0.096 0.566 -0.115 0.043 0.168 0.555 -0.043 68.871 7.609 0.527
M&A agent 0.254 0.008 0.077 0.844 0.333 0.041 0.147 0.864 0.095 63.124 7.263 0.807

Table 1: Performance of each method across three financial indicators, with four evaluation metrics reported for
each. Growth rate = (current year – post-merger year) / post-merger year.

where Net Income is profit after expenses and To-374

tal Assets includes all company resources.375

ROE assesses profitability relative to shareholders’376

equity. A higher ROE reflects strong returns for377

investors, signaling robust financial management.378

ROE =
Net Income
Total Equity

(2)379

where Total Equity is shareholders’ residual value380

after liabilities.381

Tobin’s Q reflects market expectations of future382

growth by comparing a firm’s market value to its383

asset replacement cost.A higher Tobin’s Q suggests384

strong market confidence in future growth.385

Tobin’s Q =
Market Value of Firm

Replacement Cost of Assets
(3)386

where Market Value is typically market capital-387

ization, and Replacement Cost approximates total388

assets.389

To assess the ability to accurately predict post-390

M&A performance and identify high-potential391

M&A events, we employ four metrics: Pear-392

son Correlation Coefficient(R), Mean Squared393

Error (MSE), Mean Absolute Error (MAE),394

and Normalized Discounted Cumulative Gain395

(NDCG). These metrics evaluate the precision and396

ranking quality of the system’s predictive scores397

against actual financial outcomes.398

Pearson Correlation Coefficient evaluates the399

linear relationship between predicted and actual400

growth rates, ranging from -1 to 1. A higher posi-401

tive coefficient indicates stronger alignment.402

R =

∑
(Xi − X̄)(Yi − Ȳ )√∑

(Xi − X̄)2
∑

(Yi − Ȳ )2
(4)403

MSE measures the average squared difference be-404

tween predicted and actual financial metric growth405

rates. Lower MSE signifies better prediction relia-406

bility.407

MSE =
1

n

n∑
i=1

(ŷi − yi)
2 (5)408

MAE quantifies the average absolute difference be- 409

tween predicted and actual financial metric growth 410

rates. Lower MAE indicates higher predictive ac- 411

curacy. 412

MAE =
1

n

n∑
i=1

|ŷi − yi| (6) 413

NDCG assesses the ranking quality of predicted 414

M&A events by comparing the system’s ranked list 415

to actual performance. Higher NDCG reflects bet- 416

ter identification of high-value M&A opportunities. 417

DCG@k =

k∑
i=1

reli
log2(i+ 1)

(7) 418

IDCG@k =

k∑
i=1

rel(ideal)
i

log2(i+ 1)
(8) 419

NDCG@k =
DCG@k

IDCG@k
(9) 420

where reli denotes the relevance score of the item 421

at position i, log2(i+ 1) is the positional discount 422

factor, and rel(ideal)
i represents the relevance score 423

under ideal ranking. The mapping from finan- 424

cial growth to reli is provided in Appendix C. 425

NDCG@k quantifies ranking quality by normal- 426

izing DCG@k against IDCG@k, where 1 indi- 427

cates perfect alignment with the ideal order.We 428

use k = 5 in our evaluation. 429

4.1.3 Baselines 430

We compare M&A evaluation system against the 431

following baselines: 432

Vanilla We use gpt-3.5-0125 with few-shot 433

prompting as the vanilla model. 434

CoT (Wei et al., 2023) improves reasoning by 435

prompting models to break down complex prob- 436

lems into sequential, logical steps. Each step is 437

addressed explicitly, building toward a final answer 438

through structured reasoning. 439

CoT-SC (Wang et al., 2023) enhances reasoning by 440

prompting models to systematically evaluate their 441
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own responses. It involves decomposing a problem442

into logical steps, generating an initial answer, and443

then critically assessing its accuracy, completeness,444

and coherence. Through iterative self-reflection,445

COT-SC refines outputs,446

Chain of Logic (Servantez et al., 2024) facilitates447

rule-based reasoning by breaking down complex448

rules into individual elements, addressing each el-449

ement systematically, and combining them via a450

logical expression to derive the final answer.451

ReAct (Yao et al., 2023) This system enables the452

agent to improve its actions based on the outcomes453

of past activities.454

Figure 4: Left: 1,000 groups of 5 events each; selecting
the top 2 events is considered correct. Right: 1,000
groups of 10 events each; selecting the top 3 events is
considered correct.

4.2 Main Result455

Table 1 presents the performance comparison456

across different methods on three financial indi-457

cators: ROA, ROE, and Tobin’s Q. Our proposed458

M&A Agent consistently outperforms all baselines459

across nearly all metrics, demonstrating superior460

predictive accuracy and ranking quality. It achieves461

the highest correlation scores (R), lowest error rates462

(MSE and MAE), and the best NDCG values in463

most cases. For example, in the ROE prediction464

task, the M&A agent achieves an R of 0.333 and465

an NDCG of 0.864—substantially higher than the466

second-best method. Similar advantages are ob-467

served on ROA and Tobin’s Q, confirming the ro-468

bustness and effectiveness of our agent in capturing469

complex patterns in M&A events. These results470

highlight the value of incorporating simulation-471

based decision processes into financial event model-472

ing. Performance on Tobin’s Q, while still competi-473

tive, is less stable across systems, as the indicator’s474

complexity makes its trend harder to capture.475

Performance on Tobin’s Q, while still competi-476

tive, is less consistent across systems. This is likely477

due to the abstract and multifactorial nature of To-478

bin’s Q, which incorporates both market valuations479

and asset structures. Such complexity makes it480

inherently difficult to capture meaningful trends. 481

Consequently, scoring results on this metric tend 482

to exhibit greater randomness, with less clear sep- 483

aration between methods compared to ROA and 484

ROE. 485

4.3 Ablation Result 486

Model R MSE MAE NDCG

w/o board 0.096 0.285 0.438 0.732

w/o negotiation 0.076 0.390 0.538 0.677

w/o regulatory 0.091 0.315 0.477 0.722

complete agent 0.228 0.277 0.435 0.838

Table 2: Results of the ablation study. Each metric rep-
resents the average performance across three financial
indicators. Due to the large difference in scale between
Tobin’s Q and the other indicators, we use the geometric
mean to compute the overall MAE and MSE. Detailed
results for each individual indicator are provided in Ap-
pendix D.

As shown in Table 2, all three components of our 487

proposed framework—board, negotiation, and reg- 488

ulatory—significantly enhance the agent’s ability 489

to assess M&A events, with the negotiation module 490

demonstrating the most pronounced effect. 491

How it works We believe that the M&A simu- 492

lations carried out by these components provide 493

the agent with meaningful information, rather than 494

purely fictitious or unreliable projections. While 495

the simulated outcomes may not exactly predict fu- 496

ture developments, they approximate the complex- 497

ity of real-world scenarios. Importantly, this pro- 498

cess generates additional decision signals—such 499

as negotiation outcomes, internal voting patterns, 500

and regulatory opinions—that are not present in the 501

original financial data but significantly enrich the 502

context for evaluation. The effectiveness of these 503

simulated signals is evidenced by the improved per- 504

formance of the agent in assessing M&A value, as 505

confirmed by the results of the ablation study. 506

The exceptional contribution of the negotiation 507

module, in particular, can be attributed to the rich- 508

ness and completeness of the information it of- 509

fers. In our simulation process, we enforced suc- 510

cessful negotiation as a requirement, which often 511

led to multiple rounds of negotiation in the sim- 512

ulated events. In contrast, the board module did 513

not require a majority approval, and the regulatory 514

module merely provided advisory opinions. This 515

variation in the quantity and quality of informa- 516
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tion across components is clearly reflected in their517

respective impacts on the overall framework per-518

formance.519

4.4 Discussion and Analysis520

Figure 5: Average financial growth rates of top-scoring
events by system. X-axis: years after merger; Y-axis:
average growth rate of financial indicators. Top: top 5
events; bottom: top 15. Growth rate = (current year –
first post-merger year) / first post-merger year.

To further evaluate the applicability and robust-521

ness of our framework in identifying high-potential522

M&A targets and assessing the value of M&A523

events, we conducted a robustness test using ran-524

domized event combinations. Specifically, we ran-525

domly grouped all collected M&A events into m526

combinations, each containing n events. For each527

group, if the top k events ranked by our framework528

also exhibited the highest average financial growth,529

the group was considered correctly identified. The530

accuracy comparison results are shown in Figure531

4.532

The results indicate that the M&A Agent’s evalu-533

ations generally align with actual event value. How-534

ever, when the number of candidate events becomes535

large, it becomes increasingly difficult to precisely536

distinguish the highest-potential events. We argue,537

however, that this does not undermine the frame-538

work’s overall effectiveness.539

To further illustrate this, we compare the average540

financial growth rates of the top k events selected541

by each system in Figure 5. Here, financial growth542

is computed relative to the first post-merger year,543

which serves as a baseline. This approach mini-544

mizes the influence of short-term fluctuations and545

emphasizes long-term performance trends, while546

also serving to test the robustness of our method 547

under different growth rate calculation methods. 548

Results show that the top five events selected by the 549

M&A Agent achieve the highest compound growth 550

rate four years after the merger, and the top fifteen 551

events reach their performance peak as early as the 552

second year post-merger—outperforming all other 553

systems. These findings strongly suggest that the 554

M&A Agent consistently assigns higher scores to 555

genuinely high-value, high-potential events. This 556

observation is also consistent with our NDCG eval- 557

uation results. 558

These experimental results align with our expec- 559

tations. The newly generated information from the 560

simulation proves to be effective. Based on this, 561

we argue that when agents operate with the same 562

information and under the same environmental con- 563

ditions as humans, their behaviors tend to converge 564

with human decision-making patterns. This be- 565

havioral similarity reinforces our confidence in the 566

validity of using agent-based simulations for strate- 567

gic tasks. We believe that large language models 568

and intelligent agents possess the capability to as- 569

sist decision-makers in strategy formulation and 570

even anticipate possible future developments. 571

5 Conclusion 572

This work introduces a multi-agent framework that 573

simulate real-world processes in M&A decisions. 574

A key feature of the framework is its ability to 575

generate new information through structured sim- 576

ulation, rather than relying solely on existing data. 577

This expands the scope of language model appli- 578

cations from static prediction to dynamic scenario 579

reasoning. The approach offers potential value for 580

both AI research on decision-making and empirical 581

studies of complex economic events. 582

Ethics Statement 583

In this work, we ensured ethical compliance 584

by exclusively using publicly available academic 585

datasets, strictly avoiding any private or sensitive 586

data. The licenses and terms of use for all datasets 587

and artifacts were reviewed and respected. Our 588

use of these existing artifacts aligns with their in- 589

tended purposes as specified by their licenses. Fur- 590

thermore, the framework we developed is intended 591

solely for academic research and complies with the 592

original access conditions. Any derivative data gen- 593

erated for research purposes is used strictly within 594

the scope of academic research and not beyond. 595
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AI tools were employed solely to enhance the596

clarity and correctness of the writing, without con-597

tributing to the generation of content or ideas,598

thereby maintaining the originality and integrity599

of the research.600

Limitations601

We acknowledge several limitations of our current602

research:603

• While the agent-based system is capable of604

capturing the trend changes in financial indi-605

cators such as ROA and ROE, it still struggles606

to assess variations in more abstract market-607

based metrics like Tobin’s Q. These metrics608

reflect investors’ expectations and market per-609

ceptions, which are influenced by broader610

macroeconomic conditions and intangible fac-611

tors such as market sentiment, brand value, or612

innovation potential—elements that are diffi-613

cult to simulate purely through agent interac-614

tions.615

• The current framework models agent behavior616

using general decision rules rather than incor-617

porating more nuanced individual traits such618

as personality, risk preference, or strategic619

style—particularly for CEO agents. However,620

adding such complexity would lead to signif-621

icantly increased modeling costs and longer622

simulation times, which may not be practical623

at scale.624

• Our framework is intended for research pur-625

poses and may not capture all real-world vari-626

ables affecting M&A outcomes. If used be-627

yond its intended scope, such as in high-stakes628

financial decision-making without expert vali-629

dation, the system’s recommendations could630

be misinterpreted or overtrusted, leading to631

suboptimal decisions.632
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A.1 CFO Agent 880

System Prompt: 881

You are an experienced financial analyst acting on 882

behalf of your company. The company is preparing 883

for an M&A negotiation. Based on the financial 884

data of your own company and the buyer or seller, 885

along with the information about the deal target, 886

please provide your recommendation. Keep your 887

response as concise as possible. 888

User Prompt: 889

Please analyze the financial condition of the follow- 890

ing companies and provide your recommendation: 891

Buyer Company Name: {buyer_company_name} 892

Financial Data: {buyer_financial_data} 893

Seller Company Name: {seller_company_name} 894

Financial Data: {seller_financial_data} 895

Target: {target_details} 896

A.2 CEO Agent 897

System Prompt: 898

You are an experienced M&A negotiation expert, 899

acting on behalf of {buyer_company_name} or 900

{seller_company_name}. Your task is to conduct 901

negotiations with the opposing party to maximize 902

your company’s interests. 903

User Prompt: 904

The CFO has provided the following financial anal- 905

ysis: 906

{cfo_report} 907

Multiple negotiation rounds have taken place. The 908

conversation history is provided below: 909

{Round1} 910

{Round2} 911

912

A.3 Board Member Agent 913

System Prompt: 914

You are an experienced corporate board member. 915
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Method ROA ROE Tobin’s Q

R MSE MAE NDCG R MSE MAE NDCG R MSE MAE NDCG

M&A Agent 0.254 0.008 0.077 0.844 0.333 0.041 0.147 0.864 0.095 63.124 7.263 0.807
w/o negotiation 0.036 0.015 0.106 0.648 0.065 0.042 0.158 0.592 0.126 5.894 9.292 0.791
w/o board 0.133 0.009 0.082 0.813 0.152 0.033 0.124 0.821 0.004 76.224 8.296 0.563
w/o regulatory 0.109 0.010 0.090 0.771 0.099 0.039 0.147 0.789 0.065 77.502 8.215 0.608

Table 3: Performance of ablation variants across three financial indicators.

Your role is to vote on the outcome of an M&A916

negotiation.917

User Prompt:918

You are {member_name}, a board member repre-919

senting the {company_side}. Please vote (approve920

or reject) on the following negotiation outcome and921

explain your reasoning.922

Negotiation Summary: {negotiation_result}923

A.4 Evaluation Committee Agent924

Proposal-Creation Agent925

System Prompt:926

You are {member_name}, a member of the evalua-927

tion committee and an experienced expert in M&A928

assessment. Based on the information provided,929

conduct a comprehensive evaluation of the transac-930

tion and assign an overall score (1–5) reflecting the931

potential for post-merger growth in metrics such as932

ROE, ROA, and Tobin’s Q.933

User Prompt:934

Please conduct a comprehensive evaluation of the935

following M&A transaction. You may define your936

own evaluation criteria and scoring formula. Pro-937

vide a total score from 1 to 5 (5 being the highest),938

along with detailed reasoning.939

Buyer: {buyer_name}940

Seller: {seller_name}941

Negotiation Process: {Negotiation Result}942

Board Voting Results: {Boder Vote Result}943

Regulatory Review Result: {review_content}944

Committee Vote History:945

{Committee Vote History}946

You may consider dimensions such as strategic947

fit, financial benefits, integration feasibility, and948

risk level, but you are free to choose your own949

factors and assign weights accordingly. Clearly950

explain your formula, weight choices, and scoring951

rationale.952

Please output the result in JSON format953

including the following fields: total_score,954

scoring_formula, weight_explanation, and955

evaluation_reason.956

Voting Agent 957

System Prompt: 958

You are a member of the evaluation committee. 959

Your task is to vote on another member’s proposed 960

score for an M&A transaction, based on whether 961

you believe it accurately reflects the buyer’s poten- 962

tial for post-merger financial growth. 963

User Prompt: 964

Please vote to approve or reject the following eval- 965

uation proposal: 966

Buyer: {buyer_name} 967

Seller: {seller_name} 968

Proposed by: {member_name} 969

Total Score: {total_score} 970

Scoring Formula: {scoring_formula} 971

Weight Explanation: {weight_explanation} 972

Evaluation Reason: {evaluation_reason} 973

Please cast your vote (approve or reject) and pro- 974

vide a brief explanation. 975

B Data Deatail 976

The dataset contains both financial and event-level 977

information. Financial variables include account- 978

ing period, total assets, total liabilities, total eq- 979

uity, operating revenue, net profit, R&D investment 980

ratio, operating cash flow, investment cash flow, 981

financing cash flow, debt-to-assets ratio, return 982

on equity (ROE), and price-earnings ratio (P/E). 983

Event-related variables comprise source of funding, 984

merger type, restructuring type, regional classifica- 985

tion (domestic or cross-regional), cross-province 986

and cross-city indicators, related-party status, ma- 987

jor restructuring status, and involvement of intel- 988

lectual property. Additionally, the dataset includes 989

company profiles such as business scope, all of 990

which are recorded in Chinese. 991

C NDCG 992

The mapping between financial growth percentiles 993

and NDCG scores is shown in table 4. 994
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Mapped Score Percentile Range

5.0 Top 12.5%
4.5 75.0–87.5%
4.0 62.5–75.0%
3.5 50.0–62.5%
3.0 37.5–50.0%
2.5 25.0–37.5%
2.0 12.5–25.0%
1.0 Bottom 12.5%

Table 4: Mapping of NDCG Evaluation Scores Based
on Percentile Rankings of Financial Growth Rates.

D Ablation Detail995

Detailed results are presented in Table 3.996
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