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Abstract

To alleviate the problem of structured001
databases’ limited coverage, recent task-002
oriented dialogue systems incorporate external003
unstructured knowledge to guide the generation004
of system responses. However, these usually005
use word or sentence level similarities to detect006
the relevant knowledge context, which only par-007
tially captures the topical level relevance. In008
this paper, we examine how to better integrate009
topical information in knowledge grounded010
task-oriented dialogue and propose “Topic-011
Aware Response Generation” (TARG), an end-012
to-end response generation model. TARG in-013
corporates multiple topic-aware attention mech-014
anisms to derive the importance weighting015
scheme over dialogue utterances and external016
knowledge sources towards a better understand-017
ing of the dialogue history. Experimental re-018
sults indicate that TARG achieves state-of-the-019
art performance in knowledge selection and020
response generation, outperforming previous021
state-of-the-art by 3.2, 3.6, and 4.2 points in022
EM, F1 and BLEU-4 respectively on Doc2Dial,023
and performing comparably with previous work024
on DSTC9; both being knowledge-grounded025
task-oriented dialogue datasets.1026

1 Introduction027

Task-oriented (or goal-oriented) dialogue systems028

aim to accomplish a particular task (e.g. book a ta-029

ble, provide information) through natural language030

conversation with a user. The system’s available ac-031

tions are often described by a pre-defined domain-032

specific schema while relevant knowledge is re-033

trieved from stuctured databases or APIs (Rastogi034

et al., 2020). As such, task-oriented dialogue sys-035

tems are often limited on which actions can be036

taken and what information can be retrieved (Kim037

et al., 2020). To relax these restrictions, some di-038

alogue systems (also referred to as goal-oriented039

chatbots) adopt open-domain language that is by040

1Code will be made public on the paper’s acceptance.

How do I apply for disability
benefits?

You should apply for benefits as
soon as you become disabled.

Are you interested in applying now?
No, I don't think I am ready.

Do you have any documents or
publications that I can read?

We do, what are you interested in?
Applying online for disability
benefits?

I am wondering about if I don't have
enough work credits to be eligible
for disability. What should I do?

We do have some information on
page 5 of our Supplemental
Security Income SSI booklet.

Dialogue Turns

User

System

Topic: How You Apply
You should apply for disability
benefits as soon as you
become disabled. If you are
ready to apply now, you can :
complete your application
online, or call our toll.

Topic: Publications
Apply Online For Disability
Benefits, Disability Starter Kit,
Adult Disability Checklist, The
Appeals Process, Other
Disability Publications.

Topic: Application Is Denied
People who don't have enough
work credits may qualify for
Supplemental Security Income
SSI. Please read page 5 of our
Supplemental Security Income
SSI booklet.

Knowledge Candidates

Figure 1: An example of knowledge-grounded dialogue.

definition unconstrained by pre-defined actions 041

(Feng et al., 2020), and dynamically extract any 042

required knowledge from in-domain unstructured 043

collections in the form of entity descriptions, FAQs, 044

and documents. Access to external knowledge 045

sources has also been shown to help dialogue sys- 046

tems generate more specific and informative re- 047

sponses, which helps with the “common response” 048

problem (Zhang et al., 2018; Ren et al., 2020). 049

Figure 1 shows an example of a task-oriented 050

dialogue that exploits external unstructured knowl- 051

edge sources. Given a history of previous dialogue 052

turns, with each turn consisting of one user and 053

system utterance, and access to in-domain unstruc- 054

tured knowledge sources (either a document collec- 055

tion or a set of candidate facts), the dialogue system 056

needs to generate an appropriate system response 057

for the current turn. Recent research (Zhang et al., 058

2018; Ren et al., 2020) tackles the task by decom- 059

posing it into two sub-tasks: to initially determine 060

the relevant knowledge (if any) that needs to be 061

extracted/selected from external resources, and to 062

subsequently generate the response based on the 063

selected knowledge and the dialogue history. 064

When retrieving knowledge from unstructured 065

sources, different sources may need to be accessed 066
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in different dialogue turns; this is to be expected in067

most conversation scenarios. In the example of Fig-068

ure 1, the first turn is grounded on the first knowl-069

edge candidate, and subsequent turns are grounded070

on later candidates. If we consider that each knowl-071

edge source belongs to a different topic or domain072

(e.g. “how you apply”, “publications”, “application073

is denied” in our example), we can observe that as074

the knowledge selection shifts across sources dur-075

ing the course of the dialogue, a corresponding076

shift occurs between topics. Previous work has not077

actively exploited this, but we posit that attending078

the topic shifts in the dialogue history can provide079

signals that help distinguish relevant from irrele-080

vant sources for knowledge selection, and that such081

topical information can help the model derive an082

importance weighting scheme over the dialogue083

history for better response generation.084

In this paper, we model topic shifts in selected085

knowledge sources to improve topic-aware knowl-086

edge selection and response generation in task-087

oriented dialogue, and propose “Topic-Aware Re-088

sponse Generation” (TARG), an end-to-end model089

for knowledge selection and response generation.090

Our approach incorporates multiple topic-aware091

attention mechanisms to derive the importance092

weighting scheme over previous utterances and093

knowledge sources, aiming for a better understand-094

ing of the dialogue history. In addition, TARG is095

built on top of recent breakthroughs in language096

representation learning by finetuning on the pre-097

trained language model BART (Lewis et al., 2020).098

We conduct extensive experiments with two task-099

oriented dialogue datasets, namely Doc2Dial (Feng100

et al., 2020) and DSTC9 (Gunasekara et al., 2020).101

Our results indicate that TARG is able to accurately102

select the appropriate knowledge source, and as a103

result generate more relevant and fluent responses,104

outperforming previous state-of-the-art by 3.2, 3.6,105

and 4.2 points in EM, F1 and BLEU-4 respectively106

on Doc2Dial, and performing comparably with pre-107

vious work on DSTC9. Furthermore, we present108

an ablation study and a case study accompanied by109

analysis of the learned attention mechanisms.110

2 Related Work111

As we briefly mentioned in the introduction, the112

majority of previous work decomposed knowledge-113

grounded dialogue generation into two sub-tasks:114

knowledge selection and response generation.115

To determine the relevant candidate for knowl-116

edge selection, the use of keyword match- 117

ing (Ghazvininejad et al., 2018), information re- 118

trieval (Young et al., 2018) and entity diffusion (Liu 119

et al., 2018) methods have been proposed. More 120

specifically, keyword matching methods (Bordes 121

et al., 2017) focus on calculating a weight for each 122

keyword in the knowledge candidate and then de- 123

termine their relevance based on the weighted sum 124

of the keywords’ representations. On the other 125

hand, some information retrieval techniques com- 126

pute traditional tf-idf scores to detect the knowl- 127

edge candidate in the most relevant document to 128

the user’s query (Song et al., 2018; Dinan et al., 129

2018), while others leverage the power of neural 130

networks to learn a candidate ranking function di- 131

rectly through an end-to-end learning process (Yan 132

and Zhao, 2018; Zhao et al., 2019; Gu et al., 2019, 133

2020). Another approach uses entity diffusion net- 134

works (Wang et al., 2020) that perform fact match- 135

ing and knowledge diffusion to ground both knowl- 136

edge candidates and dialogues. 137

For response generation, the related work has 138

adapted both response retrieval and language gen- 139

eration approaches. Specifically for response re- 140

trieval, deep interaction networks (Sun et al., 2020) 141

have been employed to learn better-suited repre- 142

sentations to ground candidate responses against 143

external knowledge, while language generation ap- 144

proaches have been adapted to attend to ground 145

knowledge during inference (Peng et al., 2020), 146

with some further employing copy mechanisms 147

over both dialogue context and external knowl- 148

edge (Yavuz et al., 2019), or leveraging a reading 149

comprehension model to similarly extract relevant 150

spans (Qin et al., 2019; Wu et al., 2021). 151

Recently, pre-trained language models such as 152

BERT (Devlin et al., 2019) or RoBERTa (Liu et al., 153

2019), which have demonstrated significant im- 154

provements on numerous natural language process- 155

ing tasks, have also been applied to improve model 156

the semantic representation in knowledge selection 157

and response generation (Zhao et al., 2020; Li et al., 158

2020; Feng et al., 2020). Alternatively, other ap- 159

proaches combine the generative capability of auto- 160

regressive decoders such as GPT-2 (Budzianowski 161

and Vulić, 2019) or T5 (Raffel et al., 2020), to 162

better generate the system response. 163

Broader dialogue research has explored the topic- 164

aware signal present in the dialogue history, but 165

such work did not consider external knowledge nor 166

its topics. Briefly, Xing et al. (2017) proposed a 167
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Figure 2: Overview of Topic-Aware Response Generation (TARG).

topic-aware seq-to-seq approach for open-domain168

dialogue that attends over LDA topics inferred from169

the dialogue history, while Zhang et al. (2020) cal-170

culates the relevance between topic distributions171

of the dialogue history and the immediate context172

and attends over them to generate the next system173

response. In retrieval-based dialogue systems, Xu174

et al. (2021b) performs topic-aware segmentation175

of the context to better inform dialogue modeling.176

We briefly discuss more recent work in our ex-177

periments section, as we compare it against our178

approach. To the best of our knowledge no other179

work has explicitly modelled the topic shifts in both180

dialogue history and external knowledge to inform181

knowledge selection and response generation in182

knowledge-ground task-oriented dialogue systems.183

3 Our Approach184

As we mentioned in the introduction, our proposed185

approach (TARG) exploits topic-aware mecha-186

nisms to derive an importance weighting scheme187

over different utterances in the dialogue history,188

with the goal to better inform knowledge selection189

and response generation. For a brief overview of190

TARG, please consult Figure 2. The input in our191

task consists of the dialogue history of previous192

user and system utterances, and a set of external193

knowledge candidates (hereafter referred to as fac-194

toids for brevity). The goal is to generate the next195

system utterance in the dialogue, which may or may196

not be grounded in one of the factoids; some of the197

dialogue history utterances may also be grounded198

on factoids but not necessarily all of them are.199

Briefly, to generate the next turn’s system utter-200

ance, TARG initially generates BART-based repre-201

sentations for every previous user and system ut-202

terance in the dialogue history, for every available203

factoid, and for both utterances’ and factoids’ cor-204

responding topics. For each utterance / factoid pair, 205

TARG extracts matching features by calculating 206

feature interaction over their encoded representa- 207

tions. TARG subsequently weights the matching 208

features by topic-aware attention mechanisms, and 209

aggregates them in a tensor. Finally, a knowledge 210

selection layer outputs a relevance score over fac- 211

toids, and the decoder generates the system utter- 212

ance based on the most relevant factoid’s encoding. 213

3.1 Utterance and Factoid Encoder 214

We use a BART encoder to generate representations 215

for every utterance in the dialogue history (up to 216

a maximum history length) and factoid in external 217

knowledge. We similarly, but separately, generate 218

representations for their corresponding topics. Our 219

work assumes that the corresponding topic of fac- 220

toids can be derived in some way from the available 221

data, e.g. the topic can be interpreted as the title of 222

the factoid’s originating document or its annotated 223

domain. While we do not explore the possibility 224

in this paper, the topic could also potentially be in- 225

ferred using topic modelling techniques. The topic 226

of each utterances is considered the same as that 227

of their corresponding factoids (if any). Since not 228

all dialogue turns are necessarily grounded in ex- 229

ternal knowledge, in absence of a corresponding 230

factoid, the topic is set to a generic “non-relevant” 231

pseudo-topic. This process results in the seman- 232

tics and topic of every utterance or factoid being 233

represented explicitly by separate embeddings. 234

Specifically, in order to generate the seman- 235

tic embeddings su and sk of every utterance 236

and factoid respectively, the token sequence 237

X = ([CLS], x1, ..., xN , [SEP], [MODE], [CLS]) 238

is passed through a BART encoder, where the sub- 239

word tokens of the text are denoted as x1, ..., xN . 240

[CLS] and [SEP] are start-of-text/end-of-text 241
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and separator pseudo-tokens respectively, while242

[MODE] is one of [SYS]/[USER]/[KLG] to indicate243

whether the text belongs to a system utterance, user244

utterance, or factoid respectively. The state of the245

final [CLS] is used as the utterance’s / factoid’s246

semantic embedding. Similarly, to generate the247

topic embeddings tu and tk of every utterances248

and factoid, the BART encoder sequence input is249

T = ([CLS], x1, ..., xN , [SEP], [MODE], [POSIT],250

[CLS]), where [POSIT] is the position of the cor-251

responding dialogue history utterance (zero if the252

text belongs to a factoid). The state of the final253

[CLS] is used as the topic embedding.254

3.2 Topic-aware Attention255

In the next step, TARG calculates feature in-256

teractions over the semantic embeddings to ex-257

tract matching features, which are subsequently258

weighted by a number of topic-aware attention259

mechanisms. These attention mechanisms oper-260

ate over the topic embeddings of utterances and261

factoids to calculate topic-aware utterance / factoid262

pair matching representations. The motivation is263

to incorporate a more flexible way to weight and264

aggregate matching features of different dialogue265

history utterances with topic-aware attention, so266

that the model learns to better attend over them.267

Specifically, we design three different types of268

topic-aware attention that are calculated between269

each topic embedding tik, corresponding to the i-th270

factoid, and the topic embeddings of all utterances271

in dialogue history, as follows:272

273

Dot Product. We concatenate the utterance topic274

embeddings tu with the factoid topic embedding,275

and compute the dot product between parameter276

wd and the resulting vector:277

Ai
d = softmax(exp(wT

d [tu, t
i
k]),∀tu ∈ Tu) (1)278

279

Bilinear. We compute the bilinear interaction be-280

tween tu and tik and then normalize the result:281

Ai
b = softmax(exp(tuWbt

i
k), ∀tu ∈ Tu) (2)282

where Wb is a bilinear interaction matrix.283

284

Outer Product. We compute the outer product285

between tu and tik, then project this feature vector286

through a fully connected layer and a softmax:287

Ai
o = softmax(exp(wT

o (tu × tik),∀tu ∈ Tu) (3)288

where wo is a parameter and × is the outer product. 289

In parallel, we calculate the feature interaction 290

matrix Fi between the semantic embeddings of all 291

utterances sju and the factoid sik. Every row Fi,j of 292

Fi is calculated as follows: 293

Fi,j = vTf tanh(sjuWfs
iT
k + bf ) (4) 294

with Wf , bf , vf being model parameters. 295

To obtain a unified utterance / factoid pair rep- 296

resentation ki for each factoid i, we concatenate 297

the weighted sums of all utterances / factoid in- 298

teraction embeddings with the different attention 299

mechanisms. The final topic-aware utterance / fac- 300

toid pair representation across all factoids is K, 301

where the i-th column vector is ki: 302

ki = [AiT
d Fi, A

iT
b Fi, A

iT
o Fi] (5) 303

3.3 Relevant Knowledge Selection 304

For the purpose of knowledge selection, TARG 305

treats all external knowledge as a single document, 306

by simply concatenating all available factoids. To 307

account for the possibility that the system response 308

shouldn’t be grounded on any external knowledge, 309

a “non-relevant” pseudo-factoid is included. 310

The relevant knowledge selector takes the topic- 311

aware representations of these sequential factoids 312

as input and predicts a span over the overall docu- 313

ment that the system response should be grounded 314

on. Through this process, several knowledge candi- 315

dates may appear in the selected span. 316

The grounded span is derived by predicting the 317

start and the end indices of the span in the docu- 318

ment. We obtain the probability distribution of the 319

start index and end index over the entire document 320

by the following equations: 321

ps = softmax(W T
s K + bs), (6) 322

pe = softmax(W T
e K + be), (7) 323

where Ws, We, bs, be are trainable weight vectors. 324

3.4 System Response Generation 325

The system response generator decodes the re- 326

sponse by attending on the selected knowledge 327

span. Since the span may contain several factoids, 328

we first use a Convolution Neural Network (CNN) 329

to fuse the information. We apply this CNN even 330

when only a single factoid is present in the span 331

for consistency. The CNN receives the topic-aware 332
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Domain #Dials #Docs avg # per doc
tk sp p sec

ssa 1192 109 795 70 17 5
va 1330 138 818 70 20 9
dmv 1305 149 944 77 18 10
studentaid 966 91 1007 75 20 9
all 4793 487 888 73 18 8

Table 1: Number of dialogues, documents and average
number of content elements per document (tk: tokens,
sp: spans, p: paragraphs, sec: titled sections) per domain
in Doc2dial.

utterance / factoid pair embeddings of the selected333

span, and outputs the fusion embedding:334

f = CNN(Ks:e,:), (8)335

where s and e are the start and end indexes.336

We employ a BART decoder for the system re-337

sponse generator, which takes the fusion embed-338

ding f as its initial hidden state. At each decoding339

step t, the decoder receives the embedding of the340

previous item wt−1, and the previous hidden state341

ht−1, and produces the current hidden state ht:342

ht = BART(wt−1, ht−1). (9)343

A linear transformation layer produces the gen-344

erated word distribution pv over the vocabulary:345

346

pv = softmax(VWvht + bv), (10)347

where V is the word embeddings of the vocabulary,348

and Wv and bv are transformation parameters.349

3.5 Optimization350

During training, we optimize both the knowledge351

selector and response generator via their cross-352

entropy losses Ls, Lg respectively. We compute353

the joint loss L as follows:354

L = λ · Ls + (1− λ) · Lg, (11)355

where λ ∈ [0, 1] is a balance coefficient.356

4 Experiments357

4.1 Datasets358

We evaluate our proposed approach on two359

benchmark data sets on task-oriented dialogue:360

Doc2dial (Feng et al., 2020) and DSTC9 (Gu-361

nasekara et al., 2020). Doc2dial is a recently re-362

leased dataset with a withheld test set used for the363

Domain #Dials #Snippets #per-snip
tk sent

Hotel - 1219 9 1.00
Restaurant - 1650 7 1.00
Train - 26 15 1.20
Taxi - 5 19 1.15
all 10,438 2900 8 1.00

Table 2: Number of dialogues, snippets and average
number of content elements per snippet (tk: tokens,
sent: sentences) per domain in the DSTC9 dataset.

corresponding leaderboard, which includes conver- 364

sation dialogues between an assisting system and 365

an end user, with an accompanying set of docu- 366

ments wherein distinct factoids are clearly anno- 367

tated; further annotations indicate which dialogue 368

utterances are grounded on which factoids of the as- 369

sociated documents. The Doc2dial dataset includes 370

many cases of conversations that are grounded on 371

factoids from different documents. If we consider 372

the title of each document as a distinct topic, then 373

each of these conversations can be interpreted to 374

involve many interconnected topics under a general 375

inquiry, making it an ideal dataset for our approach. 376

The DSTC9 dataset also includes conversation 377

dialogues, but the external knowledge is in the form 378

of FAQ documents, in essence containing question 379

answering pairs on a specific domain; we consider 380

each pair as a distinct factoid and their domain as 381

the topic. In practice, these FAQs are to be used to 382

answer follow-up user questions that are out of the 383

coverage of a dialogue system’s database. Similarly 384

to Doc2Dial, we observe that the focused “topic” 385

in the DSTC9 dataset is also varied thoughout the 386

conversations. Table 1 and Table 2 presents the 387

statistics of the Doc2dial and DSTC9 datasets. 388

4.2 Baselines 389

In the following experiments, we compare our ap- 390

proach against previously published state-of-the-art 391

approaches on the Doc2dial and DSTC9 datasets. 392

We have not re-implemented these approaches, 393

but report their already published results for the 394

datasets for which they are available.2 395

396

Doc2Dial-baseline (Feng et al., 2020): This is the 397

baseline provided by the Doc2Dial challenge. It 398

consists of an extractive question answering model 399

2While there are better performing systems in the DSTC9
and Doc2Dial leaderboards, these are either not published, not
based on a single method, or exploit additional external data,
and thus are not directly comparable to this work.
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Knowledge Response

Model Selection Generation
MRR@5 Recall@5 BLEU-1 BLEU-2 BLEU-3 BLEU-4 ROUGE-1 ROUGE-2 ROUGE-L

Baseline 0.726 0.877 0.303 0.173 0.100 0.065 0.338 0.136 0.303
KDEAK 0.853 0.896 0.355 0.230 0.153 0.104 0.397 0.190 0.357
RADGE 0.937 0.966 0.350 0.217 0.135 0.089 0.393 0.175 0.355
EGR 0.894 0.934 0.361 0.226 0.140 0.096 0.397 0.179 0.353
TARG 0.935 0.972 0.366 0.224 0.156 0.111 0.408 0.183 0.360

Table 3: Performance of TARG and related work on the DSTC9 dataset; baseline refers to the DSTC9 provided
baseline. Numbers in bold denote best results in that metric.

Knowledge Response

Model Selection Generation
EM F1 BLEU-4

Baseline 37.2 52.9 17.7
JARS 42.1 57.8 -
CAiRE 45.7 60.1 22.3
RWTH 46.6 62.8 24.4
TARG 49.8 66.4 28.6

Table 4: Performance of TARG and related work on
the Doc2Dial dataset; baseline refers to the Doc2Dial
provided baseline. Numbers in bold denote best results
in that metric.

using a BERT (Devlin et al., 2019) encoder to pre-400

dict the grounding span in the document and a401

BART model to generate system responses.402

JARS (Khosla et al., 2021): A transformer-403

based (Lan et al., 2019) extractive question-404

answering model that extracts relevant spans from405

the documents. They focus on knowledge selection406

and do not perform response generation.407

CAiRE (Xu et al., 2021a): An ensemble approach408

of fine-tuned RoBERTa (Liu et al., 2019) models,409

trained with a meta-learning objective over data-410

augmented datasets.411

RWTH (Daheim et al., 2021): They use a biaffine412

classifier to model spans, followed by an ensemble413

for knowledge selection, and a cascaded model that414

grounds the response prediction on the predicted415

span for response generation.416

DSTC9-baseline (Gunasekara et al., 2020): The417

baseline provided by the DSTC9 challenge is a418

response generation model obtained by fine-tuning419

the GPT-2 (Budzianowski and Vulić, 2019) model420

with a standard language modeling objective.421

KDEAK (Chaudhary et al., 2021): A model which422

formulates knowledge selection as a factorized re-423

trieval problem with three modules performing do-424

main, entity and knowledge level analyses. The425

response is generated using a GPT-2 model attend-426

ing on any relevant retrieved knowledge.427

RADGE (Tang et al., 2021): A multi-task method 428

that exploits correlations between dialogue history 429

and keywords extracted from the API through fine- 430

tuning a sequence of ELECTRA models (Clark 431

et al., 2020). 432

EGR (Bae et al., 2021): An approach that uses rele- 433

vance similarity to score factoids, and later reranks 434

them with a rule-based algorithm based on entity 435

names parsed from the dialogue. The response is 436

generated with a BART model. 437

4.3 Evaluation Measures 438

We make use of the following automatic evaluation 439

metrics in our experiments. For each dataset, we 440

calculate the metrics used by the respective chal- 441

lenges for consistency. 442

Exact Match (EM): This measures what part of 443

the predicted knowledge span matches the ground 444

truth factoid exactly. 445

Token-Level F1: We cast the predicted spans and 446

ground truth factoids as bags of tokens, and com- 447

pute F1 between them. 448

MRR@5: A metric based on the rank of the first 449

ground truth factoid in a system’s top-5 ranking. 450

Recall@5: This metric counts how many ground 451

truth factoids occur in a system’s top-5 ranking. 452

BLEU-X (Papineni et al., 2002): BLEU-X esti- 453

mates a generated response’s via measuring its n- 454

gram precision against the ground truth. X denotes 455

the maximum size of the considered n-grams (i.e. 456

unigrams, bigrams, trigrams, 4-grams). 457

ROUGE-X (Lin, 2004): ROUGE-X measures n- 458

gram recall between generated and ground truth 459

response. ROUGE-L measures the longest com- 460

mon word subsequence. 461

4.4 Implementation Details 462

We use a pre-trained BART-base model to encode 463

utterances and factoids. The max sentence length 464

is set to 50 and the max number of dialogue turns 465

is set to 15. The hidden size of attentions are all 466
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Doc2dial DSTC9

Figure 3: Ablation study for knowledge selection.

Doc2Dial DSTC9

Figure 4: Ablation study for response generation.

set to 768. The size of the convolution and pooling467

kernels are set to (3, 3, 3). The joint loss λ is 0.5.468

The dropout probability is 0.1. The batch size is469

set to 8. We optimize with Adam and an initial470

learning rate of 3e-5.471

4.5 Experimental Results472

Table 3 and Tables 4 show our results on DSTC9473

and Doc2Dial respectively. Observe that TARG474

performs significantly better than related work in475

both knowledge selection and response generation476

on the Doc2dial dataset, outperforming the second477

best system by 3.2, 3.6, and 4.2 points in EM, F1478

and BLEU-4 respectively.479

On the DSTC9 dataset, TARG outperforms the480

related work in most metrics, though by narrow481

margins. Due to the smaller differences, we con-482

sider TARG to be performing on par with state-483

of-the-art on DSTC9. The performance gains of484

TARG can be explained by the topic-aware mecha-485

nism as it provides a more flexible way to weight486

and aggregate different dialogue history turns. This487

indicates that better understanding of the dialogue488

history is crucial for predicting the relevant factoids489

and generating a reasonable response.490

5 Discussion491

5.1 Ablation Study492

Here we conduct an ablation study of TARG, to493

explore the effects of the BART model, topic-aware494

attention, as well as the different topic attention495

mechanisms. The results indicate that all these496

mechanisms are necessary to the performance of497

knowledge selection and response generation.498

Knowledge Response

Model Selection Generation
EM F1 BLEU

TARG-dot 0.468 0.642 0.261
TARG-bilinear 0.481 0.652 0.268
TARG-outer 0.489 0.655 0.275
TARG 0.498 0.664 0.286

Table 5: Ablation study over different attention mecha-
nisms on knowledge selection and response generation.

Effect of BART: To investigate the effectiveness 499

of using BART in the utterance / factoid encoder 500

and system response generator, we replace BART 501

with a bi-directional LSTM and rerun the model for 502

Doc2dial and DSTC9. As shown in Figures 3 and 503

4, the performance of the BiLSTM-based model 504

TARG-w/oBART decreases significantly in knowl- 505

edge selection, and especially in response genera- 506

tion as is indicated by the drop in BLEU. As ex- 507

pected, this indicates that the BART model can 508

create and utilize more accurate representations for 509

dialogue history and unstructured knowledge. 510

Effect of topic-aware attention: Next we remove 511

the topic-aware attention mechanisms (TARG- 512

w/oAtt). Figures 3 and 4 again show that the 513

respective performances deteriorate considerably. 514

This shows that topic-aware attention helps derive 515

an important weighting scheme over the utterances 516

leading to better understanding of dialogue history. 517

Effect of topic attention mechanisms: Here we 518

compare TARG against TARG-dot, TARG-bilinear, 519

and TARG-outer which use exclusively doc prod- 520

uct attention, bilinear attention, and outer product 521

attention respectively. Table 5 shows that doc prod- 522

uct attention underperforms compared to bilinear 523

and outer product attention while bilinear atten- 524

tion’s performance is comparable with outer prod- 525

uct attention. In addition, any isolated attention 526

mechanism performs considerably worse than their 527

fusion, supporting its utilization. We conjecture 528

that this is due to how different attention mecha- 529

nisms focus on different topic features. 530

5.2 Case Study 531

Consult Figure 5 for a case study from the 532

Doc2Dial dataset. On the top of the Figure are 533

the previous turns of dialogue history, while on 534

the right is a subset of the available factoids. We 535

can observe how the topic changes throughout the 536

turns of dialogue history (by consulting the cor- 537

responding factoid topic), from “Exploring Your 538
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Dialogue History Turns

U1 U: I wanted to know about career options. 

S1 S: Do you love working with animals?

U2 U: No, what else you got? 

S2 S: Do you like working with computers?

U3 U: I use them but wouldn't care to work on computer related things. Do you have any info for 
the parents to look at? 

S3 S: Is this information for a parent that is planning ahead for a child's higher education?

U4 U: yes it is. 

S4 S: We have resources for parents to learn more about saving early, and finding tax breaks.

U5 U: Do you have any info on how college can help me?

Generated Response

Ground Truth Yes, you can look at our Reasons to Attend a College or Career School 
section.

TARG Please look at Reasons to Attend a College or Career School.

RWTH Yes, Budgeting Resources for Parents of Students.

Doc2Dial-baseline Review our resources for parents.

Knowledge Candidates (Factoids)

Topic Context

K1 Exploring 
Your 
Career 
Options

Love working with 
animals? How about 
computers? Find 
possible careers to 
match your interests. 

K2 Resources 
for Parents 
of 
Students

Are you a parent 
planning ahead for your 
child s higher 
education? Review our 
resources for parents to 
learn more about saving 
early, and finding tax 
breaks.

K3 Preparing 
for 
College

Check out Reasons to 
Attend a College or 
Career School. 
Learning About 
Budgeting Resources 
for Parents of Students.

Figure 5: Case study on Doc2Dial. Dialogue history turns are grounded to knowledge candidates of the same color.
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U1
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0.16

Dot Product Attention Bilinear Attention Outer Product Attention

Figure 6: Visualization of learned topic-aware attention
of dialogue history utterances U-X and S-X (for user and
system utterance) for each factoid K-X in the example
in Figure 5. Lighter spots mean higher attention scores.

Career Options" in turns 1 and 2, to “Resources for539

Parents of Students" in turns 3 and 4, and finally540

“Preparing for College" in turn 5.541

On the bottom of Figure 5, we present re-542

sponses generated by our proposed model TARG,543

the best of the previous work RWTH, the Doc2Dial-544

baseline, and the ground truth. Observing the545

responses and comparing with the ground truth,546

RWTH and the Doc2Dial-baselines seem to gener-547

ate irrelevant responses, picking the wrong factoids548

from the candidates on the right, i.e. “Budgeting549

Resources for Parents of Students" and “Review550

our resources for parents". TARG generates the551

more relevant and fluent response of the three, as552

its topic-aware attention informs knowledge selec-553

tion to pick the factoid that more naturally follows554

the dialogue history, i.e. “Reasons to Attend a555

College or Career School”. Furthermore, TARG’s556

BART decoder ensures the fluency of the output. 557

Figure 6 presents a visualization of TARG’s 558

learned topic-aware attention over the dialogue ut- 559

terances and factoids of the case study. This in- 560

cludes Dot Product Attention, Bilinear Attention, 561

and Outer Product Attention. We can see that topic- 562

aware attention captures reasonable dialogue utter- 563

ance weights for each factoid, with the weighing 564

moving from topic K1 to K2 and to K3 as attentions 565

are calculated over the dialogue history utterances. 566

This supports our claim that modeling the topic 567

shifts can be helpful for knowledge selection, and 568

consequently response generation, through better 569

understanding of the dialogue history. 570

6 Conclusion 571

In this paper, we proposed TARG: “Topic-Aware 572

Response Generation”, a topic-aware model which 573

incorporates multiple topic-aware attention mecha- 574

nisms to derive the importance weighting scheme 575

over both dialogue utterances and unstructured ex- 576

ternal knowledge, and through that facilitate bet- 577

ter dialogue history understanding. Our proposed 578

method achieves state-of-the-art results in both 579

knowledge selection and response generation, out- 580

performing previous state-of-the-art by 3.2, 3.6, 581

and 4.2 points in EM, F1 and BLEU-4 respectively 582

on Doc2Dial, and performing comparably with pre- 583

vious work on DSTC9. To provide further insights, 584

we also presented an ablation study of our model 585

that supported the importance of our method’s vari- 586

ous components, and discussed a case study accom- 587

panied by an analysis of the attention mechanisms. 588
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