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Abstract

The translation of idiomatic expressions of-001
ten results in misunderstandings and inaccu-002
racies, affecting both everyday communica-003
tion and machine translation. This paper in-004
troduces Idiom-aware Translation (IDIAT), a005
novel framework designed to enhance idiomatic006
translation. As part of this work, we curate a007
high-quality Vietnamese-English idiom collec-008
tion to provide contextual support for in-context009
learning (ICL) during translation. Addition-010
ally, we present the IDIAT evaluation bench-011
mark, which includes both idiomatic and non-012
idiomatic text pairs to assess general translation013
quality and idiomatic translation performance.014
By leveraging ICL in large language models,015
IDIAT enhances few-shot demonstrations with016
idiom and topic descriptions, improving trans-017
lation accuracy. Empirical results demonstrate018
that IDIAT outperforms traditional methods019
while requiring fewer data samples, and hu-020
man evaluations confirm its effectiveness. This021
work advances idiomatic translation and con-022
tributes to the development of culturally aware023
translation systems, paving the way for future024
research in low-resource languages. The ex-025
perimental data and code used in this paper are026
publicly available for research purposes1.027

1 Introduction028

Idiomatic expressions pose a significant challenge029

in real-life conversation and machine translation030

models (Ahmed and Saadoun, 2024; Vula and031

TyfekÃ, 2024). These expressions often carry032

meanings that are not directly translatable, lead-033

ing to potential misunderstandings and inaccura-034

cies. In the context of neural machine translation035

(NMT), idioms can result in translations that are036

either overly literal or miss the intended meaning037

entirely, thereby compromising the quality and flu-038

ency of the output (Aldelaa et al., 2024). This issue039

1https://anonymous.4open.science/r/IDiAT

is illustrated in Figure 1, which contrasts the short- 040

comings of literal translation with the effectiveness 041

of the idiomatic translation. 042

Recent advancements in large language models 043

(LLMs) have shown promise in addressing these 044

challenges. LLMs possess remarkable disambigua- 045

tion and contextual understanding abilities, allow- 046

ing them to generate translations more aligned with 047

human expectations (Xu et al., 2024; Zhang et al., 048

2023). Following that, the emergence of ICL has 049

transformed how language models approach tasks 050

by allowing them to learn from examples provided 051

within the input prompt, eliminating the need for 052

task-specific fine-tuning (Brown et al., 2020; Gao 053

et al., 2021). This general adaptability has shown 054

particular promise in addressing linguistic ambigu- 055

ity and enabling idiomatic translation, where few- 056

shot prompting helps models infer context-specific 057

meanings. For specific tasks such as translation, 058

the ability of ICL, which captures subtle language 059

features, is especially valuable and can potentially 060

enhance the generation performance. 061

Vietnamese is a tonal and analytic language char- 062

acterized by its rich vocabulary and complex syn- 063

tactic structures, reflecting the region’s cultural and 064

historical depth (Francis, 2023; Jamieson, 2023; 065

Tran, 2024). Among its linguistic features, idioms 066

are significant, often conveying figurative mean- 067

ings that extend beyond their literal interpretations 068

(Giang, 2023a,b; Hanh et al., 2023). Consequently, 069

translating these expressions based on their contex- 070

tual and cultural significance is crucial to achiev- 071

ing accurate and culturally resonant translations. 072

Nonetheless, existing translation approaches of- 073

ten fail to adequately address these rich linguistic 074

features, frequently prioritizing literal translations 075

over capturing the deeper cultural and contextual 076

nuances in the language. 077

To tackle the challenges of idiomatic transla- 078

tion, particularly in low-resource languages like 079

Vietnamese, we propose a novel framework called 080
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She is happy all day and full of energy.

It's true that laugh and grow fat

 Source text
Cô ấy vui vẻ cả ngày và tràn đầy năng lượng.

Đúng là cười và béo lên

 Translate literally

Cô ấy lúc nào cũng vui vẻ và đầy năng lượng.

Đúng là một nụ cười bằng mười thang thuốc bổ

 Translate with IDiAT

Figure 1: The Problem of Idiomatic Translation. While the literal translation of the idiom "laugh and grow fat"
produces an incorrect and unnatural result in Vietnamese, the IDIAT framework captures the idiomatic meaning,
yielding a culturally appropriate and accurate translation.

IDIAT. This harnesses the power of ICL in LLMs081

to convey the meanings of idioms in the target082

language accurately. IDIAT integrates three key083

components: few-shot demonstrations, idiom de-084

scriptions, and topic descriptions, which enhance085

translation performance, particularly for idiomatic086

expressions. By incorporating contextual informa-087

tion and relevant examples, IDIAT seeks to improve088

both the accuracy and fluency of translations, ad-089

dressing the shortcomings of traditional methods090

that often overlook the nuances of idiomatic lan-091

guage.092

The contributions of this work can be summa-093

rized in three main key points:094

• We introduce the IDIAT framework, which095

leverages the strengths of LLMs’ in-context096

learning to improve idiomatic translation.097

• We release the first evaluation benchmark098

specifically designed for idiom-aware transla-099

tion in Vietnamese-English. Also, we present100

a high-quality idiom collection with equiva-101

lent pairs.102

• We provide empirical evidence demonstrating103

the effectiveness of our approach in enhancing104

idiomatic translation through extensive exper-105

iments, showcasing significant improvements106

in translation quality across evaluation met-107

rics.108

2 Data Creation109

2.1 IDiAT Benchmark Evaluation110

Recognizing the scarcity of idiomatic expressions111

in existing Vietnamese-English translation evalua-112

tion datasets, we develop a high-quality evaluation113

Source Have idiom No idiom

PhoMT (Doan et al., 2021) 181 664

Textbooks5 155 0

Total 336 664

Table 1: The distribution of 1,000 instances in the
IDIAT benchmark evaluation test set taken from PhoMT
dataset and some available Textbooks.

set to assess general translation performance and 114

idiomatic translation ability. To construct this set, 115

we first filter the test set from the PhoMT dataset 116

(Doan et al., 2021) to identify and select instances 117

containing idioms. Additionally, we enrich the 118

dataset by collecting more examples from official 119

bilingual Vietnamese-English idiom reference text- 120

books. The resulting evaluation set contains 1,000 121

samples, with their distribution detailed in Table 1. 122

2.2 Idiom Collection 123

Previous research on enhancing idiomatic trans- 124

lation, such as IdiomKB (Ghazvininejad et al., 125

2023), figured out that prioritizing context aware- 126

ness and using idiom descriptions in prompting 127

provides a more comprehensive understanding of 128

idiomatic expressions. Inspired by this, we propose 129

constructing a comprehensive collection of Viet- 130

namese idioms paired with their equivalent English 131

translations to be used for idiomatic translation 132

via ICL. The final dataset comprises 5,000 idiom 133

pairs6, each carefully validated to maintain equiv- 134

alency between the source and target languages. 135

This resource facilitates evaluation and contributes 136

6We crawled Vietnamese idioms and their equivalent En-
glish idioms from official bilingual Vi-En textbooks of idioms.
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IDiAT Prompting Framework

Parallel

Data

Idiom

Collection

Topic

Generation

Retrieval

Exemplar

Selection

LLM

Exemplar

Generation

Generation Instructions          

Task and Input     

Topic Descriptions     

Idiom Descriptions     

Few-shot Demonstrations     

   Instructions:
   {instruction_1}
   {instruction_2} 
   ...

   Instructions:

   1. Directly respond to the translation in Vietnamese, which is translated from the given 

   English input.

   2. Do not include any additional explanations, comments, or other text outside the 

   translated text.

   Topic(s): perspective, failure, academic pressure

   Here are some examples:

   Source text in English: Don't blow things out of proportion. One bad essay won't ruin your

   degree.

   Target text in Vietnamese: Đừng làm quá mọi chuyện. Một bài luận tệ không làm hỏng

   bằng cấp của bạn.

   ...

   Source text in English: Stay calm, one poor essay doesn't determine your academic success.

   Target text in Vietnamese: Hãy bình tĩnh, một bài luận kém không quyết định sự thành công 

   trong học tập của bạn.

   Topic(s): {topic1}, {topic2}, {topic3}, ...

Prompt Sample: English→Vietnamese

   Here are some examples:

   Source text in {src_lang}: {src_text1}

   Target text in {tgt_lang}: {tgt_text1}

   ...

   Source text in {src_lang}: {src_text5}

   Target text in {tgt_lang}: {tgt_text5}

   {src_idiom} can be translated into

   {tgt_idiom1} or {tgt_idiom2}, ...

   Translate this from {src_lang} into {tgt_lang}.

   Input: {src_intput_text}

LLM

   "make a mountain out of a molehill" can be translated into "chuyện bé xé ra to".

   Translate this from English into Vietnamese.

   Input: You don't make a mountain out of a molehill. You wrote one bad essay - it doesn't 

   mean you're going to fail your degree.

Figure 2: The IDIAT Prompting Framework consists of five key components: (1) Task and Input, which defines the
task and input for the LLM; (2) Few-shot Demonstrations, providing exemplar translations to guide the model; (3)
Idiom Descriptions, offering idiomatic translations for nuanced understanding; (4) Topic Descriptions, outlining
contextual topics for relevance; and (5) Generation Instructions, detailing specific instructions for the output.

to advancing research on idiomatic translation for137

low-resource language pairs.138

3 IDiAT: Idiom-aware Translation139

In this study, we propose IDIAT, a framework de-140

signed to enhance translation performance and its141

ability to translate idiomatic expressions by inte-142

grating various components that provide contextual143

understanding and guidance for the translation pro-144

cess. Figure 2 illustrates the entire framework,145

highlighting the flow of information between its146

key components.147

3.1 Few-shot Demonstrations148

The term few-shot demonstrations is recognized as149

a crucial component of the prompt, guiding LLMs150

to generate accurate outputs. Moreover, various151

exemplar selection techniques can impact the per-152

formance of LLMs (Gupta et al., 2023; Ye et al.,153

2023; Liu et al., 2024). This work explores multiple154

exemplar selection approaches, including Random155

Sampling, SBERT Similarity Ranking, and BM25156

Ranking, to retrieve relevant examples from a large-157

scale existing dataset. Moreover, inspired by the158

chain-of-thought prompting technique (Wang et al.,159

2023; Wei et al., 2022b; Chu et al., 2024), which160

has proven effective in expanding the prompt con-161

text through LLMs themselves, we ask LLMs to162

generate relevant samples to assess their language163

understanding capabilities.164

• Random Sampling. This method randomly165

selects a subset of translation examples from a166

larger dataset, which, while simple, can intro-167

duce variability in quality depending on the 168

examples chosen. 169

• SBERT Similarity Ranking. This ap- 170

proach uses Sentence Transformers (SBERT) 171

(Reimers et al., 2019) to compute semantic 172

similarity scores between the input text and 173

potential demonstration examples, enabling 174

the model to rank and leverage the most rele- 175

vant translation pairs to inform its output. 176

• BM25 Ranking (Robertson et al., 2009) is a 177

probabilistic retrieval model that ranks doc- 178

uments based on their relevance to a query. 179

In this context, it ranks translation examples 180

based on their similarity to the input text, en- 181

suring that the most contextually appropriate 182

examples are presented to the LLM prompt. 183

• LLM-generated Demonstrations. This 184

method involves generating demonstration ex- 185

amples using the LLM itself. By prompting 186

the model to create its examples, we can ob- 187

tain tailored translations that reflect its under- 188

standing of idiomatic expressions. 189

3.2 Idiom Descriptions 190

Using dictionaries as references (Lu et al., 2024) 191

for prompting has proven effective in enhancing the 192

performance of LLMs in translation tasks. Specifi- 193

cally, including idiom descriptions has shown po- 194

tential in improving idiomatic translation and con- 195

text disambiguation (Li et al., 2024). In this re- 196

search, we implement two approaches: collection- 197

based idiom retrieval from a curated collection and 198
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using LLMs as generators for idiom meanings to199

leverage ICL for enhancing translation.200

First, the collection-based method includes three201

different techniques for retrieval, including:202

• Exact Matching. This method retrieves id-203

ioms matching the input idiom, ensuring pre-204

cise equivalence.205

• Fuzzy Matching with Threshold. This ap-206

proach retrieves similar idioms, not identical,207

using a similarity threshold7, making it suit-208

able for cases with idiom variants.209

• BM25 Ranking. Similar to its use in few-210

shot demonstrations, BM25 is employed here211

to rank idioms based on their relevance to212

the input idiom, facilitating the retrieval of213

contextually appropriate equivalents.214

In addition, on the target language side, since215

an idiom may have multiple equivalent expres-216

sions, we employ two strategies to incorporate these217

target-language idioms into the prompt.218

• Use All. This method retrieves all matching219

idioms from the collection and uses them in220

the translation prompt.221

• Use Top-1 by SBERT. This approach uses a222

multilingual Sentence Transformer (Reimers223

and Gurevych, 2020) to compute cross-lingual224

similarity between the source and target id-225

ioms, selecting the top-ranked equivalent226

based on similarity scores.227

For the idiom description generated by the LLM,228

we prompt the model to produce either the equiva-229

lent idiom in the target language or its literal trans-230

lation if no direct equivalent exists. This approach231

assesses the LLM’s ability to understand idiomatic232

expressions, particularly in low-resource languages233

like Vietnamese.234

3.3 Topic Descriptions235

He et al. (2024) demonstrated the effectiveness of236

using topic descriptions in prompting to enhance237

translation task performance. This approach out-238

lines the contextual topics relevant to the task, aid-239

ing the model in maintaining coherence and rel-240

evance in its output. By incorporating this com-241

ponent, the translations better align with the in-242

tended meaning, thereby improving the overall per-243

formance of LLMs in translation.244
7The threshold in this research is 0.7.

4 Experiments and Results 245

4.1 Settings 246

In this section, we outline the experimental settings 247

used to evaluate the performance of our proposed 248

framework, IDIAT, in the context of idiomatic 249

translation. 250

Model. We use GPT-4o-mini, a compact version 251

of GPT-4o (OpenAI et al., 2024), optimized for 252

efficiency and strong NLP performance. The tem- 253

perature is set at 0 for deterministic generations, 254

and the sequence length is capped at 2048. 255

Data. The evaluation is conducted on the IDIAT 256

benchmark dataset, described in Section 2, which 257

includes idioms and non-idioms sourced from the 258

PhoMT dataset and various textbooks. 259

An equivalent idiom collection is also con- 260

structed, containing 5,000 instances from special- 261

ized idiom textbooks. 262

For the few-shot demonstration retrieval in this 263

study, we use a subset of 100K instances of the 264

training set due to the large scale of the original 265

dataset, which causes computational inefficiencies 266

and extended processing times. 267

Topline. The current state-of-the-art for Vi↔En 268

translation is represented by the EnViT5-base 269

model (Ngo et al., 2022), which has been fine- 270

tuned on 4M+ English-Vietnamese parallel pairs. 271

This model serves as a benchmark for evaluating 272

the performance of our proposed methods. 273

Baseline. We employ zero-shot prompting for 274

the baseline. This approach allows us to assess the 275

performance of our model without any prior fine- 276

tuning on the specific idiomatic translation task nor 277

in-context content for the prompting, providing a 278

clear comparison against our proposed methods. 279

IDIAT. The proposed framework incorporates 280

several key components to improve the translation 281

performance of LLMs, particularly for idiomatic 282

translation. It is noteworthy that processes requir- 283

ing GPU computation are performed on a single 284

NVIDIA A6000. 285

4.2 Evaluation Metrics 286

Automated Metrics. To assess the translation per- 287

formance, we utilize two key metrics: sacreBLEU 288

(Post, 2018)8 and COMET (Rei et al., 2020). While 289

sacreBLEU focuses on measuring n-gram overlap 290

between the predictions and references, offering a 291

standard method for evaluating translation quality, 292

8https://github.com/mjpost/sacrebleu
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En→Vi Vi→En
All ✓idioms ✗idioms All ✓idioms ✗idiomsMethods

BLEU COMET BLEU COMET BLEU COMET BLEU COMET BLEU COMET BLEU COMET
Topline: Supervised Fine-tuning Sequence-to-Sequence Models
EnViT5-base 36.76 50.08 27.71 32.12 39.86 59.17 32.58 48.01 25.50 31.55 35.18 56.33
Baseline: Zero-shot Prompting with LLMs
Zero-shot Prompting 32.98 54.51 25.75 44.93 35.46 59.36 29.88 52.90 25.29 40.49 32.57 59.18
Proposed Methods: In-context Learning with LLMs
Component 1: Few-shot Demonstrations
Random Sampling 33.88 54.39 26.79 44.86 36.30 59.21 29.85 52.98 25.44 41.09 31.46 59.00
SBERT Ranking 33.54 54.30 26.51 44.94 35.97 59.04 30.02 52.85 25.48 39.98 31.67 59.36
BM25 Ranking 33.88 54.52 26.84 45.09 36.30 59.30 29.93 52.75 25.41 40.15 31.57 59.12
LLM Generation 31.00 53.03 24.51 43.89 33.30 57.66 32.35 58.11 27.63 43.78 34.07 65.36
Component 2: Idiom Descriptions

Exact Matching 34.31 57.00 30.96 52.36 31.27 54.99 30.48 46.72
Fuzzy Matching 34.35 57.08 31.11 52.57 31.27 55.05 30.49 46.88Use all retrieved idioms
BM25 Ranking 34.34 56.99 31.06 52.30 31.27 54.96 30.48 46.61
Exact Matching 34.43 56.67 31.40 51.36 31.16 54.80 30.07 46.15
Fuzzy Matching 34.40 56.69 31.30 51.41 31.16 54.81 30.07 46.16Use Top-1
BM25 Ranking 34.40 56.72 31.26 51.51 31.12 54.78 30.07 46.32

LLM Generation 33.23 53.28 26.59 41.26

N/A

30.44 53.57 27.34 42.49

N/A

Component 3: Topic Description
LLM Generation 33.77 55.10 26.65 46.17 36.22 59.62 29.67 53.31 25.17 41.73 31.32 59.17
IDIAT (with best retrieval approaches) 35.13 57.38 31.40 52.90 36.41 59.65 33.81 60.64 32.29 51.22 34.33 65.41

Table 2: Performance comparison on the IDIAT benchmark test set. Results are shown for all data ("All"), idiom-
containing subsets ("✓ idioms"), and non-idiom subsets ("✗ idioms"). Bolded values indicate the best-performing
method for each component tested across multiple approaches. Additionally, bolded results for IDIAT highlight
its superior performance over the baseline. Metrics include BLEU and COMET (higher is better). All results use
GPT-4o-mini. N/A indicates ("✗ idioms") prompts match the baseline due to excluded idiom descriptions.

COMET provides a deeper assessment of seman-293

tic alignment, making it particularly effective for294

capturing the nuances of idiomatic expressions.295

LLM-based Metric. Utilizing LLMs as evalua-296

tors for assessing the translation quality of idiom297

expressions across different language pairs has re-298

cently shown their benefits (Li et al., 2024). In299

this study, we report the GPT-score using the GPT-300

4o model as an evaluator on the IDiAT evaluation301

benchmark dataset9.302

Human-based Metric. To ensure comprehen-303

sive evaluation, we also conduct human evalua-304

tions to assess the translations. Each annotator is305

provided with detailed annotation guidelines, il-306

lustrated in Appendix B, and asked to select the307

best translation among three approaches (Topline,308

Baseline, and IDIAT). The results of this evaluation309

are averaged across annotators to provide a robust310

measure of translation quality.311

4.3 Results312

Table 2 summarizes our findings. We selected the313

best ICL method in IDIAT per translation direction314

based on the highest COMET score. The optimal315

integration is BM25 Ranking (Few-shot, En→Vi)316

or LLM Generation (Few-shot, Vi→En) + Use-all317

with Fuzzy Matching (Idiom) + (Topic).318

IDIAT outperforms the baseline in all sub-319

9We re-implement Li et al. (2024)’s prompt for the GPT-
score.

sets and both directions. The proposed frame- 320

work, IDIAT, consistently performs better than the 321

baseline zero-shot prompting method across all 322

evaluation metrics. For instance, in the En→Vi 323

direction, IDIAT achieves a BLEU score of 35.13 324

and a COMET score of 57.38, compared to the 325

baseline scores of 32.98 and 54.51, respectively. 326

Similarly, in the Vi→En direction, IDIAT scores 327

33.81 (BLEU) and 60.64 (COMET), significantly 328

surpassing the baseline scores of 29.88 and 52.90. 329

These results highlight the effectiveness of the 330

IDIAT framework, compared to those of the base- 331

line, in enhancing translation quality, particularly 332

for idiomatic expressions. 333

The addition of idiom descriptions benefits 334

LLMs in idiomatic translation. The experimental 335

results clearly demonstrate that including idiom de- 336

scriptions significantly enhances the performance 337

of the translation model for idiomatic expressions. 338

When examining the performance on instances that 339

contain idioms, we observe that all methods uti- 340

lizing idiom descriptions yield improved results 341

in both translation directions. For instance, the 342

BLEU score for idioms in the En→Vi direction 343

increases to 31.40 with IDIAT, compared to 27.71 344

for the topline model, indicating a substantial im- 345

provement. Similarly, in the Vi→En direction, the 346

BLEU score for idioms rises to 32.29, surpassing 347

the topline score of 25.50. 348

Moreover, the COMET scores also reflect sub- 349
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Methods

En→Vi Vi→En

All ✓idioms ✗idioms All ✓idioms ✗idioms

BLEU COMET BLEU COMET BLEU COMET BLEU COMET BLEU COMET BLEU COMET

Baseline 32.98 54.51 25.75 44.93 35.46 59.36 29.88 52.90 25.29 40.49 31.57 59.18

IDIAT 35.13 57.38 31.40 52.90 36.41 59.65 33.81 60.64 32.29 51.22 34.33 65.41

w/o few-shot 35.09 ↓0.04 57.70 ↑0.32 31.89 ↑0.49 54.31 ↑1.41 36.17 ↓0.24 59.42 ↓0.23 31.15 ↓2.66 55.60 ↓5.04 30.46 ↓1.83 47.95 ↓3.27 31.41 ↓2.92 59.47 ↓5.94

w/o idiom 33.89 ↓1.24 54.53 ↓2.85 26.77 ↓4.63 44.48 ↓8.42 - - 32.83 ↓0.98 58.30 ↓2.34 28.16 ↓4.13 44.48 ↓6.74 - -

w/o topic 34.82 ↓0.31 57.09 ↓0.29 31.18 ↓0.22 53.46 ↑0.56 36.06 ↓0.35 58.93 ↓0.72 33.72 ↓0.09 60.49 ↓0.15 32.32 ↑0.03 51.24 ↓0.02 34.19 ↓0.14 65.16 ↓0.25

Table 3: Ablation study results comparing BLEU and COMET scores across En↔Vi idiomatic translation tasks. The
study examines the impact of removing individual components from the IDIAT framework - few-shot demonstrations
(w/o few-shot), idiom descriptions (w/o idiom), and topic descriptions (w/o topic). Subscript values indicate
performance changes relative to the complete IDIAT, with ↓ for decreases and ↑ for improvements.

stantial gains. In the En→Vi direction, the COMET350

score reaches 52.90 with IDIAT, compared to 32.12351

(Topline), indicating a more substantial align-352

ment with human evaluators’ expectations. In the353

Vi→En direction, the COMET score for idioms354

improves to 32.29, exceeding the topline score of355

31.55.356

Even the method of using LLM-generated idiom357

descriptions, which typically show variability in358

performance, still benefits the translation perfor-359

mance. The BLEU score for the LLM-generated360

approach reaches 27.63 in the Vi→En direction,361

which is higher than the baseline zero-shot prompt-362

ing score of 25.29. This consistent improvement363

across all methods suggests that idiom descriptions364

provide critical contextual information that aids the365

model in understanding and accurately translating366

idiomatic expressions, which are often nuanced and367

context-dependent.368

LLMs show their effectiveness in generating369

human-like translation. The COMET scores for370

all cases of using the LLM across all methods371

consistently outperform the topline model, indi-372

cating that its translations are more accurate and373

closely aligned with human evaluators’ expecta-374

tions. Specifically, the COMET scores obtained375

by IDIAT in both En→Vi and Vi→En directions376

surpass the topline by 7.3 and 12.63, respectively.377

This further suggests that LLMs are capable of pro-378

ducing translations that feel natural and are contex-379

tually appropriate, surpassing traditional models in380

human-like quality.381

4.4 Ablation Study on Idiomatic Translation382

The ablation study in Table 3 highlights the contri-383

butions of each IDIAT framework component:384

w/o few-shot. Removing few-shot examples385

slightly lowers BLEU (En→Vi drops from 35.13386

to 35.09) but raises COMET (57.38 to 57.70). This387

suggests that while the few-shot demonstrations 388

contribute positively to overall performance, their 389

absence does not drastically hinder the model’s 390

ability to generate idiomatic translations, particu- 391

larly in terms of semantic alignment. However, the 392

BLEU score for idiomatic instances still slightly 393

increases, indicating that the model can still lever- 394

age its learned knowledge effectively even without 395

explicit few-shot examples. 396

w/o idiom. The removal of idiom descriptions re- 397

sults in a decrease across all metrics, indicating that 398

these descriptions are crucial for maintaining the 399

quality of idiomatic translations. This decline un- 400

derscores the importance of idiom descriptions in 401

providing the necessary context for accurate trans- 402

lation, as idioms often carry meanings that are not 403

directly translatable without additional context. 404

w/o topic. The removal of topic descriptions 405

causes slight performance declines in BLEU and 406

COMET, though the En→Vi COMET score in- 407

creases marginally. This could suggest that while 408

topic descriptions generally help maintain coher- 409

ence and relevance in translations, the model may 410

still perform adequately in terms of semantic simi- 411

larity without them. 412

5 Analysis and Discussions 413

We evaluate the proposed method using vari- 414

ous LLMs (0.5B–9B parameters) across different 415

model families, detailed in Appendix C. Addition- 416

ally, we apply our pipeline to multiple X↔English 417

pairs, including mid-resource (Korean, Japanese) 418

and low/extremely low-resource languages (Thai, 419

Finnish, Slovenian), with results in Appendix D. 420

Findings confirm IDIAT’s robustness, consistently 421

surpassing the baseline. This section further ana- 422

lyzes results via GPT-score, human evaluation, and 423

translation quality. 424
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Methods
GPT-score

En→Vi Vi→En

Topline with EnViT5-base 1.75 1.79

Baseline with Zero-shot Prompting 2.12 2.35

IDIAT (ours) 2.41 2.63

Table 4: Comparison of GPT-scores for translation
across three approaches. Scores are averaged across
the 100-sample set, with a scale of 1-3, where higher
scores indicate better translation quality.

Methods
Human Evaluation

En→Vi Vi→En

Topline with EnViT5-base 22.8 23.6

Baseline with Zero-shot Prompting 39.8 50.2

IDIAT (ours) 82.4 83.0

Table 5: Human evaluation scores for three translation
approaches. Results are based on pairwise comparisons
across the 100-sample set, showing IDIAT achieves
significantly higher preference rates in both directions.

5.1 GPT-score425

In this section, we calculate the GPT-score on 100426

samples randomly selected from the IDIAT bench-427

mark dataset for this experiment. Note that those428

100 samples all contain idioms.429

The results in Table 4 show that our proposed430

method, IDIAT, achieves the highest GPT-scores,431

surpassing both the Topline and Baseline in both432

translation directions. By leveraging multiple ICL433

techniques, IDIAT effectively addresses idiomatic434

translation challenges, outperforming zero-shot435

prompting and even traditional supervised fine-436

tuning on large-scale parallel data. These findings437

highlight the value of specialized methods and also438

the relevance of GPT-score in assessing translation439

quality for idiomatic expressions.440

5.2 Human Evaluation441

The human evaluation is also conducted on the442

100-sample set to assess translation quality. Five443

undergraduate students are hired for this task10,444

and each student is asked to select the best trans-445

lation from the options provided by three meth-446

ods: Topline, Baseline, and IDIAT . The evaluation447

setup, question template for each sample, as well448

as the guidelines for annotation are in Appendix B.449

Table 5 provides the results of the human eval-450

10Each student is paid approximately 4 USD for annotating
100 samples, a rate that surpasses the local minimum wage.

uation, showcasing the performance of the three 451

translation methods as judged by human. IDIAT 452

again outperforms its counterparts, achieving hu- 453

man evaluation scores of 82.4% for En→Vi and 454

83.0% for Vi→En. These results are markedly 455

higher than those of the Topline (22.8% and 23.6%) 456

and the Baseline (39.8% and 50.2%). 457

This strong performance highlights IDIAT’s 458

ability to align with human preferences, partic- 459

ularly for idiomatic expressions. Its consistency 460

across both directions underscores its versatility in 461

idiomatic translation. 462

Interestingly, the Baseline surpasses the Topline, 463

suggesting that zero-shot prompting, despite lack- 464

ing explicit fine-tuning, leverages LLMs’ gener- 465

alization abilities for idiomatic expressions bet- 466

ter than supervised models trained on conven- 467

tional parallel data. This indicates that traditional 468

fine-tuning may struggle with idiomatic translation 469

when training data lacks sufficient idiomatic cover- 470

age, whereas LLMs benefit from diverse linguistic 471

patterns learned during pre-training. 472

5.3 Translations in Comparison 473

Table 6 compares idiomatic translations from 474

three methods (Topline, Baseline, and IDIAT) for 475

Vi↔En. In Vi→En, IDIAT correctly translates 476

"Không nên cầm đèn chạy trước ô tô" as "Don’t 477

put the cart before the horse," while the oth- 478

ers provide incorrect literal versions. Similarly, 479

in En→Vi, it translates "paddle his own canoe" 480

as "tự lực cánh sinh," capturing the idiomatic 481

meaning. These examples emphasize the ability 482

of IDIAT to identify and generate contextually ap- 483

propriate idiomatic translations, bridging cultural 484

and linguistic nuances that are often missed by con- 485

ventional approaches. This success is attributed to 486

the ICL strategies and idiom-specific fine-tuning 487

incorporated in IDIAT, which enable it to go be- 488

yond literal translations and achieve human-like 489

fluency in handling idiomatic expressions. 490

6 Related Work 491

Recent advancements in natural language process- 492

ing, particularly with the emergence of LLMs and 493

ICL techniques, have led to significant progress in 494

translation and idiomatic expression handling, as 495

reviewed in this section. 496
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Methods Translations GPT-score Human

Vietnamese → English

Topline His mom said, "You don’t want to run in front of the car, or you’re gonna fail your test." 1 ✗

Baseline His mother said, "You shouldn’t run with a lantern in front of a car, or you’ll fail the exam." 1 ✗

IDIAT (ours) His mother said, "Don’t put the cart before the horse, or you might fail the test." 3 ✓

Source Mẹ cậu ấy nói "Không nên cầm đèn chạy trước ô tô, nếu không con sẽ thi trượt đấy."

Reference "Don’t put the cart before the horse or you will fail the exam," his mother said.

English → Vietnamese

Topline Ông quyết định chèo xuồng của riêng mình và thành lập công ty riêng. 1 ✗

Baseline Anh ấy quyết định tự chèo thuyền của mình và thành lập công ty riêng. 1 ✗

IDIAT (ours) Anh ấy quyết định tự lực cánh sinh và thành lập công ty riêng của mình. 3 ✓

Source He decided to paddle his own canoe and set up his own company.

Reference Anh ấy quyết tự lực cánh sinh và thành lập công ty của chính mình.

Table 6: Comparison of generated translations from three methods for Vi↔En idiomatic translation, evaluated by
GPT-score and human assessment. Note that ✓ indicates human preference, while ✗ denotes otherwise.

6.1 LLMs and ICL in Translation497

LLMs, such as the GPT series (Moslem et al., 2023;498

He et al., 2024; Pang et al., 2024), have revolution-499

ized translation by leveraging pre-trained knowl-500

edge from diverse text corpora to generate coherent501

and contextually appropriate outputs. Their ability502

to perform few-shot and zero-shot learning enables503

effective adaptation to low-resource languages, ad-504

dressing data scarcity challenges while enhancing505

multilingual proficiency (Babaali et al., 2024; Guo506

et al., 2024; Merx et al., 2024). A key phenomenon507

within LLMs that amplifies their effectiveness is508

in-context learning, which allows them to gener-509

alize from examples provided in the input without510

requiring explicit fine-tuning (Brown et al., 2020;511

Wei et al., 2022a; Liu et al., 2023). Through ICL,512

LLMs can dynamically adapt to linguistic varia-513

tions, improving disambiguation and translation514

quality across different contexts (Gao et al., 2021;515

Iyer et al., 2023). This capability is particularly516

valuable for handling idiomatic expressions, which517

are traditionally challenging for translation mod-518

els (Donthi et al., 2024; De Luca Fornaciari et al.,519

2024; Li et al., 2024; Phelps et al., 2024). By520

integrating contextual cues and leveraging prior521

knowledge, LLMs equipped with ICL enhance522

both the accuracy and cultural appropriateness of523

translations, making them especially powerful for524

low-resource languages (Cahyawijaya et al., 2024;525

Dwivedi et al., 2024).526

6.2 Vietnamese Translation Approaches527

Conventional approaches to Vietnamese translation528

have primarily relied on neural machine translation529

models (Doan et al., 2021; Minh et al., 2021; Ngo530

et al., 2022; Pham et al., 2023), which require a 531

large amount of parallel data for training. Building 532

on this foundation, the use of LLMs in transla- 533

tion has emerged with outstanding performance, 534

as demonstrated by projects like DocTranslate11, 535

which currently achieves state-of-the-art results on 536

the PhoMT dataset. However, this tool is primar- 537

ily commercial and not publicly available for the 538

research community. Furthermore, to the best of 539

our knowledge, no prior research has specifically 540

addressed the translation of Vietnamese idiomatic 541

expressions. 542

7 Conclusions 543

This work has explored the potential of in-context 544

learning to enhance idiomatic translation, demon- 545

strating its effectiveness in disambiguation and con- 546

textual understanding. Our proposed framework, 547

IDIAT, integrates idiom descriptions and topic de- 548

scriptions in the context and collectively improves 549

the LLMs to generate semantically and culturally 550

relevant translations. 551

Beyond improving translation accuracy, this re- 552

search leverages the strengths of LLMs and ICL 553

to create a robust framework for addressing id- 554

iomatic complexities, paving the way for future re- 555

search. Testing the IDIAT framework on other low- 556

resource and highly low-resource languages could 557

expand its applicability, contributing to more inclu- 558

sive and effective translation systems that bridge 559

linguistic and cultural gaps. 560

11https://github.com/doctranslate-io/viet-translation-llm
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8 Limitations561

This study has several limitations. First, the exper-562

iments were conducted using small and medium-563

sized LLMs; larger models, with their increased564

capacity, may achieve better performance and more565

nuanced translations. Furthermore, the collection566

of Vietnamese-English idioms used in this study567

may not be comprehensive, which could affect the568

model’s accuracy in translating idiomatic expres-569

sions. Addressing these limitations in future re-570

search will enhance the effectiveness and appli-571

cability of the IDIAT framework across broader572

contexts and languages.573
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Raphaël Merx, Aso Mahmudi, Katrina Langford,717
Leo Alberto de Araujo, and Ekaterina Vylomova.718
2024. Low-resource machine translation through719
retrieval-augmented LLM prompting: A study on720
the Mambai language. In Proceedings of the 2nd721
Workshop on Resources and Technologies for Indige-722
nous, Endangered and Lesser-resourced Languages723

in Eurasia (EURALI) @ LREC-COLING 2024, pages 724
1–11, Torino, Italia. ELRA and ICCL. 725

Tuan Nguyen Minh, Phayung Meesad, and Huy Cuong 726
Nguyen Ha. 2021. English-vietnamese machine 727
translation using deep learning. In International 728
Conference on Computing and Information Technol- 729
ogy, pages 99–107. Springer. 730

Yasmin Moslem, Rejwanul Haque, John D. Kelleher, 731
and Andy Way. 2023. Adaptive machine translation 732
with large language models. In Proceedings of the 733
24th Annual Conference of the European Association 734
for Machine Translation, pages 227–237, Tampere, 735
Finland. European Association for Machine Transla- 736
tion. 737

Chinh Ngo, Trieu H. Trinh, Long Phan, Hieu Tran, Tai 738
Dang, Hieu Nguyen, Minh Nguyen, and Minh-Thang 739
Luong. 2022. Mtet: Multi-domain translation for 740
english and vietnamese. 741

OpenAI, Josh Achiam, et al. 2024. Gpt-4 technical 742
report. 743

Jianhui Pang, Fanghua Ye, Longyue Wang, Dian Yu, 744
Derek F Wong, Shuming Shi, and Zhaopeng Tu. 745
2024. Salute the classic: Revisiting challenges of ma- 746
chine translation in the age of large language models. 747
arXiv preprint arXiv:2401.08350. 748

Nghia Luan Pham, Thang Viet Pham, et al. 2023. A data 749
augmentation method for english-vietnamese neural 750
machine translation. IEEE Access, 11:28034–28044. 751

Dylan Phelps, Thomas M. R. Pickard, Maggie Mi, Ed- 752
ward Gow-Smith, and Aline Villavicencio. 2024. 753
Sign of the times: Evaluating the use of large lan- 754
guage models for idiomaticity detection. In Proceed- 755
ings of the Joint Workshop on Multiword Expressions 756
and Universal Dependencies (MWE-UD) @ LREC- 757
COLING 2024, pages 178–187, Torino, Italia. ELRA 758
and ICCL. 759

Matt Post. 2018. A call for clarity in reporting BLEU 760
scores. In Proceedings of the Third Conference on 761
Machine Translation: Research Papers, pages 186– 762
191, Brussels, Belgium. Association for Computa- 763
tional Linguistics. 764

Ricardo Rei, Craig Stewart, Ana C Farinha, and Alon 765
Lavie. 2020. COMET: A neural framework for MT 766
evaluation. In Proceedings of the 2020 Conference 767
on Empirical Methods in Natural Language Process- 768
ing (EMNLP), pages 2685–2702, Online. Association 769
for Computational Linguistics. 770

Nils Reimers and Iryna Gurevych. 2020. Making 771
monolingual sentence embeddings multilingual us- 772
ing knowledge distillation. In Proceedings of the 773
2020 Conference on Empirical Methods in Natural 774
Language Processing (EMNLP), pages 4512–4525, 775
Online. Association for Computational Linguistics. 776

10

https://doi.org/10.18653/v1/2023.findings-emnlp.930
https://doi.org/10.18653/v1/2023.findings-emnlp.930
https://doi.org/10.18653/v1/2023.findings-emnlp.930
https://doi.org/10.18653/v1/2023.wmt-1.44
https://doi.org/10.18653/v1/2023.wmt-1.44
https://doi.org/10.18653/v1/2023.wmt-1.44
https://doi.org/10.18653/v1/2024.emnlp-main.55
https://doi.org/10.18653/v1/2024.emnlp-main.55
https://doi.org/10.18653/v1/2024.emnlp-main.55
https://doi.org/10.18653/v1/2024.emnlp-main.55
https://doi.org/10.18653/v1/2024.emnlp-main.55
https://aclanthology.org/2024.eurali-1.1/
https://aclanthology.org/2024.eurali-1.1/
https://aclanthology.org/2024.eurali-1.1/
https://aclanthology.org/2024.eurali-1.1/
https://aclanthology.org/2024.eurali-1.1/
https://aclanthology.org/2023.eamt-1.22/
https://aclanthology.org/2023.eamt-1.22/
https://aclanthology.org/2023.eamt-1.22/
http://arxiv.org/abs/2210.05610
http://arxiv.org/abs/2210.05610
http://arxiv.org/abs/2210.05610
http://arxiv.org/abs/2303.08774
http://arxiv.org/abs/2303.08774
http://arxiv.org/abs/2303.08774
https://aclanthology.org/2024.mwe-1.22/
https://aclanthology.org/2024.mwe-1.22/
https://aclanthology.org/2024.mwe-1.22/
https://doi.org/10.18653/v1/W18-6319
https://doi.org/10.18653/v1/W18-6319
https://doi.org/10.18653/v1/W18-6319
https://doi.org/10.18653/v1/2020.emnlp-main.213
https://doi.org/10.18653/v1/2020.emnlp-main.213
https://doi.org/10.18653/v1/2020.emnlp-main.213
https://doi.org/10.18653/v1/2020.emnlp-main.365
https://doi.org/10.18653/v1/2020.emnlp-main.365
https://doi.org/10.18653/v1/2020.emnlp-main.365
https://doi.org/10.18653/v1/2020.emnlp-main.365
https://doi.org/10.18653/v1/2020.emnlp-main.365


Nils Reimers et al. 2019. Sentence-BERT: Sentence777
embeddings using Siamese BERT-networks. In Pro-778
ceedings of the 2019 Conference on Empirical Meth-779
ods in Natural Language Processing and the 9th In-780
ternational Joint Conference on Natural Language781
Processing (EMNLP-IJCNLP), pages 3982–3992,782
Hong Kong, China. Association for Computational783
Linguistics.784

Stephen Robertson, Hugo Zaragoza, et al. 2009. The785
probabilistic relevance framework: Bm25 and be-786
yond. Foundations and Trends® in Information Re-787
trieval, 3(4):333–389.788

Gemma Team, Morgane Riviere, Shreya Pathak,789
Pier Giuseppe Sessa, Cassidy Hardin, Surya Bhupati-790
raju, Léonard Hussenot, Thomas Mesnard, Bobak791
Shahriari, Alexandre Ramé, et al. 2024. Gemma 2:792
Improving open language models at a practical size.793
arXiv preprint arXiv:2408.00118.794

Thi Minh Tran. 2024. Vietnamese heritage language:795
From silence to voice. In Vietnamese Language, Ed-796
ucation and Change In and Outside Vietnam, pages797
129–157. Springer Nature Singapore Singapore.798

Elsa Vula and Nazli TyfekÃ. 2024. Navigating non-799
literal language: The complexities of translating id-800
ioms across cultural boundaries. Academic Journal801
of Interdisciplinary Studies, 13.802

Xuezhi Wang, Jason Wei, Dale Schuurmans, Quoc V Le,803
Ed H. Chi, Sharan Narang, Aakanksha Chowdhery,804
and Denny Zhou. 2023. Self-consistency improves805
chain of thought reasoning in language models. In806
The Eleventh International Conference on Learning807
Representations.808

Jason Wei, Maarten Bosma, Vincent Zhao, Kelvin Guu,809
Adams Wei Yu, Brian Lester, Nan Du, Andrew M.810
Dai, and Quoc V Le. 2022a. Finetuned language811
models are zero-shot learners. In International Con-812
ference on Learning Representations.813

Jason Wei, Xuezhi Wang, Dale Schuurmans, Maarten814
Bosma, Fei Xia, Ed Chi, Quoc V Le, Denny Zhou,815
et al. 2022b. Chain-of-thought prompting elicits rea-816
soning in large language models. Advances in neural817
information processing systems, 35:24824–24837.818

Haoran Xu, Young Jin Kim, Amr Sharaf, and Hany Has-819
san Awadalla. 2024. A paradigm shift in machine820
translation: Boosting translation performance of large821
language models. In The Twelfth International Con-822
ference on Learning Representations.823

An Yang, Baosong Yang, Beichen Zhang, Binyuan Hui,824
Bo Zheng, Bowen Yu, Chengyuan Li, Dayiheng Liu,825
Fei Huang, Haoran Wei, Huan Lin, Jian Yang, Jian-826
hong Tu, Jianwei Zhang, Jianxin Yang, Jiaxi Yang,827
Jingren Zhou, Junyang Lin, Kai Dang, Keming Lu,828
Keqin Bao, Kexin Yang, Le Yu, Mei Li, Mingfeng829
Xue, Pei Zhang, Qin Zhu, Rui Men, Runji Lin, Tian-830
hao Li, Tingyu Xia, Xingzhang Ren, Xuancheng831
Ren, Yang Fan, Yang Su, Yichang Zhang, Yu Wan,832

Yuqiong Liu, Zeyu Cui, Zhenru Zhang, and Zihan 833
Qiu. 2024. Qwen2.5 technical report. arXiv preprint 834
arXiv:2412.15115. 835

Jiacheng Ye, Zhiyong Wu, Jiangtao Feng, Tao Yu, and 836
Lingpeng Kong. 2023. Compositional exemplars for 837
in-context learning. In International Conference on 838
Machine Learning, pages 39818–39833. PMLR. 839

Xuan Zhang, Navid Rajabi, Kevin Duh, and Philipp 840
Koehn. 2023. Machine translation with large lan- 841
guage models: Prompting, few-shot learning, and 842
fine-tuning with qlora. In Proceedings of the Eighth 843
Conference on Machine Translation, pages 468–481. 844

11

https://doi.org/10.18653/v1/D19-1410
https://doi.org/10.18653/v1/D19-1410
https://doi.org/10.18653/v1/D19-1410
https://openreview.net/forum?id=1PL1NIMMrw
https://openreview.net/forum?id=1PL1NIMMrw
https://openreview.net/forum?id=1PL1NIMMrw
https://openreview.net/forum?id=gEZrGCozdqR
https://openreview.net/forum?id=gEZrGCozdqR
https://openreview.net/forum?id=gEZrGCozdqR
https://openreview.net/forum?id=farT6XXntP
https://openreview.net/forum?id=farT6XXntP
https://openreview.net/forum?id=farT6XXntP
https://openreview.net/forum?id=farT6XXntP
https://openreview.net/forum?id=farT6XXntP


A Prompts845

A.1 Relevant Exemplar Generation846

To generate relevant exemplars, we use a specific prompt, which is designed to generate multiple related847

yet distinct sentences in the source language. These generated sentences are followed by their translations848

into the target language. The obtained data pairs must adhere strictly to the specified dictionary format.849

Task: Given a sentence in {src_lang}, generate 5 related but different sentences in {src_lang}. Then, translate each
sentence into {tgt_lang}.

Each generated pair should be a dictionary with two keys: ‘{src_lang}’ and ‘{tgt_lang}’. Ensure the format
is strictly as follows:

[
"{src_lang}": "generated {src_lang} text",
"{tgt_lang}": "translated {tgt_lang} text"
]

Input:
{src_lang}: {src_text}

Please strictly follow the specified format, ensuring the {src_lang} and {tgt_lang} texts are both closely
related to the original input.

850

A.2 Idiom Description Generation851

For the idiom description generation, we ask the LLM to translate idioms from the source language to852

their equivalent in the target language while preserving their meaning. A natural and contextually accurate853

translation is provided if no equivalent idiom exists.854

Task: Translate the given idiom, which is used in the input, from {src_lang} to its equivalent idiom in {tgt_lang},
preserving its meaning. If no equivalent idiom exists, provide a natural translation in {tgt_lang} language that conveys
the same meaning (not a literal translation).

Input: {src_text}

Idiom: {idiom_src_text}
855

A.3 Topic Description Generation856

In this prompt, the LLM is asked to identify the topics of a given sentence in the source language using857

concise keywords. The output provides a brief yet informative topic description for the input sentence.858

Task: Given a sentence in {src_lang}, use a few words to describe the topics of the following input sentence.

Input: {src_text}

Topic(s): topic1, topic2,...
859

B Human Evaluation860

B.1 Question Template861

For the human evaluation section, each annotator is asked to choose the best among the three ones obtained862

from three different methods.863
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Task: Choose the best translation of the source text, given its contained idiom and reference translated text in the target
language:

Source text: {src_text}

Idiom: {idiom_src_text}

Reference text: {tgt_text}

[1] Translation from the Topline
[2] Translation from the Baseline
[3] Translation from the IDIAT

Your choice is: {Choose one of the above}
864

B.2 Annotation Guidelines 865

To ensure the quality of this assessment, we give annotators the guidelines along with evaluation criteria. 866

Note that if multiple translations are identical or completely matched, all of them will be labeled as the 867

best translation. Then, we calculate the average scores of all annotators, which are the results listed in 868

Table 5. 869

STEP 1: Familiarize Yourself with the Context
Carefully read the following elements:
Source Text: The original text in the source language.
Source Idiom: The idiomatic expression in the source text.
Reference Translation: The translation of the source text in the target language, provided for reference. Analyze how
the Source Idiom is translated in the Reference Translation to understand its expected meaning or equivalent expression.

STEP 2: Review the Provided Translations
Assess the quality of the three translations in [1], [2], and [3].

STEP 3: Choose the Best Translation
Select the translation that best conveys the meaning and essence of the Source Idiom in the target language. Record
your choice in the Answer column as follows:
• If there is one clear best translation, write the corresponding number (e.g., 1).
• If two translations are equally the best, write both numbers separated by a comma (e.g., 1,2).

STEP 4: Priority Guidelines for Selecting the Best Translation
Idiomatic Accuracy: Prioritize translations that accurately convey the Source Idiom as an equivalent idiom in the
target language.
Idiomatic Meaning: If no translation provides an equivalent idiom, choose the one that best conveys the idiom’s
meaning naturally. Use a dictionary to confirm the idiom’s meaning if needed.
Overall Meaning: If none of the translations adequately translate the idiom or its meaning:
• Consider the Source Text and its overall message.
• Select the translation that best preserves the overall meaning.
• Disqualify translations that add irrelevant information or omit key details.

870
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C Comprehensive Results on LLMs871

Model #params Methods
En→Vi Vi→En

All ✓idioms ✗idioms All ✓idioms ✗idioms

Qwen2.5 494M
✗ 7.19 6.03 7.58 11.69 9.20 12.60

✓ 7.26 7.07 7.33 19.80 15.93 21.01

LLaMA-3.2 1.21B
✗ 9.84 6.38 10.97 1.17 0.75 1.31

✓ 1.80 3.32 1.22 14.87 9.54 16.85

Qwen2.5 1.54B
✗ 18.17 13.62 19.72 18.50 15.30 19.68

✓ 18.97 17.11 19.62 23.51 19.53 24.95

Gemma2 2.61B
✗ 21.85 18.57 22.99 20.81 18.24 21.77

✓ 22.02 20.65 22.50 27.46 24.55 28.54

Qwen2.5 3.09B
✗ 20.23 15.17 21.96 22.16 18.05 23.68

✓ 20.90 18.56 21.72 28.90 26.12 29.95

LLaMA-3.2 3.21B
✗ 21.92 17.37 23.46 20.83 17.22 22.16

✓ 22.07 19.09 23.11 22.24 19.20 23.47

Qwen2.5 7.62B
✗ 24.18 19.55 25.77 25.44 21.41 26.94

✓ 24.37 22.30 25.10 31.16 29.35 31.84

LLaMA-3.1 8.03B
✗ 25.42 19.25 27.50 17.26 15.90 17.74

✓ 26.20 23.02 27.30 28.64 27.27 29.16

Gemma2 9.24B
✗ 29.18 23.04 31.14 28.04 24.37 29.40

✓ 29.85 26.38 30.84 32.04 29.82 32.87

Table 7: BLEU score evaluation results of various open-resource LLMs, with (✓) and without (✗) the IDIAT
framework, on the IDIAT benchmark dataset.

Model #params Methods
En→Vi Vi→En

All ✓idioms ✗idioms All ✓idioms ✗idioms

Qwen2.5 494M
✗ -59.84 -75.93 -51.69 0.46 -14.49 8.02

✓ -62.49 -68.24 -59.58 30.83 14.44 39.13

LLaMA-3.2 1.21B
✗ -61.07 -74.85 -54.09 -93.28 -96.82 -91.48

✓ -131.34 -122.46 -135.84 15.08 -18.92 32.29

Qwen2.5 1.54B
✗ -5.94 -18.23 0.28 29.46 15.34 36.60

✓ -0.83 -9.86 3.74 48.39 34.69 55.32

Gemma2 2.61B
✗ 19.02 5.02 26.10 36.60 21.04 44.47

✓ 22.68 15.14 26.50 51.82 35.48 60.09

Qwen2.5 3.09B
✗ 4.73 -10.28 12.33 38.86 24.18 46.29

✓ 5.85 -3.10 10.38 52.61 36.42 60.80

LLaMA-3.2 3.21B
✗ 15.54 0.98 22.91 33.08 18.09 40.67

✓ 17.90 9.17 22.31 48.45 35.47 55.02

Qwen2.5 7.62B
✗ 14.31 2.24 20.42 45.29 31.93 52.05

✓ 15.18 8.56 18.53 55.34 46.08 60.02

LLaMA-3.1 8.03B
✗ 31.81 17.76 38.92 23.66 14.91 28.08

✓ 35.27 24.23 40.86 55.22 43.44 61.18

Gemma2 9.24B
✗ 45.02 33.38 50.90 48.55 34.76 55.53

✓ 48.10 41.18 51.60 58.24 46.69 64.08

Table 8: COMET score evaluation results of various open-resource LLMs, with (✓) and without (✗) the IDIAT
framework, on the IDIAT benchmark dataset.
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Besides the results on the commercial model, such as GPT-4o-mini, shown in the main Sections, we 872

also present comprehensive evaluation results of various open-source LLMs on the IDIAT benchmark 873

dataset. We compare the performance of different model sizes ranging from 0.5B to 9B parameters across 874

three model families: Qwen2.5 (Yang et al., 2024), LLaMA-3.1 (Grattafiori et al., 2024), LLaMA-3.2 875

(Grattafiori et al., 2024), and Gemma2 (Team et al., 2024). Each model is evaluated with and without the 876

IDIAT prompting framework, explicitly examining their performance on the idiomatic translation task. 877

As shown in Table 7, the integration of the IDIAT framework consistently improves translation quality 878

across all model sizes and architectures. Looking at the overall BLEU scores, we observe several key 879

trends. First, larger models generally perform better, with Gemma2-9B achieving the highest scores (29.85 880

for En→Vi and 32.04 for Vi→En with IDIAT). Second, the improvement from IDIAT is particularly 881

pronounced for idiomatic expressions. Notably, the performance gap between idiomatic and non-idiomatic 882

translations narrow significantly when IDIAT is applied, suggesting better handling of linguistic nuances. 883

COMET scores, illustrated in Table 8, show more dramatic improvements with IDIAT, particularly 884

for Vi→En translation. The Gemma2-9B model demonstrates the most robust performance across all 885

conditions, achieving positive scores even for idiomatic expressions. This suggests that larger models 886

combined with IDIAT are particularly effective at handling the complexities of idiomatic language 887

translation. 888

D Results on Multilingual Idiomatic Translation 889

To further assess the effectiveness of the IDIAT framework, we conduct experiments on multilingual 890

idiomatic translation using GPT-4o-mini. We compile a multilingual evaluation set by collecting 10 891

idiomatic samples for each language pair, resulting in a total of 50 samples. The selected languages cover 892

a broad spectrum of resource availability, ranging from extremely low-resource languages like Slovenian 893

and Finnish, to low-resource languages like Thai, and mid-resource languages like Korean and Japanese. 894

Languages N.o. Speakers Worldwide Methods Source→En En→Source

Japanese 128M+
✗ 24.63 20.57

✓ 24.74↑0.11 25.50↑4.93

Korean 77M+
✗ 36.87 27.04

✓ 42.02↑5.15 30.47↑3.43

Thai 60M+
✗ 11.30 42.50

✓ 32.34↑21.04 67.94↑25.44

Finnish 5.5M+
✗ 37.53 32.89

✓ 79.68↑42.15 62.36↑29.47

Slovenian 2.5M+
✗ 20.26 25.69

✓ 29.13↑8.87 49.01↑23.32

Table 9: Multilingual test results on X↔English, which X includes Japanese, Korean, Thai, Finnish, and Slovenian
on BLEU score. Note that character-based language (Japanese, Thai, Korean) samples are assessed on character-
based BLEU.

Table 9 presents BLEU scores for multilingual idiomatic translation between English and five languages: 895

Japanese, Korean, Thai, Finnish, and Slovenian. Across all languages, the improved method consistently 896

outperforms the baseline. These results highlight the effectiveness of the enhanced approach in handling 897

idiomatic expressions across diverse linguistic structures, with especially strong performance in languages 898

with smaller speaker populations, such as Finnish and Slovenian. 899
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