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Abstract

Long story generation remains a challenge for
existing large language models (LLMs), pri-
marily due to two main factors: (1) discourse
coherence, which requires plot consistency, log-
ical coherence, and completeness in the long-
form generation, and (2) narrative complexity,
which requires an interwoven and engaging nar-
rative. To address these challenges, we propose
STORYWRITER, a multi-agent story generation
framework, which consists of three main mod-
ules: (1) outline agent, which generates event-
based outlines containing rich event plots, char-
acter, and event-event relationships. (2) plan-
ning agent, which further details events and
plans which events should be written in each
chapter to maintain an interwoven and engag-
ing story. (3) writing agent, which dynamically
compresses the story history based on the cur-
rent event to generate and reflect new plots, en-
suring the coherence of the generated story. We
conduct both human and automated evaluation,
and STORY WRITER significantly outperforms
existing story generation baselines in both story
quality and length. Furthermore, we use STO-
RYWRITER to generate a dataset LONGSTORY,
which contains about 6, 000 high-quality long
stories, with an average length of 8, 000 words.
We train the model Llama3.1-8B Instruct us-
ing supervised fine-tuning on LONGSTORY and
develop STORYWRITER[ | ama, Which demon-
strates advanced performance in long story gen-
eration. We will release the code and data to
facilitate future relevant research.

1 Introduction

Story generation aims to automatically produce co-
herent, organized, and engaging narratives (Wang
et al., 2023d). Typically, story generation involves
using a premise, often a brief beginning or theme,
as input to create a complete narrative (Alhussain
and Azmi, 2021). Since the emergence of large
language models (LLMs; Ouyang et al., 2022),
the quality of generated stories using LL.Ms has
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Figure 1: Results on MoPS (Ma et al., 2024) with dif-
ferent required story lengths. Details are placed in § 5.

steadily improved (Xie and Riedl, 2024). However,
generating long stories, particularly those exceed-
ing 1,000 words, remains a significant challenge
for LLMs (Migal et al., 2024).

The main challenges of long story generation are
from two aspects: (1) discourse coherence, which
requires plot consistency, logical coherence, and
completeness in long-form generation. Existing
LLMs still face challenges in generating fluent
long texts (Liu et al., 2024b). In long story gen-
eration, LLMs need to retain long-distance key
information, such as events, characters, and their
relationships, to ensure plot consistency across the
narrative. (2) narrative complexity, which requires
interwoven, engaging, and diverse story content.
While human-written stories typically exhibit these
characteristics, LLM-generated narratives are often
homogeneous, lacking in diversity and plot devel-
opment (Tian et al., 2024; Wang et al., 2024).

To address the above challenges, we propose
STORYWRITER, a multi-agent framework for long
story generation, which consists of three main mod-
ules: (1) outline agent, which generates event-
based outlines. Generating outlines is a typical
procedure in story generation, previous studies
adopt LLMs to directly generate outlines (Wang



etal., 2023b; Yang et al., 2023a; Wang et al., 2024),
which may be insufficiently specific and diverse.
Inspired by conventional event knowledge (Wang
et al., 2023a), we adopt an agent to generate a de-
tailed event graph, where each node represents an
event, and edges represent relationships between
events, such as causal relationships (Wang et al.,
2022). Each event is associated with several charac-
ters (Wang et al., 2023a). We then adopt an agent to
validate the consistency of each event and produce
the final outline. (2) planning agent, which gener-
ates detailed sub-events and globally plans which
events should appear in each chapter to maintain
an interwoven and engaging story. Specifically,
we first use LLMs to generate sub-events for each
event to provide richer event information. Human
writing is non-linear, with events and characters
often linked in diverse ways across different chap-
ters (Oller Jr, 1983; Alkaaf and Al-Bulushi, 2017).
We also employ an LLM to globally plan which
events and characters should appear in each chap-
ter, ensuring consistency and enabling the reap-
pearance of key elements across chapters. This
helps mitigate homogeneity and promotes the cre-
ation of interwoven content. (3) writing agent,
which generates and refines specific story content
based on the historical context. Long story genera-
tion involves long-range dependencies and directly
feeding the entire history to the LLM may result
in missing key information (Liu et al., 2024a), we
adopt an agent named Coordinator to dynamically
compress the previous writing history based on the
current event. The goal of compression is to re-
tain only relevant events and characters and create
a compact and effective writing history for gener-
ating a more coherent story. We then input this
history with an event requiring expansion to the
final writer to generate a sub-story, and then refine
it using the Coordinator.

We conduct extensive experiments to validate
the effectiveness of STORYWRITER. We adopt
40-mini (OpenAl, 2024a) as the backbone to im-
plement STORYWRITER. We conduct evalua-
tion on the widely used MoPS dataset (Ma et al.,
2024). We also investigate several strong base-
lines, including DOC (Yang et al., 2023b), Agents’
Room (Huot et al., 2024), and 40-mini (OpenAl,
2024a). We adopt both human evaluation and GPT-
4o-based automated evaluation across 6 commonly
used dimensions(Chhun et al., 2024), including
relevance, coherence, empathy, surprise, creativ-
ity, and complexity. STORY WRITER significantly

outperforms other models, demonstrating its ef-
fectiveness. Additionally, we perform ablation
studies on different modules and find that remov-
ing any module leads to a considerable decline
in performance, which further demonstrates the
importance and efficacy of each module. Finally,
we adopt STORYWRITER to generate a training
dataset, LONGSTORY, which contains about 6, 000
stories with an average length of 15, 000 words. We
fine-tune the Llama3.1-8B Instruct model (Dubey
et al., 2024) using supervised fine-tuning on
LONGSTORY to develop STORYWRITERL sApma-
We evaluate the trained model using LongWriter-
Ruler and LongBench-Write (Bai et al., 2024b),
and find that STORYWRITERL sma Significantly
outperforms Llama3.1-8B Instruct on story exceed-
ing 2, 000 words, and even surpasses GPT-40 (Ope-
nAl, 2024b). This demonstrates the effectiveness
of LONGSTORY.

In conclusion, our contributions are mainly three-
fold: (1) We propose STORYWRITER, a multi-
agent framework for generating high-quality long
story. (2) We construct a high-quality long story
dataset LONGSTORY using STORYWRITER and
develop an advanced LLM STORYWRITERL | sma
for long story generation. (3) We conduct exten-
sive experiments to demonstrate the effectiveness
of STORYWRITER.

2 Related Work

2.1 Story Generation Tasks

Since the emergence of Transformer architec-
ture (Vaswani et al., 2017), significant break-
throughs have been achieved in text generation
tasks. In particular, the emergence of large-scale
Pretrained Language Models (PLMs) has greatly
advanced the field of story generation. Methods
developed during this stage can be broadly
categorized into Autoregressive Models (ARMs)
and Controlled Generation Models (CGMs).
Autoregressive models generate text sequen-
tially, predicting the next token based on the pre-
ceding context. Representative approaches include:
(1) Hierarchical Neural Story Generation (Fan
et al., 2018),which adopts the Transformer struc-
ture to control the story content from coarse-
grained to fine-grained, enhancing coherence in
generated narratives. (2) Commonsense Knowl-
edge Graph (Ilievski et al., 2021), which can intro-
duce more reasoning information that conforms to
real-world logic into the stories generated by Trans-



former. (3) By evaluating generated texts across a
diverse set of automatic metrics, See et al. (2019)
analyze the extent to which pretrained language
models enhance storytelling capabilities, identify-
ing both their strengths and limitations. (4) Ippolito
et al. (2019) address the limitation with a hierarchi-
cal model that conditional language models have
trouble balancing fluency and coherence with nov-
elty and diversity.

To address the uncontrollability of autoregres-
sive language models, researchers have developed
various controlled generation methods. These
approaches allow models to generate stories based
on user-specified keywords, styles, emotions,
and other constraints, improving alignment with
desired narrative structures. Controllable Story
(or Text) Generation includes the following
tasks:(1) PPLM (Plug and Play Language Mod-
els) (Dathathri et al., 2020), which leverages
external classifiers to guide GPT-2 during the gen-
eration process, enabling finer-grained control over
plot development. (2) Zhai et al. (2020)proposed
an approach combining Reinforcement Learning
(RL) and Knowledge Graphs that enhances the
detailed depiction of story generation, making the
generated text richer and more realistic.

2.2 LLM for Story Generation

With the emergence of mega-scale language mod-
els, such as GPT-4 (OpenAl, 2024b), autoregres-
sive Transformer-based LLMs have achieved sig-
nificant breakthroughs in story generation tasks.
These models leverage advanced few-shot, zero-
shot, and in-context learning techniques to generate
high-quality narrative texts with improved contex-
tual understanding. As a result, large language
models (LLMs) have increasingly been adopted as
a core method for story generation, including:

(1) Story Planning (Yang et al., 2023b; Wang
et al., 2023c; Chhun et al., 2024; Yang et al., 2022).
This approach enhances story generation by im-
proving article planning methods. These studies
focus on generating more detailed foundational
outlines, which serve as structured blueprints for
developing richer and more coherent narratives. (2)
Plot Development (Zhu et al., 2023; Huang et al.,
2023).A well-developed storyline encompasses not
only the story’s content but also its characters,
premise, and structural outline. These methods
improve story generation by ensuring a more coher-
ent and engaging plot. (3) Controllable Story (Brei
et al., 2024; Shi et al., 2024; Sasazawa et al., 2023;

Ma et al., 2024). This research direction explores
techniques to steer LLM-generated content in a
manner that aligns with human intent. For instance,
by providing specified premises or outlines, models
can generate stories within a controlled narrative
scope, ensuring that the development follows user-
defined constraints.

3 STORYWRITER

3.1 Agents Net

In this experiment, all methods of STORY WRITER
are implemented within the framework of Auto-
Gen (Wu et al., 2023). The agents network con-
sists of three main components. The first compo-
nent, outline agents, are responsible for generat-
ing outlines, the second handles the detailed plan-
ning tasks, and the third generates the final output.
Based on these principles, we construct multiple
agents for diverse roles, and ultimately derive the
multi-agent writing process.

Outline Agents

e EventSeed This agent is designed to gener-
ate events one by one according to the pro-
vided premise, and finally form an outline. It
provides the most basic outline for STORY-
WRITER and provide event information.

e EventValidator This agent performs the func-
tion of monitoring and evaluation. It evaluates
the outline generated by EventSeed and gives
feedback to prevent the generated outline from
not meeting the requirements.

Planning Agents

e SubTasker This agent receives and analyzes
the outline generated by the previous agent,
and generates more detailed subevents based
on each event. This agent aims to expand the
plot and enrich the story content.

o Weaver This agent organizes the final outline
by receiving event information in the outline
and arranging subevents accordingly.

Writing Agents

e Coordinator This agent not only engages in
dialogues with the Planning Agents but also
oversees the final writing process. Initially, it
guides the writer to follow the outlined struc-
ture. As the story progresses into later stages,
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Figure 2: The figure shows the three main stages of story generation, namely the outline generation stage by the
Outline Agent, the Chapter construction stage by the Planning Agent, and the final story generation stage by the
Writing Agent. The picture shows the three main methods used to implement these three stages from left to right:
event-based outline generation, NLN (None-Linear-Narration), and RelO (Re-write Input and Output).

the Coordinator summarizes the preceding
text by extracting key points, thereby reducing
the length of historical messages while pre-
serving essential information. Additionally,
the Coordinator is responsible for evaluating
the final output and determining whether a
rewrite is necessary.

e FinalWriter This agent is responsible for the
final writing. It receives the processed his-
tory message and generates the story of the
corresponding paragraph.

3.2 Outline Agents

Firstly, for event-based outline generation, we de-
sign an agent “EventSeed” responsible for generat-
ing events based on a premise, and a critical agent
“EventValidator” that evaluates whether the events
are reasonable. Unlike general outline generation
methods, which produce descriptive language on
a sentence-by-sentence basis, our approach gener-
ates events composed of key elements such as time,
place, and relationships. The “EventSeed” outputs
one event at a time, with each event containing
these elements. The event is then received and as-
sessed by the “EventValidator”, and the feedback
is used to guide the generation of the next event.
An example of this stage is provided in Table 4.

3.3 Planning Agents

After several iterations, we obtain an outline
consisting of multiple events. However, we aim

to enhance this basic narrative order, as the
events in the outline are typically presented in
a chronological sequence. To address this, we
design the planning agents and adopt the NLN
(Non-Linear Narration) planning approach, which
involves dividing the events into finer-grained
sub-events. These sub-events are then dispersed
throughout the chapters while maintaining the
relationships between the original events. As this
method introduces a narrative structure that is
no longer strictly linear and allows for a more
dynamic development of the story, we refer to this
planning approach as Non-Linear Narration. An
example of this stage is provided in Table 5.

3.4 Writing Agents

In the final generation phase, we introduce two
agents responsible for writing the story. One agent,
called the “Coordinator”, controls the structure
and direction of the article, while the other agent,
called the “FinalWriter”, ensures consistency in
the text’s style and generates the article. These two
agents collaborate through continuous dialogue
and rewrite the dialogue history and output of the
agent to create the complete story.

The distinction between the “Coordinator” and
the “FinalWriter” lies not only in their functional
roles but also in the different conversations they
engage in and the distinct inputs they receive. The
“Coordinator” participates in the entire process,
from generating the outline to creating sub-events,



while the “FinalWriter” is involved only in the gen-
eration of the final story. During the final genera-
tion stage, the Coordinator’s input is limited to the
output from the “FinalWriter”, whereas the “Final-
Write™’s input consists of the entire history.

It is evident that the “Coordinator” functions as
an agent overseeing the overall structure, participat-
ing in every sub-process of the story generation but
not modifying the content itself. In contrast, the
“FinalWriter” focuses solely on writing, paying par-
ticular attention to the content and style of the text.

Recent study (Yao et al., 2024), as well as our
preliminary experiments, has demonstrated that
large language models (LLMs) often encounter
issues such as gibberish generation and attention
deficits when processing long histories of messages.
In our pre-experiment, when the text length reached
10,000 characters, the LLM began to deviate from
the main narrative and generated irrelevant content.
Simultaneously, due to input length limitations, the
model’s ability to retain and comprehend the plot
of earlier sections started to deteriorate. This de-
cline in coherence is particularly problematic for
story generation. The key difference between a
long story and simply a long text is that a story
must remain readable and engaging throughout.

To address this issue, we introduced RelO
(Re-write Input and Output) to guide the LLM back
to relevant and engaging content by continuously
rewriting both the input and output. This method
is integrated into writing agents. During the input
stage, we dynamically adjust the text to reduce its
length while preserving the validity of the infor-
mation. For instance, if the current writer agent
is about to read the previous history and generate
a new chapter, we retain the content related to the
current sub-event and summarize the other parts to
shorten the input length. Because of the event re-
lationship, we can shorten the input length without
losing too much event information. The generated
summary is then stored in a cache, allowing it to
be reused in subsequent generation phases.

In the output stage, the editor evaluates the
generated story. If the output deviates from the
intended structure, the editor rewrites the content to
align with the output style and replaces the original
text with the revised version. This process ensures
that the rewritten content respects the original style
and maintains consistency throughout the article.
Two examples are provided in Table 6 and Table 7.

4 Experiments

4.1 Experimental Setup

Evaluation Datasets We use the dataset
MoPS (Ma et al.,, 2024). They provide the
MoPS code suite, along with 7.6k generated
premises and lk extended stories. Compared
to premises generated by conventional methods
and those collected from literary forums like
WRITINGPROMPTS (Fan et al., 2019), the stories
generated by MoPS exhibit higher quality and
greater information density.

Evaluation Setup We adopt the evaluation cri-
teria proposed by HANNA (Chhun et al., 2022), a
benchmark for story rubrics, and we slightly mod-
ify the evaluation criteria of the evaluation dimen-
sions. This framework defines six orthogonal crite-
ria derived from social science literature:

1. Relevance (RE, how well the story matches
its premise. You should allow the story to expand
on the premise)

2. Coherence (CH, how much the story makes
sense according to the whole story)

3. Empathy (EM, how well the reader under-
stood the character’s emotions)

4. Surprise (SU, how surprising the end is)

5. Creativity (CR, how innovative the story is)

6. Complexity (CX, is the story structure com-
plex and the plot sufficient?)

To assess the generated stories, we employ two
evaluation methods: manual evaluation and au-
tomated evaluation. For manual evaluation, we
anonymize the test set results, distribute them to
graduate students in an English program—each
with a TOEFL score of 110 or higher—and ask
them to score the generated stories across 6 dimen-
sions on a scale from 1 to 5, with one indicating the
lowest quality and five the highest. For automated
evaluation, we assess the generated stories using
GPT-40 (OpenAl, 2024b), which produces an inte-
ger score ranging from 1 to 5 for each dimension.

Baselines We compare stories generated by two
methods DOC (Yang et al., 2023b) and Agents’
Room (Huot et al., 2024):

(1) DOC. A method designed to enhance text
quality by generating more comprehensive outlines.
For a fair comparison, we implemented the latest
version of DOC’s methodology, using ChatGPT-
4o-mini as its base model. Instead of employing
their automatic premise generation method, we di-
rectly utilized the premises provided in Ma et al.
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Table 1: Experimental results of human and automatic scoring (on a scale from 1 to 5). RE, CH, EM, SU, CR, and
CX represent relevance, coherence, empathy, surprise, creativity, and complexity, respectively.

Model Average RE CH EM SU CR CX
STORYWRITER 4.3 4.1 43 45 3.7 42 47
(-) ReIO-Output 4.0 3.7 42 46 40 3.7 39
(-) Planning 3.9 40 46 40 31 39 38
(-) RelO-Input 3.9 41 46 39 32 39 39
(-) Events-Outlines 2.5 22 32 29 22 33 1.1

Table 2: “(-)RelO-Output” removes the output rewriting mechanism of Writing Agents. (-)Planning removes
the Non-Linear Narration (NLN) strategy of Planning Agents. (-)RelO-Input removes RelO input rewriting
mechanismof Writing Agents. (-)Events-Outline removes event-based outlining of the Outline Agents, reducing the
story outline to a few generic sentences without detailed event descriptions.

(2024). Additionally, due to factors such as API
configuration changes over time, we made minor
modifications to the underlying code of DOC while
preserving its core logic. (2) Agents’ Room. A
multi-agent approach for story generation. This
method introduces an orchestrator to determine
when to invoke the writer agent and planner agent,
ensuring coordinated execution. However, their
experiments revealed that, under the given exper-
imental conditions, the most effective approach
was a deterministic orchestrator that sequentially
calls the agents in a predefined order. Therefore,
we also used this deterministic orchestrator for the
convenience of comparison. (3) GPT-40 mini. We
directly input the premise into GPT-40 mini to gen-
erate the story, setting the sampling temperature to
0.0 during generation.

4.2 Experimental Results

Main Results All the experimental results are
presented in Table 1. We observe the following: (1)
In general, our story generation framework STO-
RY WRITER significantly outperforms the baselines
in both human and automated evaluations, demon-
strating its effectiveness. (2) STORY WRITER sig-
nificantly surpasses previous baselines in terms of
length while maintaining high generation quality,
indicating its effectiveness in generating longer

stories. (3) Across different specific evaluation
dimensions, our method outperforms DOC and
GPT-40 mini in relevance and coherence, slightly
falling behind Agents’ Room. This may be due
to that STORYWRITER generates longer stories,
and coherence inevitably decreases with increased
length (Bai et al., 2024b). However, in terms of
content diversity and creativity, our model signif-
icantly outperforms all baselines, validating the
effectiveness of our approach and demonstrating
that it can generate higher-quality, creative content,
which is the ultimate goal of story generation.

Ablation Study The results of the ablation ex-
periment are presented in Table 2. We analyze the
impact of removing key components from STORY-
WRITER as follows:

(-RelO-Output): This setting removes the RelO
output rewriting mechanism in Writing Agents. In
this case, the relevance score of the generated text
drops significantly. This decline occurs because the
RelO output module plays a crucial role in main-
taining structural coherence by rewriting sections
that deviate from the original outline.

(-Planning): This configuration eliminates the
Non-Linear Narration (NLN) strategy in Planning
Agents, causing sub-events to be arranged strictly
in chronological order. As a result, the complexity
score decreases significantly, second only to the



(-Events-Outline) scenario. This is expected, as
the Planning Agents module enhances narrative
diversity by distributing sub-events across different
chapters while preserving event relationships.
(-RelO-Input): In this setting, RelO-input of
Writing Agents is removed, meaning neither the
input nor output is effectively regulated. Conse-
quently, the input length for the agent increases
substantially, leading to higher computational costs
and a decline in overall performance.
(-Events-Outline): This ablation removes event-
based outlining, reducing the story outline to a few
generic sentences without detailed event descrip-
tions. In this case, the story outline lacks depth
and structure, negatively impacting the quality of
the generated stories. As a result, all six evaluation
criteria show a significant decline, highlighting the
importance of structured event-based outlines.

4.3 Analysis on Rewrite Context

When the length of the generated text exceeds a
certain threshold, large language models (LLMs)
tend to exhibit undesirable behaviors such as repe-
tition, hallucination, and topic deviation (Liu et al.,
2024a). These issues manifest in the following
ways: repetitive narration of events, actions by the
protagonist that deviate from the established narra-
tive, and a story that no longer progresses logically
in relation to the preceding content. We found
that these issues are closely related to the length of
the preceding text. To address this, we introduce
the use of a rewrite agent to reduce the length of
the input text without discarding essential infor-
mation. Specifically, we employ a sliding window
technique. As events are generated sequentially,
the window shifts forward, simplifying the content
within its range.

A key consideration is selecting a strategy that
balances the length of the input text with the im-
pact of the simplified content on the coherence of
the story. Our experiments, comparing different
window length, show that, for articles shorter than
20,000 tokens, the sliding window configuration
covering [2, k-1] is consistently optimal, meaning
the content in the middle of the text is simplified.
However, when the article length exceeds 20,000
tokens, the effectiveness of this approach dimin-
ishes significantly.

To validate this approach, we designed a simple
verification experiment, wherein we test five dif-
ferent sliding window configurations: [k-10, k-8],
[k-12, k-6], [k-14, k-4], the basic [2, k-1], and the

Empty Set
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—o— [k-14, k-4]
2.0 4 == [2, k1]

[0,2k) [2k,4k) [4k,10k)
Window Length
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Figure 3: Results of different window length. Best result
is indicated by stars.

empty set. The results are shown in Figure

5 Constructing LONGSTORY

In this section, we use STORY WRITER to generate
a high-quality long story dataset LONGSTORY. We
train the model Llama3.1-8B-Instruct using super-
vised fine-tuning on LONGSTORY and develop an
advanced storytelling LLM STORYWRITERL Ama-

LONGSTORY Construction We construct a
high-quality dataset with 5, 500 long-form stories,
LONGSTORY, using STORY WRITER. Specifically,
we first collect 6, 000 story promises from the train-
ing set of MoPS (Ma et al., 2024) and use STORY-
WRITER to generate a long story for each promise.
We then perform careful data cleaning to remove
stories that are too short, do not meet format re-
quirements, or exhibit low quality. Specifically, we
merge multiple chapters of stories to mitigate the
risk of overfitting to specific text structures during
SFT training. As a result, we curate a final dataset
comprising 5, 500 long stories, LONGSTORY, with
an average length of 8, 000 words.

Experimental Setup We adopt the same eval-
uation dataset MoPS in § 4.1. Due to the high
cost of the manual evaluation, we only employ au-
tomated evaluation, which is also widely used in
previous work (Bai et al., 2024b; Gu et al., 2024).
In addition to evaluating the content quality from 6
dimensions mentioned in § 4.1, we also report the
length score used by the LongBench-Write eval-
uation method (Bai et al., 2024b). This method
controls the length of text generated by LLMs by
setting different output length constraints, which
not only assesses the model’s ability to generate
long texts but also evaluates its adherence to word
count constraints. The length score computes the
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Llama3.1-8B-Instruct  42.6  26.5 3.0 89.0 4.0 43.7 3.9 0.0 3.5 0.0 2.2 0.0 1.0
GPT-40 66.5 50.8 4.1 92.3 4.7 81.7 4.5 62.0 4.3 153 3.7 2.7 3.3
STORYWRITERL Ama 64.8 62.8 3.3 60.8 3.9 44.1 3.8 77.3 3.5 78.1 3.4 534 2.1

Table 3: Experimental results (%) of STORY WRITERL sua and the baselines. S, represents the average score of

the 6 dimensions, as described in § 4.1. S; is the length score, calculated using Equation 1. S is computed as
(Sq + 20 x S;)/2, following the approach used by Bai et al. (2024b). The highest scores are shown in bold.

degree of alignment between the actual response
length and the required length in the instruction,
which can be computed as follows:

100 - max (0,1 — /L0

100 - max (0,1 — 2=

ifl’ > 1,

ifl' <lI.
D
I" denotes the actual response length and [ de-
notes the required length. Specifically, we adopt
the same evaluation settings as LongBench-Write:
for each instruction in the MoPS test set, we add an
output length constraint from {500, 1, 000, 2, 000,
4,000, 10,000, 15,000}, and then generate re-
sponse for each length constraint and compute the
final scores. We bucket the results based on lengths
and report the average of the following metrics
within each bucket: S;, which evaluates content
quality (the average of the 6 dimensional scores
from § 4.1), .5;, which evaluates the length score,
and S, which equals (S, + 20 * S;)/2. We also
report the average overall score across all lengths.

S =

SFT Training We leverage the Llama 3.1-8B-
Instruct model as the base model for SFT train-
ing. We use the training code proposed by Lon-
gAlign (Bai et al., 2024a), as it is specifically de-
signed for long-context training with pre-existing
long-context adaptations. We use the promise of
each instance in LONGSTORY as the input and the
story as the output for supervised fine-tuning to
obtain STORYWRITER]  ama, S€tting the batch size
to 1, learning rate to 2 x 107>, training 2 epochs.

Experimental Results The experimental results
of STORYWRITER[ | ama trained on LONGSTORY,
along with other baselines, are shown in Table 3.
We can observe that: (1) In terms of the quality
of generated stories (S;), STORYWRITERLama
significantly outperforms the backbone model
Llama3.1-8B-Instruct, especially in generating
stories over 4,000 words. This indicates that

STORYWRITER]  spma Can maintain high quality
while generating longer content. (2) In terms
of length scoring for the generated stories (.57),
STORYWRITER | apa also performs much better
than Llama3.1-8B-Instruct and GPT-40. This in-
dicates that STORY WRITER[  ama better adheres
to length constraints in story generation. Al-
though our training data, LONGSTORY, does not
include length constraints, and the training process
does not involve explicit ability enhancement for
following length constraints. This suggests that
training with longer responses could enhance the
model’s ability to follow length constraints. In
conclusion, STORYWRITER sma performs bet-
ter in generating longer stories and adhering to
length constraints, demonstrating the effectiveness
of our data construction method STORYWRITER
and LONGSTORY. As our approach can be ex-
tended to the broader field of creative content gen-
eration, we encourage the community to utilize our
method for producing more high-quality data.

6 Conclusion

This paper presents STORY WRITER, a multi-agent
approach that generate outlines and long-enough
stories automatically. Using STORY WRITER, we
generate a large number of diverse and high-quality
stories. Human and automatic evaluations demon-
strate that STORY WRITER outperforme multiple
baselines. Similarly, we create a high-quality
dataset LONGSTORY using STORY WRITER. We
also perform supervised fine-tuning based on
LONGSTORY and provide STORYWRITERL [ sma
based on Llama3.1-8B-Instruct. We believe that
STORYWRITER will be helpful for the long
story generation task of LLM, and future ASG
tasks can be explored based on these data and
STORYWRITER{ | ama- We hope to explore LLM’s
generation of long serial novels further, which re-
quires LLM’s more powerful long-story generation
and understanding capabilities.



Limitations

The limitations of this work are mainly three-
fold:(1) There are some more powerful models than
chatgpt-40-mini to choose from, but considering
the limited economic cost, we only used chatgpt-
4o-mini as our generative model and used the gener-
ated data to distill an 8b lightweight model. This is
obviously something that can be optimized.(2) This
study focuses exclusively on English-language data.
In future research, we aim to extend our approach
to support multiple languages, increasing its appli-
cability across diverse linguistic contexts.(3) Our
research primarily concentrates on novel-like story
generation, with limited exploration of diverse artis-
tic styles. Future work could investigate other nar-
rative forms, such as scripts, poetry, and prose, to
broaden the stylistic versatility of generated con-
tent.

Ethical Considerations

We discuss the ethical considerations here: (1) In-
tellectual property. We have strictly adhered to the
licenses of all utilized artifacts, including datasets,
models, and code repositories. We will open-source
code, LONGSTORY and STORYWRITER[ oy UN-
der the MIT license'. (2) Intended use and poten-
tial risk control. We propose STORYWRITER, a
multi-agent story generation framework designed
to produce coherent and complex stories. Addi-
tionally, we construct LONGSTORY dataset based
on MoPS dataset to enhance the model’s ability
to generate long stories. We trust that the original
publisher has appropriately anonymized and san-
itized the dataset. Furthermore, STORY WRITER
generates creative stories with artistic embellish-
ments, rather than real stories, and therefore does
not introduce additional ethical concerns. (3) Al
assistance. We have used ChatGPT to refine some
sentences.
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Appendices
A Outline Agents Example

In the first stage of story generation, we generate
an event-based outline, which consists of one event,
each event contains several event information, and
the subsequent articles are generated on the basis
of this outline. Different from the traditional out-
line generation method, our outline provides more
information and improves the information density,
which reduces the difficulty of obtaining key infor-
mation in the process of constructing the story from
the outline. An example of an outline is shown in
Table 4

B Planning Agents Example

In the second stage of story generation, we intro-
duce a method NLN (none-linear-narration) to fur-
ther process the outlines, which is used to generate
a more structurally varied and plot-rich outlines.In
this stage, AGENTS further generates a number
of sub-events based on the events in the outlines.
And the sitting chapters of the sub-events are ratio-
nally arranged according to the event information.
Taking Table 5 as an example, AGENTS considers
event3.3 as a small ending of event3, which can
be left as a suspense to be told in Chapter4, and
therefore changes the narrative order of events.

C Writing Agents Example
C.1 Re-write History

In the writing phase of the story, we introduce Coor-
dinator, an agent that implements the processing of
inputs and outputs in the writing phase.Coordinator
receives the history-message and processes it, and
receives the output from FinalWriter and rewrites
it. Table 6 shows the history-message processed by
the Coordinator, which greatly reduces the length
of the text while preserving as much event informa-
tion as possible.

C.2 Re-write Story

Table 7 shows the story re-written by the Coordina-
tor. In the generation phase, Coordinator thinks that
the generated story deviates from the outline, or
the plot is inconsistent, then Coordinator re-writes
based on the original story.
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Premise :

Premise:In a cyberpunk future, a skilled hacker uncovers a hidden backdoor within a digital game,
leading to a high-stakes battle against a ruthless corporate spy to expose corruption and clear their
name.

Events : Event 1: **The Discovery**

**Setting™*: A dimly lit, cluttered apartment in a towering cyberpunk city, filled with neon lights,
holographic screens, and advanced tech equipment. The sounds of distant traffic hum and synth
music can be faintly heard outside.

**Character**: *Nova*, a skilled hacker known for their proficiency in navigating complex systems
and infiltrating digital environments. They live under the radar, maintaining a low profile while
taking on high-risk jobs for the right price.

#*Action**: Nova is exploring a newly released VR game, Eclipse; for a client. While trying
to breach the game’s code to find exploits for financial gain, Nova stumbles upon an encrypted
backdoor hidden within the game’s files. The backdoor seems to provide access to sensitive
corporate data.

**Conflict**: Nova is unsure whether the backdoor is a hidden Easter egg or something far more
dangerous. The temptation to expose this digital goldmine is strong, but Nova is cautious, knowing
that they could be digging up something bigger than they intended.

**Plot Twist**: Upon attempting to hack further into the backdoor, Nova triggers an alert, and
the system begins sending data to an unknown source. It quickly becomes clear that the game’s
creators (a powerful tech corporation) have been aware of this backdoor and are actively monitoring
anyone who discovers it.

Event 2: **The Corporate Spy**

**Setting®*: A sleek, high-rise corporate tower that looms over the city. Inside, the space is clean,
minimalistic, and brimming with high-tech security measures.

**Character**: *Arius*, a ruthless corporate spy hired by a shadowy tech conglomerate to track
down and eliminate anyone who uncovers the backdoor. Arius is cold, calculating, and specializes
in espionage, blending seamlessly into both the digital and physical worlds.

** Action**: Nova, realizing that they’re being hunted, tries to cover their tracks and protect their
identity. However, Arius uses a combination of physical surveillance and digital forensics to track
Nova’s real-world location.

**Conflict**: Nova is now in a race against time—if they can’t find a way to delete the backdoor’s
data and escape the corporate’s radar, they’ll be framed for a crime they didn’t commit. Meanwhile,
Arius is relentlessly closing in, trying to eliminate Nova before they can expose the corruption.
**Plot Twist**: Nova finds a clue that suggests the backdoor isn’t just a corporate oversight but
rather part of a larger conspiracy involving illegal surveillance of the game’s players—many of
whom are high-ranking individuals. The data could be used to topple powerful figures, including
those responsible for exploiting the game’s player base.

Event 3: **The Battle for the Truth**

**Setting®*: A hidden underground hacker enclave, far beneath the city. It’s a chaotic mix of
neon-lit computer screens, tech junk, and cyber-enhanced individuals working in tandem.
**Character**: *Nova* is joined by a small group of rogue hackers and data analysts who
share Nova’s goal of exposing corporate corruption and freeing the game’s players from digital
surveillance.

**Action**: Nova and the team work together to decrypt and upload the stolen data, hoping to
expose the corporation’s illegal activities. As they work, they are constantly interrupted by Arius’s
cyber attacks, including digital traps, viruses, and physical infiltrations.
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**Conflict**: The team faces internal discord—some members are hesitant to expose the data,
fearing they’ll be wiped out by the corporation. Meanwhile, Arius uses a combination of mind
games and brutal force to break the hackers’ resolve.

**Plot Twist**: Just as the data is about to be uploaded to a secure public channel, Nova learns that
one of their own allies has been feeding information to the corporation, sabotaging the mission in
exchange for a personal reward. The betrayal threatens to unravel everything.

Event 4: **Final Confrontation**

#%Setting**: A high-tech digital arena, part of the VR game Eclipse: Nova and Arius are forced
into a head-to-head battle within the game’s simulated world, a vast, dystopian city filled with
virtual enemies and obstacles.

*#*Character®*: *Nova* and *Arius*, now fully aware of each other’s tactics. The stakes are higher
than ever—if Nova wins, the data is released, exposing the corporation’s corruption. If Arius wins,
the data is erased, and Nova’s reputation is destroyed.

**Action**: The digital battle intensifies as both Nova and Arius use their hacking abilities and
in-game avatars to manipulate the environment, hacking enemies, and creating traps for each other.
Nova uses their ingenuity to manipulate the game’s code in real-time, while Arius relies on brute
force and quick reflexes.

**Conflict**: The battle is not just physical but also psychological. Arius tries to break Nova’s
focus, attempting to force them into a corner by threatening their allies. Meanwhile, Nova must
keep their wits and avoid Arius’s relentless attacks.

**Plot Twist**: In the heat of the battle, Nova uncovers a final piece of the puzzle—the game’s
designers had created an Al within the game that was programmed to act as a corporate watchdog,
and it is now fully aware of their presence. The Al turns on both Nova and Arius, threatening to
destroy the entire operation unless they work together to shut it down.

Event 5: **The Truth Revealed**

**Setting®*: A public broadcasting channel on the city’s vast network of digital billboards, live-
streaming to millions of citizens across the city.

**Character**: *Nova* and *Arius*—having put their differences aside for the moment, working
together to expose the truth.

**Action**: Nova and Arius manage to shut down the rogue Al, but they must act quickly to
ensure the data gets broadcasted to the public before the corporation can silence them. They upload
the information, revealing the corporation’s illegal surveillance and the exploitation of the players.
**Conflict**: As the data is sent out, corporate forces make one final attempt to shut down the
broadcast. The city is thrown into chaos as protesters take to the streets, demanding answers.
**Plot Twist**: The broadcast not only reveals the corruption but also uncovers a far-reaching
conspiracy implicating the city’s government officials, leading to a new power struggle. Nova is
left to face the consequences of exposing such a huge secret—now a wanted fugitive, but a symbol
of rebellion.

Event 6: **The Escape**

**Setting®*: The chaotic streets of the city, now rife with protest and unrest. The neon lights have
been replaced with sirens and flashing red alerts.

**Character®*: *Nova*, now a fugitive with a target on their back.

**Action**: Nova uses their hacking skills to navigate through the city, evading capture while
deciding whether to join the rebellion or disappear into the shadows to protect themselves. The
streets are alive with people rallying against the corporation, offering Nova a glimmer of hope for a
revolution.
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**Conflict**: Nova is faced with a moral choice—do they continue to fight for the truth, risking
their life for a cause that might never succeed, or do they disappear, leaving the rebellion to its own

fate?
**Plot Twist**: As Nova prepares to vanish, they receive a message from an unknown ally—Arius
has gone underground, planning to build a resistance against the corporation, and wants Nova to

lead it.

Table 4: An example result of events generation.
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...... (PREVIOUS)

SubTasker :

**Bvent 1: The Rogue’s Quest Begins**

- **Bvent 1.1*%*: **Jorik’s Motivation and Introduction**

Jorik, a quick-witted and resourceful rogue with a shadowy past, is introduced in a bustling medieval
town. We see his skill and cunning as he navigates the town, hinting at his personal struggles and
motivations, possibly tied to a past betrayal or loss.

- **Bvent 1.2*%*: **The Mysterious Benefactor’s Request**

Jorik is approached by a mysterious benefactor who offers him a lucrative mission: to retrieve the
*Moonstone Heart*, an artifact of immense power hidden deep within the ruins of an ancient castle.
The rogue agrees, driven by the promise of riches or a chance to redeem himself.

- #**Event 1.3%*: **The Castle’s Dangerous Secrets**

Jorik begins his journey toward the crumbling castle, navigating through a landscape of myth and
danger. As he approaches the castle, he learns more about its treacherous history and the creatures
guarding the artifact. He begins to understand the gravity of the task before him.

Event 2: The Shapeshifter’s Interference**

- **Byvent 2.1%*: **Virelith’s Deceptive Entrance**

As Jorik approaches the *Moonstone Heart*, Virelith appears, disguised as an old friend from his
past. She convinces Jorik to trust her, claiming they both seek the artifact for peace, and proposes
an alliance to unlock the artifact’s protections.

- **Event 2.2%*: **Alliance Amid Suspicion**

Jorik and Virelith reluctantly team up, but tensions rise as Jorik remains wary of her true intentions.
Their alliance is forced, and they struggle to cooperate while dealing with the powerful protections
around the artifact.

- **BEvent 2.3%*: **Betrayal and the True Purpose of the Artifact**

At the final moment, Virelith reveals her true form and betrays Jorik. She takes the *Moonstone
Heart* for herself, intending to use it to control the mythical creatures of the realm and upset the
balance of power.

Event 3: The Aftermath of Betrayal**

- **Event 3.1**: **Jorik’s Despair and the Unexpected Ally**

Jorik, devastated by Virelith’s betrayal, is left wandering the dark forests surrounding the ruins. He
encounters Elira, a wise centaur, who offers him an unexpected alliance and insight into the greater
stakes surrounding the artifact.

- **Byent 3.2%*: **Jorik’s Internal Struggle**

Jorik wrestles with his shattered trust, particularly in light of his past actions that have led to his
isolation from both humans and mythical creatures. He is unsure whether he can ever unite these
groups against Virelith and her growing influence.

- **Byent 3.3*%*: **Divided Allegiances and Growing Tension**

Jorik and Elira begin rallying the mythical creatures to unite against Virelith, but they face opposi-
tion. Some creatures believe the artifact can bring peace, while others fear its destructive potential.
Jorik’s leadership is challenged, and tensions rise within the ranks.

Event 4: The Artifact’s True Power**

- **Bvent 4.1**: **The Final Confrontation in the Sacred Grove**

Jorik and Virelith face off in the sacred grove, where the artifact pulses with dark energy. Jorik
realizes that the *Moonstone Heart* cannot be controlled without catastrophic consequences. The
world around them distorts as the artifact’s power escalates.

- **Bvent 4.2*%*: **The True Nature of the Artifact Revealed**
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In the heat of battle, Elira reveals that the *Moonstone Heart* is a sentient being, created as a
guardian to test those who seek its power. The artifact’s role is not to be wielded but to bring change
to the realm, whether for good or ill.
- **Bvent 4.3*%*: **A Choice Between Destruction and Evolution**
Jorik is faced with the decision to destroy the artifact to prevent its catastrophic effects or to allow
it to remain, trusting that its true purpose will lead to peace. The realization that it is neither a tool
for domination nor a simple weapon deepens the moral dilemma.
Event 5: A New Path to Peace**
- **BEvent 5.1%*: **Jorik’s Proposal for Peace**
Jorik, after understanding the true nature of the artifact, proposes a new path to unite humans and
mythical creatures, without relying on the artifact’s influence. He convinces Virelith to abandon her
quest for domination, though this is no easy task.
- **BEyent 5.2%*: **Resistance and Doubt Among the Factions**
While Jorik and Virelith work together to forge a new order, they face resistance from both sides.
Some creatures and humans are skeptical that true peace is possible, and Virelith’s manipulative
nature complicates the process of building trust.
- **Byent 5.3%*: **A New Enemy Emerges**
As the fragile peace is taking shape, a rogue faction of humans and creatures seeks to seize the
artifact for their own gain. Jorik must rally all sides to confront this new threat, showing that peace
requires sacrifices from all parties.
Event 6: The Final Battle and the Legacy of the Moonstone Heart**
- **Event 6.1**: **The Rogue Faction’s Attack**
The rogue faction, intent on seizing control of the artifact, launches an assault on the united forces.
Jorik, Virelith, and Elira lead the defense, understanding that this battle is crucial for the future of
the realm.
- **Bvent 6.2%*: **Jorik’s Ultimate Sacrifice®*
In a desperate final act, Jorik decides to destroy the *Moonstone Heart*, realizing that its power
cannot be allowed to fall into the wrong hands. The artifact’s destruction causes a massive upheaval,
but it ends the threat of domination over the realm.
- **BEvent 6.3*%*: **A New Era of Peace**
As Jorik lies gravely injured, the energy of the artifact dissipates. The sacrifice made by all involved
ensures that mythical creatures and humans can now coexist in harmony. The realm is forever
changed, but the legacy of the *Moonstone Heart* endures, a symbol of the cost of peace.
Weaver : Chapter 1: The Rogue’s Quest Begins

Sub-event: Jorik’s Motivation and Introduction

Sub-event: The Mysterious Benefactor’s Request

Sub-event: The Castle’s Dangerous Secrets
Context: The first chapter sets up Jorik’s character, his motivations, and the central quest. We meet
the rogue in the bustling town, learn of his troubled past, and witness his skills. The mysterious
benefactor introduces the central artifact, the *Moonstone Heart*, and sets the stage for the perilous
journey ahead.

Chapter 2: The Shapeshifter’s Deception

Sub-event: Virelith’s Deceptive Entrance

Sub-event: Alliance Amid Suspicion

Sub-event: Betrayal and the True Purpose of the Artifact
Context: This chapter introduces Virelith, whose true intentions are hidden behind the mask of a
helpful ally. The dynamic between her and Jorik builds tension as their uneasy alliance grows. The
betrayal and reveal of Virelith’s real goal push the plot toward its darker, more dangerous turns.
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Chapter 3: Despair and Unexpected Alliances

Sub-event: Jorik’s Despair and the Unexpected Ally

Sub-event: Jorik’s Internal Struggle

Sub-event: The Final Confrontation in the Sacred Grove
Context: After the betrayal, Jorik’s internal conflict is explored. He encounters Elira, a centaur who
offers a new perspective and an alliance against the growing threat. The chapter focuses on Jorik’s
journey of rebuilding trust while facing rising tensions between mythical creatures and humans.
Chapter 4: The Artifact’s Power Revealed

Sub-event: Divided Allegiances and Growing Tension

Sub-event: The True Nature of the Artifact Revealed

Sub-event: A Choice Between Destruction and Evolution
Context: In the climactic confrontation with Virelith, the artifact’s true nature is unveiled. This
chapter serves as a turning point in the story as Jorik must decide whether to destroy the artifact or
embrace its uncertain future. The moral and ethical stakes reach their highest point.
Chapter 5: The Fragile Path to Peace

Sub-event: Jorik’s Proposal for Peace

Sub-event: Resistance and Doubt Among the Factions

Sub-event: A New Enemy Emerges
Context: The aftermath of the artifact’s revelation leads to Jorik’s proposal for peace between
humans and mythical creatures. However, the process is fraught with resistance and internal conflict.
Just as things seem to settle, a new threat emerges, forcing Jorik and his allies to act quickly.
Chapter 6: The Final Battle and the Legacy of the Moonstone Heart

Sub-event: The Rogue Faction’s Attack

Sub-event: Jorik’s Ultimate Sacrifice

Sub-event: A New Era of Peace
Context: The final battle unfolds as a rogue faction threatens the fragile peace. Jorik’s ultimate
sacrifice to destroy the artifact concludes the story, ensuring peace but at great personal cost.
The chapter wraps up with the realm forever changed, and the legacy of the *Moonstone Heart*
enduring as a symbol of the sacrifices made for peace.

Table 5: An example result of NLN. In this case, ”SubTaker* assigns each event to more detailed independent
sub-events. Because of our event-based approach, these sub-events also inherit the information and relationships of
the parent event. “Weaver” finds that subevent-3.3 can last until event 4 occurs, so it reallocates the subevent, that is,
subevent-3.3 is exchanged with subevent-4.1.
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Re-Input

...... (PREVIOUS)

FinalWriter

: In the days that followed, Kael and Luna found their way back to the cavern that had changed his life
forever. The snowy landscape had become familiar, yet Kael’s heart raced with anticipation and the
weight of responsibility. He had come to realize that the ancient artifact held the key to unlocking his
true potential as a mage, and he could feel its call echoing in the depths of his soul.

As they entered the cave, the air was charged with a palpable energy. The sunlight streamed through
the crystals embedded in the cave walls, creating a mesmerizing display of colors that danced like
spirits in the darkness. The artifact rested on a stone pedestal, shimmering with a mystic light that
beckoned him closer.

Luna padded silently beside him, her fur glistening in the cave’s ethereal glow. She seemed to sense
the significance of this moment too, her ears perked forward, eyes keen and alert. Kael reached out, his
fingers brushing against the smooth surface of the orb. Instantly, images flooded his mind—visions of
mages harnessing great power, wielding magic for both creation and destruction.

With resolve, Kael inhaled deeply, reminding himself of the bond he shared with Luna and the strength
they had gained together. This was a pivotal moment, and he knew he needed to embrace it fully. He
steadied himself, focusing on the energies swirling around him and the warmth the artifact emitted.
The moment his hands clasped the orb, a surge of magic coursed through him like lightning. It was
unlike anything he had ever experienced—pure, exhilarating power merging with his very essence.
He felt the weight of the world lift from his shoulders as he began to awaken the magic within him,
unraveling the potential he had been so afraid to unleash.

Yet, as the energy intensified, Kael suddenly felt a tugging sensation—a dark shadow lurking at the
edge of his consciousness. The power was formidable, and with it came a haunting thought: was he
truly ready to wield such magic? Would he be able to resist the allure of darkness if faced with the
temptation?

Coordinator : Next sub-story comes to ...... (with history-message changed as follows)

History-Messages:

{’content’: "With the artifact’s power surging, Kael transformed, awakening abilities he never knew
he had. His appearance changed, reflecting the magic within him as he realized he was becoming a
protector, ready to use this newfound power for his village’s safety. Luna stood by him, providing
unwavering support as a dark presence emerged— a malevolent sorcerer intent on seizing the artifact’s
magic for himself. Feeling the weight of this looming threat, Kael understood he had to prepare for
a confrontation with the sorcerer.Determined to control his new abilities and balance the light and
dark within him, Kael, with Luna at his side, left the cavern. They were ready to face the trials ahead,
confident that together they could confront any darkness threatening their world.", 'role’: "user’, name’:
’FinalWriter’ }

Table 6: An example prompt for Open IE to generate task description and output format description.
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...... (PREVIOUS)

FinalWriter :

In the wake of the tentative truce, Razor made his demands clear. He was no stranger to power
plays, and he intended to use this moment to reclaim control over his territory. During a follow-up
meeting orchestrated by Father Gregory, Razor leaned forward, his tone measured but resolute. “I’ll
agree to your community initiatives and support your mentoring programs, but in exchange, I need
control over the local drug trade. That’s the only way I can guarantee the safety of my people. It’s
how I ensure resources come in—money that can help us all,” he stated, showcasing his unwavering
belief that the drug trade was a necessary evil.

Tasha felt a surge of frustration. “Razor, we can’t build a future on the backs of our neighbors.
Sure, the money flows, but it also brings violence, fear, and more suffering. That’s not what this
community deserves,” she implored passionately, her voice steady but laced with urgency.

Razor smirked, shaking his head as if she were naive. “You think your ideals can change the world.
I’'m in the real world, Tasha. Families are hungry. The kids are trapped with nowhere to turn. They
want power and respect—what I can provide. You can’t just erase the reality of survival.”

The room buzzed with tension. Father Gregory attempted to mediate, sensing that both were at a
critical impasse. “Razor, perhaps there’s a middle ground,” he suggested, but Tasha was quick to
interject.

“There is no middle ground when you’re advocating for further destruction. I will not support a
criminal approach to community development,” she asserted, her conviction palpable. “Meaningful
change requires us to move away from illegal activities. We can create jobs, build businesses, and
invest in our youth through legitimate means.”

Razor narrowed his eyes, the anger bubbling beneath the surface. “And what happens if your way
doesn’t work? If we don’t act now, more will suffer. I’'m trying to protect my own."

“By perpetuating a cycle of violence?” Tasha challenged. “Look deeper, Razor. Do you understand
what this is doing to our community? Do you care? The people are tired of fear. They want hope.”
In that moment, Razor’s fierce demeanor softened ever so slightly. He glanced around the room,
measuring the expressions of those gathered. Many, including former gang members who had
turned a new leaf, started to murmur in agreement with Tasha’s vision. It struck a chord that had
long been buried beneath the chaos of the streets.

Yet Razor wasn’t ready to concede control. “You’re all dreaming. I have spent years building an
empire. You can’t just ask me to sacrifice everything without a viable alternative. Show me how
your way will work, then we can talk.”

Tasha took a deep breath, knowing this was a pivotal moment. “We can start small. Let’s invest
in youth programs, job training, and small business grants. Work together to fund initiatives that
can uplift the community without violence. I'll bring legitimate businesses in, and you can help
steer that profit into community gains. But we do it openly and with integrity. This is about
empowerment, not dominance.”

Razor stared at her, weighing his options. For so long, he had ruled through fear, convinced it was
the only way. But now he faced a community unwilling to accept his old methods, and the prospect
of losing respect was frightening.

The standoff highlighted the stark realities of their opposing visions for the future, and Razor
realized that without adapting to the new demands of his people, he would risk alienating everyone,
including those he sought to protect.

“At the very least, I’ll consider your proposal, Tasha,” Razor finally said, his voice low but steady.
“But like I said, if this doesn’t strengthen my position, there will be consequences.”

Tasha understood the fragility of this moment, but it was a step—a precarious but crucial step
towards a newfound possibility for coexistence built on mutual benefit instead of mutual destruction.
The fight for peace was far from over, and the battle lines continued to shift as they each sought to
define their legacies amidst turbulent change.
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Coordinator : **RE-WRITE**: Razor’s demand for control over the drug trade in exchange for
peace was a pivotal moment that threatened to derail the fragile truce. Tasha, fueled by her vision
for a better future, stood firm against his proposition. “Razor, we can’t build a future on the backs
of our neighbors. The drug trade brings violence and fear, and that’s not what this community
deserves,” she insisted, her voice steady but urgent.

Razor, however, was unyielding. ““You think your ideals can change the world. I'm in the real
world, Tasha. Families are hungry. They want power and respect—what I can provide. You can’t
just erase the reality of survival.”

Tasha’s frustration mounted as she countered, “Meaningful change requires us to move away from
illegal activities. We can create jobs and invest in our youth through legitimate means.”

The tension in the room escalated, with Razor’s gang members watching closely. Father Gregory
attempted to mediate, sensing the critical impasse. “Perhaps there’s a middle ground,” he suggested,
but Tasha was quick to interject.

“There is no middle ground when you’re advocating for further destruction. I will not support
a criminal approach to community development,” she asserted. “We can uplift the community
without violence.”

Razor’s demeanor softened slightly as he glanced around the room, noticing the murmurs of
agreement with Tasha’s vision. Yet he remained hesitant to concede control. “You can’t just ask me
to sacrifice everything without a viable alternative. Show me how your way will work, then we can
talk.”

Tasha took a deep breath, knowing this was a pivotal moment. “Let’s invest in youth programs, job
training, and small business grants. Work together to uplift the community without violence. I’ll
bring legitimate businesses in, and you can help steer that profit into community gains.”

Razor stared at her, weighing his options. For so long, he had ruled through fear, convinced it
was the only way. But now he faced a community unwilling to accept his old methods. “At the
very least, I’ll consider your proposal, Tasha,” he finally said, his voice low but steady. “But if this
doesn’t strengthen my position, there will be consequences.”

Tasha understood the fragility of this moment, but it was a step—a precarious but crucial step
towards a newfound possibility for coexistence built on mutual benefit instead of mutual destruction.
The fight for peace was far from over, and the battle lines continued to shift as they each sought to
define their legacies amidst turbulent change.

Next sub-event:A betrayal by one of Razor’s gang members forces him to reconsider his approach,
realizing that his violent methods are leading to his downfall."

Table 7: An example result of reoutput.
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