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Abstract

Cost-sensitive loss functions are crucial in many real-world prediction problems, where dif-
ferent types of errors are penalized differently; for example, in medical diagnosis, a false negative
prediction can lead to worse consequences than a false positive prediction. However, traditional
PAC learning theory has mostly focused on the symmetric 0-1 loss, leaving cost-sensitive losses
largely unaddressed. In this work, we extend the celebrated theory of boosting to incorporate
both cost-sensitive and multi-objective losses. Cost-sensitive losses assign costs to the entries
of a confusion matrix, and are used to control the sum of prediction errors accounting for the
cost of each error type. Multi-objective losses, on the other hand, simultaneously track multiple
cost-sensitive losses, and are useful when the goal is to satisfy several criteria at once (e.g.,
minimizing false positives while keeping false negatives below a critical threshold).

We develop a comprehensive theory of cost-sensitive and multi-objective boosting, providing
a taxonomy of weak learning guarantees that distinguishes which guarantees are trivial (i.e.,
can always be achieved), which ones are boostable (i.e., imply strong learning), and which
ones are intermediate, implying non-trivial yet not arbitrarily accurate learning. For binary
classification, we establish a dichotomy: a weak learning guarantee is either trivial or boostable.
In the multiclass setting, we describe a more intricate landscape of intermediate weak learning
guarantees. Our characterization relies on a geometric interpretation of boosting, revealing a
surprising equivalence between cost-sensitive and multi-objective losses.

Keywords: Boosting, Minimax theorem, cost-sensitive learning, multi-objective learning, Black-
well’s approachability.



1 Introduction

In many machine learning applications, different types of mistakes may have very different con-
sequences, making it crucial to consider the costs associated with them. For example, in medical
diagnostics, failing to detect a serious illness (a false negative) can have life-threatening impli-
cations, whereas incorrectly diagnosing a healthy person as ill (a false positive) mostly leads to
unnecessary stress and medical expenses. This disparity in error costs is not limited to binary
decisions. For example, when recommending movies to a viewer with preferences “romance over
action over horror”, misclassifying a romance film as “horror” is probably worse than misclassify-
ing it as “action”. Besides weighting different kinds of mispredictions, one may even want to treat
different kinds of mispredictions separately. That is, instead of a cost-sensitive criterion, one may
use a multi-objective criterion, specifying acceptable rates for different types of mispredictions. For
example, one may find acceptable a false positive rate of (say) 10% only if simultaneously the false
negative rate is at most (say) 1%.

Despite the importance of misclassification costs in applications, the theoretical understanding
of this setting is lacking. A glaring example, which motivates this work, is boosting. Broadly
speaking, a boosting algorithm is a procedure that aggregates several weak learners (whose accuracy
is only marginally better than a random guess) into a single strong learner (whose accuracy can
be made as high as desired). Although this is a fundamental and well-studied machine learning
technique, a theory of boosting accounting for cost-sensitive or multi-objective losses is missing,
even in the simplest setting of binary classification.! In fact, if one can assign different costs to
different kinds of mistakes, then even the meaning of “marginaly better than a random guess”
is not immediately clear; let alone the question of whether one can boost a weak learner to a
strong learner, or what precisely “boosting” means. The present work addresses those challenges,
providing a generalized theory of boosting which unifies different types of weak learning guarantees,
including cost-sensitive and multi-objective ones, and extends the standard algorithmic boosting
framework beyond the current state of the art. The fundamental question that we pose is:

Which cost-sensitive and/or multi-objective learners can be boosted? And how?

In classical boosting theory for binary classification, a sharp transition occurs at a weak learner’s
error threshold of 1/2: if the weak learner is guaranteed to output hypotheses with an error rate
below 1/2, then it can be boosted to a strong learner with arbitrarily small error, for instance by
AdaBoost [Freund and Schapire, 1997]. Thus, a weak learning guarantee below 1/2 implies strong
learning. On the other hand, a guarantee of 1/2 is trivial, as it can be achieved by tossing a fair
coin—see Schapire and Freund [2012]. Therefore, guarantees above 1/2 are not boostable.

We investigate whether similar transitions exist for arbitrary cost-sensitive losses. A cost-
sensitive loss w specifies the penalty w(i,j) for predicting ¢ when the true label is j, and can
penalize prediction errors unequally (e.g., in binary classification, it may penalize false negatives
more than false positives). Suppose we have access to a weak learner that outputs hypotheses with
a cost-sensitive loss of at most z > 0 under w. For which values of z does this imply strong learning,
so that the weak learner can be boosted to achieve arbitrarily small cost-sensitive loss according
to w? Which values of z are trivial, meaning they can always be achieved? Are there intermediate
values of z that do not imply strong learning but are still non-trivial?

A similar question arises for multi-objective losses. A multi-objective loss is given by a vector
w = (w1, ws,...,w,) where each w; is a cost-sensitive loss as described above. For instance, in

! There are many works on adapting AdaBoost to cost-sensitive learning, but they do not address the fundamental
question of identifying the minimal assumption on the cost-sensitive function which guarantees boosting. See more
in Appendix A.



binary classification, a natural choice would be w = (wy,, wp), where w,, measures false negatives
and w,, false positives. Suppose again we have access to a weak learner that outputs hypotheses
with loss at most z; > 0 under w; simultaneously for every i, forming a vector of guarantees
z = (z1,...,2). Which z are trivial, in that they can always be achieved? Which z are boostable,
allowing for a strong learner that achieves arbitrarily small error simultaneously for all of the losses
w;? And are there intermediate vectors z that fall between trivial and boostable?

We address these questions by introducing a new perspective on random guessing, framed as
either a zero-sum game or a vector-payoff game (known as a Blackwell approachability game). This
game-theoretic approach applies to both cost-sensitive and multi-objective learning, leading to a
complete characterization of boostability in these cases. We then extend these techniques to the
multiclass setting, where the boostability landscape becomes significantly more complex. While
this perspective complements existing views of boosting as a zero-sum game, prior methods are not
suited to the settings we examine here. The new tools introduced in this work effectively handle a
broad learning framework, establishing a unified and comprehensive theory of generalized boosting.

In particular, we provide extensive answers to the above questions, as follows:

o (ost-sensitive losses. For binary classification, we establish a crisp dichotomy: each guarantee
z > 0 is either trivial or boostable (Theorem A). We show that this transition occurs at a
critical threshold given by the value of a zero-sum game defined by w itself. In the multiclass
setting, the dichotomy expands into a hierarchy of guarantees, ranging from fully boostable to
trivial. Here, we show that there exist multiple thresholds 0 < v;(w) < va2(w) < ... < v-(w),
where 7 depends on the cost function w, and each guarantee z € (v;,v;+1) can be boosted
down to v; (Theorem C). This generalizes the binary case, in which 7 = 1.

o Multi-objective losses. For binary classification, we again show a clean dichotomy; however,
the threshold now takes a higher-dimensional form, becoming a surface that separates trivial
guarantees from boostable ones (Theorem B). Figure 1 illustrates this surface for a loss
vector w representing false positive and false negative errors. In the multiclass setting, things
become more complex: here, we show how to boost non-trivial guarantees to list-learners
(Theorem D), but a complete taxonomy of boostable guarantees remains elusive and is left
as an open question.

o An equivalence between cost-sensitive and multi-objective losses. We establish and exploit
an equivalence between multi-objective and cost-sensitive losses that may be of independent
interest (Theorem 6). Given a loss vector w = (wi,...,w,), consider a weak learner that
outputs hypotheses with loss at most z; for each w;. By linearity of expectation, it follows that
for any convex combination wq = Y ajjw;, the weak learner’s loss with respect to wq does not
exceed > a;z;. We prove that the converse also holds: if for each such wq there exists a weak
learner with loss at most > «;z;, then we can efficiently aggregate these learners into one that
achieves loss at most z; simultaneously for every w;. Interestingly, a geometric perspective
of this result reveals a connection to Blackwell’s Approachability Theorem [Blackwell, 1956]
and to scalarization methods in multi-objective optimization.

Organization of the manuscript. Section 2 gives a detailed walkthrough of all our main results,
their significance, and the underlying intuition. Section 3 addresses the binary classification case,
in both the cost-sensitive and multi-objective flavors. Section 4 presents our equivalence connecting
cost-sensitive learners with multi-objective learners. Finally, Section 5 considers the multiclass case.



2 Main Results

This section outlines the problem setting and the key questions we investigate, and provides an
overview of our main results. We begin from the basic technical setup. We consider the standard
PAC (Probably Approximately Correct) setting [Valiant, 1984], which models learning a concept
class F C Y% for a domain X and a label space )V = [k] with k& > 2. We define a cost function,
or simply cost, to be any function w : Y2 — [0,1] that satisfies w(i,i) = 0 for all i € ;% the
value w(i, j) should be thought of as the penalty incurred by predicting ¢ when the true label is j.
Note that w can be seen as a k x k matrix indexed by ). For instance, for ) = {—1,+1}, a valid
cost is w = (2 (1)); this means that the cost of a false positive is w(+1,—1) = 4, and that of a

false negative is w(—1,+1) = 1. For conciseness, in the binary setting we let w_ = w(—1,+1) and
wy = w(+1,—1); and by some overloading of notation we denote by w both the matrix ( w0+ “6*)

and the vector (wy,w_). For a generic cost w : Y? — [0,1], a target function f € F, and a
distribution D over X, the cost-sensitive loss of a predictor h : X — ) is:

LB (1) £ Borp [w(h(x), /(x))] (1)

For example, when w(%,j) = I{i # j}, then L}(h) simply corresponds to Pyp(h(z) # f(z)), the
standard 0-1 loss used in binary classification. For convenience we assume throughout the paper
that ||w||s < 1, though all our results apply more broadly.

We begin by presenting our contributions for the binary setting (Section 2.1), followed by their
extension to the general multiclass case (Section 2.2).

2.1 Binary setting

We begin from the binary setting, that is, the case J) = {—1,+1}. The starting point is the
definition of a suitable notion of “weak learner” for an arbitrary cost function w.

Definition 1 ((w, z)-learner). Let w : Y2 — [0, 1] be a cost function and let z > 0. An algorithm A
is a (w, z)-learner for F C Y7 if there is a function mg : (0,1)2 — N such that for every f € F,
every distribution D over X, and every €, € (0,1) the following claim holds. If S is a sample of
mo(€,d) examples drawn i.i.d. from D and labeled by f, then A(S) returns a predictor h: X — Y
such that L(h) < z + € with probability at least 1 — 0.

We study the question of whether a (w, z)-learner can be boosted. Broadly speaking, a learner A
is boostable if there exists a learning algorithm B that can achieve arbitrarily small loss by aggre-
gating a small set of predictors obtained from A. More precisely, given black-box access to A and
a labeled sample S, algorithm B invokes A on subsamples Si,...,S7 of S to produce weak pre-
dictors hi,...,h7. It then outputs a predictor h(x) = g(hi(z),...,hr(x)) using some aggregation
function g : YT — Y. For instance, in classic binary boosting the function g is usually a weighted
majority vote. In this work, we consider arbitrary such aggregations. The goal is to ensure that

the loss of the aggregate predictor, L}(h), goes to zero with T', resulting in a (w,0)-learner. Our
guiding question can then be stated as:

Can we boost a (w, z)-learner to a (w,0)-learner?

2 Although the range of the cost is [0,1] our results can be easily extended to arbitrary costs w : V2 - R>o.
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Figure 1: Boostability thresholds. Binary. For classic 0-1 loss binary boosting, it is well-known that
the boostability threshold is 1/2: any value below it can be boosted, while any value above it is trivially
attainable by non-boostable learners. For any cost w, the boostability threshold is V(w) (see Equation (3),
Theorem A). For the multi-objective loss, the threshold is determined by the boundary of the coin-attainable
region, denoted C(w) (see Definition 4, Theorem B), as illustrated in the plot on the right; each point in the
plane corresponds to false-positive and false-negative errors (z4,z_). The two colored regions in the plot
correspond to (a) coin-attainable point C'(w) (in red) and (b) boostable points [0,1]? \ C(w) (in blue). See
below Theorem B for further discussion. Multiclass. A similar pattern holds for multiclass boosting. For 0-1
loss, boostability is known to be determined by k — 1 thresholds [Brukhim et al., 2023a]. For any cost w, the
boostability thresholds are v, (w) (see Equation (6)). For the multi-objective loss, thresholds are determined
by the boundaries of dice-attainable regions D ;(w) (see Section 2.2 for further details).

In order to develop some intuition, let us consider again the case when w yields the standard 0-1
loss. In that case, Definition 1 boils down to the standard notion of a weak PAC learner.? Then,
classic boosting theory states that every (w, z)-learner with z < 1/2 can be boosted to a (w,0)-
learner; and it is easy to see that a loss of 1/2 is always achievable, simply by predicting according
to a fair coin toss. Thus, the value 1/2 yields a sharp dichotomy: every z < 1/2 can be boosted and
drawn to 0, while every z > 1/2 is trivially achievable and cannot be brought below 1/2.

Can this classic dichotomy between “boostable” and “trivial” be extended to accommodate
arbitrary cost functions? It turns out that this can be done if one uses as trivial predictors biased
coins. Indeed, we show that, by taking such random guessing strategies into account, one can
identify a general boostability threshold for all cost functions w. However, in contrast to the 0-1
loss case, this critical threshold between the boostable and non-boostable guarantees is no longer
1/2; instead, it is a function of the cost w. More precisely, the threshold is determined by the
outcome of a simple two-player zero-sum game, as we describe next.

The game involves a minimizing player (the predictor) and a maximizing player (the environ-
ment). The minimizing player selects a distribution p over Y = {—1, +1}; similarly, the maximizing
player selects a distribution q over Y = {—1,+1}. The payoff matrix of the game is w. The overall
cost paid by the predictor is then:

QU(p, q) = EinEqu w(lvj) : (2)
Following standard game theory, the value of the game is the quantity

V(w) 2 mi 3
(w) = min max w(p,q), (3)

where Ay is the set of all distributions over ). In words, V(w) is the smallest loss that the predictor
can ensure by tossing a biased coin (i.e., p) without knowing anything about the true distribution

3 Notice that this definition is slightly more general than the classic weak PAC learning definition, in which
z=1/2—~ and € = 0, yet we consider learners which are allowed to be arbitrarily close to z.



of the labels (i.e., g). Now consider a value z > 0. It is easy to see that, if z > V(w), then there
exists a universal (w, z)-learner—one that works for all F and all distributions D over X: this is
the learner that, ignoring the input sample, returns the randomized predictor h, whose outcome
h(z) is distributed according to p independently for every x € X. Indeed, by Equation (3) the loss
of hy is at most V(w) regardless of f € F and of the distribution D. Formally, we define:

Definition 2 (Random guess). A randomized hypothesis is called a random guess if its prediction
y € Y is independent of the input point x € X. That is, there exists a probability distribution
p € Ay such that h(z) ~ p for every x € X.

We prove that the non-boostability condition z > V(w) is tight. That is, we prove that every
(w, z)-learner with z < V(w) is boostable to a (w,0)-learner. Thus, the value of the game V(w)
given by Equation (3) is precisely the threshold for boostability. Formally:

Theorem A (Cost-sensitive boosting, binary case). Let Y = {—1,+1}. Let w = (wy,w_) € (0,1]?
be a cost. Then, for all z > 0, exactly one of the following holds.
e (w,z) is boostable: for every F C Y%, every (w, z)-learner is boostable to a (w,0)-learner.

o (w,z) is trivial: there exists a random guess h such that the learner that always outputs h is a
(w, z)-learner for every F C Y¥.

W W
wytw_ -’

Moreover, (w, z) is boostable if and only if z < V(w), where V(w) =

The proof of Theorem A is given in Section 3. In a nutshell, Theorem A says that anything that
beats the weakest possible learner (a coin) is as powerful as a the strongest possible learner; between
these two extremes there is no middle ground. Remarkably, the proof of Theorem A is simple and
yet it relies on three distinct applications of von Neumann’s Minimax Theorem! [von Neumann,
1928]. The first application, which also appears in classical binary boosting, is used to aggregate
a distribution over the weak learners. The other two applications are unique to the cost-sensitive
setting: one arises in the analysis of the boosting algorithm (first item of Theorem A), and the
other one in defining the trivial learner (second item of Theorem A). These last two applications
are both based on the zero-sum game defined above. We also note that the first item of Theorem A
is obtained constructively by an efficient boosting algorithm, as we detail in Section 3.

2.1.1 Multi-objective losses

We turn our attention to multi-objective losses. A multi-objective loss is specified by a multi-
objective cost, that is, a vector w = (wi,...,w,) where w; : Y? — [0,1]% is a cost for every
i =1,...,r. This allows one to express several criteria by which a learner is evaluated; for example,
it allows us to measure separately the false positive rate and the false negative rate, giving a more
fine-grained control over the error bounds. The guarantees of a learner can then be expressed by
bounding Ly (h) by some z; > 0 simultaneously for each ¢ = 1,...,r. This leads to the following
generalization of Definition 1.

Definition 3 ((w, z)-learner). Let r € N, let w = (wy,...,w,) where each w; : Y? — [0,1]? is
a cost function, and let z € [0,1]". An algorithm A is a (w, z)-learner for F C Y if there is
a function mq : (0,1)> — N such that for every f € F, every distribution D over X, and every
€,0 € (0,1) what follows holds. If S is a sample of mg(e,d) examples drawn i.i.d. from D and
labeled by f, then A(S) returns a predictor h : X — ) such that with probability at least 1 — §:

Vi=1,...,r Ly(h) <z +e.
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Figure 2: In all plots, each point e = (e1,e_) in the plane corresponds to false-positive and false-negative
errors. (Left) Cost-sensitive vs. multi-objective. The leftmost figure corresponds to a cost-sensitive
guarantee (w, z), where the blue line is given by (e, w) = z. The shaded area is the feasible region of points
e satisfying the guarantee. The second figure corresponds to a multi-objective guarantee (w, z), where r = 3
corresponds to 3 different lines, each of the form (e,w;) = z;. The shaded area corresponds to all points
satisfying all guarantees, i.e, attaining (w,z). (Right) Envelope of the coin-attainable region. The
rightmost figure presents many different lines; each line correspond to a guarantee (w, V(w)) and is of the
form (e, w) = V(w). Then, the coin-attainable boundary curve in the case of false-positive and false-negative
costs (i.e., w = (wp,wy)), is given by /e +,/e_ = 1 (as shown in Section 3). Furthermore, that boundary
of the coin-attainable points is the same curve obtained by the envelope of the different lines. This ties
between the value V(w) to the coin-attainable area C(w) (see below Theorem B for further discussion).

Consider for example w = (wp, w,) with w, = (99) and w, = (J§). Then w, counts the false

positives, w,, the false negatives. Thus a (w, z)-learner for, say, z = (0.1,0.4) ensures simultane-
ously a false-positive rate arbitrarily close to 0.1 and false-negative arbitrarily close to 0.4. See
Figure 2 for illustrative geometric examples.

Like for the cost-sensitive case, we address the question of which (w, z)-learners are boostable.
In other words we ask: given w, what is the right “threshold” for z? Equivalently, for which z can
we always boost a (w, z)-learner to a (w, 0)-learner, and for which z do there exist (w, z)-learners
that are not boostable? It turns out that the answer is more nuanced than in the cost-sensitive
case of Section 2.1, and yet we can prove the same “all or nothing” phenomenon of Theorem A,
as depicted in Figure 1.* In particular, every z € [0,1]" is either entirely boostable, in the sense
that every (w, z)-learner can be boosted to a (w,0)-learner, or trivial, in the sense that there
exists a (w, z)-learner whose output is always a hypothesis that can be simulated by a (biased)
random coin. To this end we introduce the notion of coin attainability. This is the multi-objective
equivalent of the condition z > V(w) for w being a scalar cost as in Section 2.1.

Definition 4 (Coin attainability). Let w = (wy,...,w,) where w; : ¥? — [0,1] is a cost function
for every i =1,...,r, and let z € [0,1]". We say that (w, z) is coin-attainable if

Vge Ay, dpe Ay, Vi=1,...,r, wi(p,q) < z; . (4)
The coin-attainable region of w is the set C'(w) of all z such that (w, z) is coin-attainable.

It is not hard to see that, if z is coin-attainable, there exists a universal trivial (w, z)-learner for all
F C Y*. Fix indeed any distribution D over X and any f € F. First, one can learn the marginal
q of D over Y within, say, total variation distance €; then, by the coin-attainability of z, one can

4 Note that the light-red area (upper triangle) is attainable by coins (distributions) that are oblivious to the true

distribution marginals. For example, it is trivial to attain the point (3, 1) by a fair coin, and the points (0,1) or

(1,0) by a “degenerate coin” that is simply a constant function which always predicts the same label.



return a hypothesis h such that h(x) ~ p, where p ensures w;(p,q) < z; +eforalli=1,...,7.
Formally, recalling the definition of random guess (Definition 2), we have:

Definition 5 (Trivial learner). A learning algorithm A is ¢rivial if it only outputs random guesses.

Thus, a trivial learner can (at best) learn the best random guess and return it. Clearly, such a
learner is in general not boostable to a (w, 0)-learner. The main result of this subsection is:

Theorem B (Multi-objective boosting, binary case). Let ) = {—1,1}, let w = (w1, ..., w,) where
w; 1 Y2 — [0,1] is a cost, and let z € [0,1]". Then, exactly one of the following holds.

e (w,z) is boostable: for every F C Y%, every (w, z)-learner is boostable to a (w,0)-learner.

e (w,z) is trivial: there exists a trivial learner that is a (w, z)-learner for all F C Y.
Moreover, (w, z) is boostable if and only if z ¢ C(w).

The proof of Theorem B is given in Section 3, and is based on a certain scalarization of the
loss amenable to a reduction to Theorem A. Let us spend a few words on Theorem B. First,
note how Definition 4 is reminiscent of the zero-sum game of Section 2.1. The crucial difference,
however, is that now the maximizing player (the environment) plays first, and the minimizing
player (the predictor) can then choose p as a function of g. As shown in more detail in Section 3.2,
this is essential for proving the second item—that is, for coin-attainability to capture exactly the
guarantees attainable by trivial learners. For the scalar-valued game of Section 2.1, instead, by von
Neumann’s Minimax Theorem the order of the players is immaterial to the value of the game V(w).

Second, note that the multi-objective setting is more general than that of a (scalar-valued) zero-
sum game, as here the payoff is vector-valued. This can be thought of as a Blackwell approachability
game [Blackwell, 1956], a generalization of zero-sum games to vectorial payoffs. Indeed, it turns
out that there is a connection between these two notions, in the sense of Blackwell’s theorem: we
prove that a certain vectorial bound z can be attained (with respect to a vector-valued loss w) if an
only if all the “scalarizations” of z can be attained with respect to the corresponding scalarizations
of w. In fact, we can show that this is captured formally by an equivalence between cost-sensitive
learners and multi-objective learners, as explained in Section 2.1.2.

Geometric interpretation of Theorem B. A multi-objective guarantee z with respect to a
multi-objective cost w can be viewed as a set of linear constraints, w; < z;. This identifies a region
that is convex and downward closed, see Figure 2. This holds true even in the multiclass setting,
when there are more than 2 labels. Similarly, the set of all coin-attainable points C(w) for the
false-negative/false-positive objective w = (wy, wy) can be shown to be convex and upward-closed®.
This is illustrated in Figure 1, as well as the set of all boostable points, given in the red and blue
areas, respectively.

As shown in Figure 2, the coin-attainable boundary curve in this case, is given by ,/e;+,/e- =1
(as shown in Section 3), and it is exactly the same curve obtained by the envelope of the lines of
the form (e,w) = V(w), for any cost w : Y2 — [0,1]. This ties between the value V(w) to the
coin-attainable area C'(w).

For a general pair (w, z), one can characterize if it is coin-attainable by examining whether its
associated convex feasible region is intersected with the set coin-attainable points as depicted in
Figure 1. This intuition is also captured in Theorem 7 below.

5 A set C is upward-closed if for all z € C and 2’ € [0,1]" such that 2’ > z coordinate-wise, then z’ € C. See
Section 3 for further details.



2.1.2 Cost-sensitive vs. multi-objective losses: a general equivalence

We establish a general, formal connection between cost-sensitive and multi-objective learning. The
starting point is the straightforward observation that, by definition, a (w, z)-learner is a (wj, z;)-
learner for every ¢ = 1,...,7. Does the converse hold, too? That is, if for each i = 1, ..., r there exist
a (wj, z;)-learner A;, can we conclude that there exists a (w, z)-learner A? Perhaps surprisingly,
we can show that this holds if we consider all conver combinations of the scalar guarantees (wj, z;).
Formally, given a distribution o = (a1,...,a,) € Ay, let we = >, qyw; and zq = (a0, 2). It is
easy to see that the observation above continues to hold: a (w, z)-learner is a (wq, 2o )-learner for
every such . The next result shows that the converse holds, too: the existence of a (wq, 2o )-learner
for every a € A, implies the existence of a (w, z)-learner.

Theorem 6 (Equivalence of learners). Let F C Y%, let w = (wy,...,w,) where each w; : Y* —
[0,1] is a cost function, and let z € [0,1]". Then, the following are equivalent.

1. There exists a (w, z)-learner for F.

2. For every a € A, there exists a (wa, za)—leamer for F.
Moreover, the equivalence is obtained constructively by an efficient algorithm.

We remark that Theorem 6 holds in the multiclass case, too (i.e., for arbitrary sets )’). Thus, the
interplay between multi-objective and cost-sensitive learning is a general phenomenon, not limited
to binary classifiers. The reduction from multi-objective to cost-sensitive in Theorem 6 resembles
the weighted sum scalarization method for multi-objective optimization [Ehrgott, 2005, Chapter
3]. However, it is unclear whether this similarity can be used to provide further insights in our
problem.

In the same vein as Theorem 6, we prove an equivalence between trivial guarantees of cost-
sensitive learners (see Theorem A) and trivial guarantees of multi-objective learners (see Theo-
rem B).

Theorem 7 (Equivalence of trivial guarantees). Let w = (wy, ..., w,) where each w; : Y* — [0,1]
is a cost function, and let z € [0,1]". Then the following are equivalent.

1. (w, z) is coin-attainable.

2. For every a € A, it holds that zq > V(we,).

As Theorem 6, we note that Theorem 7 also holds in the general multiclass case. The proof of
Theorem 7 again uses von Neumann’s Minimax Theorem, based on a two-player game that differs
from those described earlier. In this game, the pure strategies of the maximizing player are the
different elements of [r], representing the various objectives of the cost function. The proofs of all
equivalence theorems are given in Section 4.

2.2 Multiclass setting

For binary classification tasks, we get an especially clean and refined mathematical picture, in which
boostability is fully determined by a single threshold, i.e., V(w). That is, any learner with loss value
below it can be boosted, while any value above it is attainable by a trivial non-boostable learner.
In the unweighted case, recent work by Brukhim et al. [2023a] demonstrated that a multichotomy
emerges, governed by k — 1 thresholds: %, %, een %, where k is the number of labels. For each such
threshold, any learner achieving a loss below it can be “partially” boosted to the next threshold



below it, but not further than that. Here, we extend their results to arbitrary cost functions and
prove that a similar phenomenon holds more generally.

In contrast to the unweighted case, the landscape of boostability in the general setting is more
complex, consisting of many thresholds corresponding to distinct possible subsets of labels. Inter-
estingly, the thresholds of boostability can be computed precisely, and are all determined by the
outcome of zero-sum games, as defined next. We generalize the zero-sum game defined in Equation
(2) to the case of k > 2 labels. It turns out that in the multiclass setting, a more refined zero-sum
game is needed, introducing a certain asymmetry between the sets of allowable strategies for each
player. In particular, we restrict the set of distributions ¢ which the maximizing player is allowed
to choose. For a subset J C ) of labels define the value of the game restricted to the subset J as:

A .

Vi(w) = Jnin max w(p, q) - (5)
Importantly, only the maximizing player is restricted to Ay while the minimizing player is not.
Thus, V j(w) is the smallest loss one can ensure by predicting with a die given that the correct label
is in J. Clearly, for every J' C J it holds that V j(w) < V (w). Consider the subsets J C ) in
nondecreasing order of V ;(w). We then denote each such cost by vs(w) for some s € {1,...,2F},
so that overall we have,

0=uv(w) <v(w) <...<v(w)=Vy(w), (6)

where 7 < 2F depends on the cost function w. The first equality holds since Vi (w) =0fory € ).
Moreover, by a straightforward calculation it can be shown that, for the unweighted case in which
w is simply the 0-1 loss (i.e., w(i,j) = I{i # j}), the thresholds V j(w) specialize to those given by
Brukhim et al. [2023a]. Concretely, it is described in the following fact.

Fact 8. Let w be the 0-1 loss. Then, for everyn > 1 and J € (%), it holds that V j(w) =1 — %

Thus, for the 0-1 loss we have 7 = k. Note that although for the general case given here there
is no closed-form expression for the value of each threshold, it can each be determined by solving
for the corresponding linear program representation of the zero-sum game described above.

We can now state our main results on multiclass cost-sensitive boosting, given next.

Theorem C (Cost-sensitive boosting, multiclass case). Let Y = [k], let w : Y? — [0,1] be any cost
function, and let z > 0. Let vy < vy < --- < v, as defined in Equation (6),” and let n be the largest
integer such that v, < z. Then, the following claims both hold.

e (w,z) is n-boostable: for every F C Y, every (w, z)-learner is boostable to (w,vy,)-learner.

e (w,z) is not (n—1)-boostable: there exists a class F C Y~ and a (w, z)-learner for F that cannot
be boosted to (w, 2')-learner for F, for any 2’ < vy,.

The proof of Theorem C is given in Section 5. In words, Theorem C implies that there is a
partition of the interval [0, 1], on which the loss values lie, into at most 7 sub-intervals or “buckets”,
based on v,. Then, any loss value z in a certain bucket [vn,vn+1) can be boosted to the lowest
value within the bucket, but not below that. We remark that, in fact, the above boostability result
is obtained constructively via an efficient algorithm, as described in Section 5.

5 For notational easiness we define Vy(w) = 0.
"When clear from context we omit w and denote a threshold by vp,.



2.2.1 Multiclass classification, multi-objective loss

We shift our focus to multi-objective losses in the multiclass setting. Recall the notion of (w, 2)-
learner of Definition 3. Our goal is to prove a multi-objective counterpart of Theorem C; that is, to
understand for which 2" a (w, z)-learner can be boosted to a (w, 2’)-learner. Unlike the scalar cost
setting of Theorem C, however, the set of those 2’ that are reachable by boosting a (w, z)-learner
is not a one-dimensional interval in [0, 1], but a subset of [0, 1]".

As a first step, we generalize the notion of coin attainability given by Definition 4. The key
ingredient that we shall add is to restrict the distribution of the labels over a given set J C ). From
the point of view of a random guesser, this amounts to knowing that the correct label must be in
J. We then say that a guarantee is J-dice-attainable if a trivial learner can satisfy that guarantee
over any distribution supported only over J. Formally, it is defined as follows.

Definition 9 (J-dice attainability). Let ) = [k], let w = (w1, ..., w,) where each w; : Y2 — [0, 1]
is a cost function, let z € [0,1]", and let J C Y. Then (w, z) is J-dice-attainable if:

quAJ, EIpeAy7 \V/izl,...,’l", w@(p,Q)SZ@ (7)
The J-dice-attainable region of w is the set Dj(w) £ {z : (w, z) is J-dice-attainable}.

Intuitively, if (w,z) is J-dice-attainable, then a (w, z)-learner is not better than a random die
over J, and therefore should not be able to separate any label in J. Using the notion of J-dice-
attainability, we define a partial ordering over [0, 1]". For every z,z’ € [0,1]" write z <, 2’ if

vJ C), ZGDJ(U)):>Z/€DJ(U)), (8)

and z A4 2’ otherwise. Intuitively, z <4, 2z’ means that, whenever z is not better than a die, then
z' is not better than a die either. We prove that this partial ordering precisely characterizes the

boostability of z to 2. We can now state our main result for multi-objective multiclass boosting.

Theorem D (Multi-objective boosting, multiclass case). Let Y = [k], let w = (wy,...,w,) where
each w; : Y* — [0,1] is a cost function, and let z € [0,1]". Then, the following claims both hold.

e (w,z) is boostable to (w,z’) for every z <., z': for every class F C Y, every (w, z)-learner
for F is boostable to a (w, z')-learner for F.

e (w,z) is not boostable to (w,z’) for every z %4, z': there exists a class F C Y* and a (w, 2)-
learner for F that is a trivial learner and, therefore, cannot be boosted to a (w,z')-learner for
F, for any z Aw 2.

Let us elaborate briefly on Theorem D. In the multiclass cost-sensitive setting, where the overall
cost is a scalar, the landscape of boostability is determined by a sequence of (totally ordered) scalar
thresholds v, € [0, 1]; and those thresholds determine whether a (w, z)-learner can be boosted to
a (w,z')-learner, for 2/ < z, as detailed in Theorem C. In the multiclass multi-objective setting,
those scalar thresholds are replaced by a set of surfaces in [0,1]". Each such surface corresponds
to the boundary of the dice-attainable sets D j(w). Those surface can be seen as thresholds of a
higher-dimensional form, separating between different boostability guarantees.
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3 Binary Classification

This section considers the classic binary classification setting, where ) = {—1,+1}. Section 3.1
tackles the simplest case, where the cost w is scalar, and explores the conditions that make a (w, z)-
learner boostable, proving Theorem A. Section 3.2 considers multi-objective costs, where the cost w
is vector-valued, for a specific but illustrative choice of w, proving a special case of Theorem B and
of Theorem 7. The reason for restricting w to a special form is that this allows us to introduce the
key ideas while avoiding heavy notation. Finally, in Section 3.4 we give the full proof of Theorem B.

For convenience, as ) = {—1, +1}, we will sometimes encode a cost function w : Y? — [0,1] as a
2-by-2 matrix ( 0 ‘5" ), where wy = w(+1, —1) is the cost of a false positive and w_ = w(—1,+1)

w
the cost of a false negative. We will also use the fact, provable through easy calculations, that the

value of the game V(w) equals 0 if min(w_,wy) = 0 and w“i]rwJ+ otherwise. Before moving forward,

we also need a measure of the advantage that a (w, z)-learner has compared to a coin.

Definition 10 (Margin, binary case). The margin of a (w, z)-learner is v = max{0, V(w) — z}.

When wy = w_ = 1, and thus w is the standard 0-1 cost, v is the usual notion of margin that
defines a weak learner in binary classification tasks. In that case, it is well known that to boost a
weak learner with margin v it is necessary and sufficient to invoke the learner a number of times
that scales with 1/42. This remains true for general w and z, in that our boosting algorithm below
invokes the (w, z)-learner a number of times proportional to 1/42.

3.1 Boosting a (w, z)-learner

The main contribution of this subsection is a boosting algorithm, shown in Algorithm 1, that turns
any (w, z)-learner A with z < V(w) into a (w, 0)-learner A’. We prove:

Theorem 11. Let Y = {—1,+1} and F C Y*. If A is a (w, z)-learner for F with margin v > 0,
then Algorithm 1 with the choice of parameters of Lemma 12 is a (w,0)-learner for F. Under the
same assumptions, Algorithm 1 makes T = O(“*é—@")) oracle calls to A, where m is the size of the

5 i) . In(1/9)
3°2T €2

input sample, and has sample complexity m(e,d) = 6(m0( ), where myg is the sample

complexity of A .

It is immediate to see that Theorem 11 implies the first item of Theorem A; for the second item
see Lemma 14 below. In the rest of this subsection we prove Theorem 11. We do so in two steps:
first we prove that Algorithm 1 returns a hypothesis consistent with the input sample (Lemma 12),
and then we show generalization by a compression argument (Lemma 13).

At a high level, Algorithm 1 follows standard boosting procedures. Given a (w, z)-learner 4
and a labeled sample S, Algorithm 1 uses A to obtain a sequence of hypotheses hy, ..., hr whose
average has loss close to z on each single example in S. This can be achieved through any regret-
minimizing algorithm, but for the sake of concreteness our algorithm uses a modified version of
Hedge [Freund and Schapire, 1997] where the update step re-weights examples as a function of w.
Unlike standard approaches, the final prediction on a point z is not just the majority vote of the
h:’s. Instead, the prediction is constructed by comparing the fraction of h:’s returning —1, weighted
by w_, and the fraction of h;’s returning 41, weighted by wy. The smallest weighted fraction wins,
and the corresponding label is returned. We show that this ensures correct labeling of the entire
sample with the desired probability. Formally, we have:

11



Algorithm 1 Boosting a binary (w, z)-learner

Input: sample S = (x;,y;)I"; (w, z)-learner A; parameters T, 7, m
1: Initialize: Dy(i) =1 foralli=1,....m
2: fort=1,...,T7 do
3. Compute the distribution D; £ SO D @ over [m].
4:  Draw a set S; of m labeled examples i.i.d. from D; and obtain hy = A(Sy).
5 For every i =1,...,m let:

Dt+1(i) 2 Dt(l) . en-w(ht(xi),yi) .

6: end for
7. Let F': Xxy—>[01]suchthatF(:):y) + I Hh(z) =y} forallz e X,y

8: return hS X — Y such that, for all z € X,

hs(x)

~ A )1 ifwo - F(z,-1) <wy - F(z,+1),
—1 otherwise.

Lemma 12. Let Y = {—1,+1} and let w : Y? — [0,1] be a cost function. Let F C Y, and let
A be a (w,z)-learner for F with margin v > 0 and sample complexity mgy. Fiz any f € F, let D
be any distribution over X, and let S = {(x1,y1),- .., (Tm,Ym)} be a multiset of m examples given
by i.i.d. points x1,...,xy, ~ D labeled by f. Finally, fix any 6 € (0,1). If Algorithm 1 is given

S, oracle access to A, and parameters T = {%Q(m)-‘, =4/ MHT(m), and m = m0(3, T) then

Algorithm 1 makes T calls to A and returns Es : X — Y such that with probability at least 1 — §:
Eg(xi):yi Vi=1,...,m.

Proof. Fix any i € [m]. Given that max;; w(h(z;),y;) < 1 and that n < 1, the standard analysis
of Hedge [Freund and Schapire, 1997] shows that:

T T
S wlhe(e). ) < P 4 74 S B, [u(he(e) )] 0
t=1 " t=1
Dividing both sides by T', and using the definitions of 7 and T" at the right-hand side, yields:
1< <0
ITCIONTES S8 ZEM [wlhe(y). )] (10)

For every t =1,...,T, since hy = A(S;), since A is a (w, z)-learner for F, and by the choice of m:

1)
P (Bjo, [wlhela)u))] > 2+ 3) < 2 (11)
By averaging over T and taking a union bound over ¢ = 1,...,T, we have that, with probability
at least 1 — 4,
i
ZE]NDt[ (he(;), y])] <z+ 3" (12)
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Now suppose Equation (12) holds. We shall prove that /Hs(xl) = y; for every i € [m|. First,
Equation (10) together with the definition of v implies that for every i € [m]:

T

1 2
- ;w(ht(m),yi) <Y+ < V) - 3 < V(). (13)
Now recall the definition of F': X x Y — [0, 1] from Algorithm 1:
1 T
Flz,y) = =Y Hh(z) =y} VeeX,yel. (14)
=

Clearly, for any z € X', we have that F(z,—1) + F(x,+1) = 1. Now consider any i € [m]. If
yi = +1 then by definition of w and F"

H \

T
g w(he(zi),yi) = w— TZ]I{ht x;)=—1} =w_ - F(z;,—1) . (15)

By Equation (13), then, w_ - F(z;, —1) < V(w). By a symmetric argument w4 - F(z;,+1) < V(w)
if y; = —1. It remains to show that for every x € X exactly one among w_ - F'(z,—1) < V(w) and
wy-F(x,+1) < V(w) holds. As we have just shown, at least one of the inequalities holds, depending

on the value of y;. Now assume towards contradiction that both hold. Recall that V(w) = ww_*fJJr.
Note that v > 0 implies V(w) > 0 and thus w_, w4 > 0. Then we have:
\Y% \4 _
| = F(z,—1) + F(o,+1) < YW V00w | w- (16)
w— W4 w_ +wy  w_ +wg
By definition of hg then /}\Ls(iﬁl) =y, for all ¢ € [m], concluding the proof. O

The next lemma shows that, if the size m of the sample in Lemma 12 is large enough, then
the hypothesis returned by Algorithm 1 has small generalization error. It is immediate to see that,
together with Lemma 12, this implies Theorem 11.

Lemma 13. Assume the hypotheses of Lemma 12. For any €, € (0,1), if the size m of the sample
given to Algorithm 1 satisfies

then with probability at least 1 — 0 the output Es of Algorithm 1 satisfies L, (ﬁ ) < €. Therefore,

Algorithm 1 is a (w,0)-learner for F with sample complezity m(e,d) = 5(m0(% %) 1“6(}/5)).
Proof. First, we apply Lemma 12 with ¢ /2 in place of §; we obtain that, with probability at
least 1 — /2, the hypothesis hg is consistent with the labeled sample S. Next, we apply a stan-
dard compression-based generalization argument (see e.g., Theorem 2.8 from Schapire and Freund
[2012]). To this end, note that one can construct a compression scheme for hg of size k equal to the
total size of the samples on which A is invoked, that is, K = m - T. By Theorem 2.8 from Schapire
and Freund [2012] with 6/2 in place of § we get that, with probability at least 1 — /2,

kIn(m) +1n(2/90) .

m—K

L (hs) <

(17)
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Straightforward calculations show that the right-hand side is at most ¢ whenever:

s B () 0

€

:m@e/d)erO(;,;T)-T-(Hm(:l)). (19)

A union bound completes the first part of the claim, and shows that Algorithm 1 is a (w,0)-
learner for F. The condition on the sample complexity of Algorithm 1 then follows immediately
by definition of T = O(mé—gn)) O
Remark on adaptive boosting. Traditional boosting algorithms, such as the well-known Ad-
aBoost [Schapire and Freund, 2012], do not assume prior knowledge of the margin parameter v and
adapt to it dynamically during execution. In contrast, the boosting algorithm in Algorithm 1, along
with our broader approach, requires an initial estimate of « as input. If this estimate is too large,
the algorithm may fail. However, this issue can be addressed through a straightforward binary
search procedure: we iteratively adjust our guess, halving it when necessary based on observed
outcomes. This adds only a logarithmic overhead of O(In(1/v)) to the runtime, without affecting
sample complexity bounds.
We conclude this subsection with a proof of the second part of Theorem A.

Lemma 14. Let X be any domain, let Y = {—1,+1}, and let w = (wy,w_) € (0,1]% be a cost over
Y. If z > V(w), then there is an algorithm that is a (w, z)-learner for every F C Y. Moreover,
for some domain X and some F C Y% the said learner cannot be boosted to a (w,z')-learner for
any 2" < V(w).

Proof. By definition of V(w) there exists a distribution p € Ay such that w(p, q) < V(w) for every
g € Ay over Y. Consider then the algorithm that ignores the input and returns a randomized pre-
dictor hp such that hy(z) ~ p independently for every given € X. Clearly, for every distribution
D over X,

Lp(hp) < w(p,q) < V(w), (20)

where q is the marginal of D over ). This proves that the algorithm is a (w, z)-learner for every
F C Y*. Let us now show that for some F C Y cannot be boosted to a (w, 2')-learner for any
2 < V(w). If V(w) = 0 then this is trivial, as w > 0; thus we can assume V(w) > 0. Suppose then
that a (w, z’)-learner for F exists, where 2z’ < V(w). By item (1), it follows that a (w, 0)-learner
for F exists. Recall that V(w) = wuijrwJJr. Since we assumed V(w) > 0, it follows that w_,wy > 0.
Then, a (w,0)-learner is a strong learner in the PAC sense. Now choose F to be any non-learnable
class; for instance, let 7 = YN (see Shalev-Shwartz and Ben-David [2014, Theorem 5.1]). Then, no
strong PAC learner and therefore no (w, 0)-learner exists for 7. Hence a (w, z’)-learner for F with

2! < V(w) does not exist, too. O

3.2 Multi-objective losses: boosting a (w, z)-learner

This section considers the boosting problem for learners that satisfy multi-objective costs, as cap-
tured by the notion of (w, z)-learners (Definition 3). Our main question is then:

When can a (w, z)-learner be boosted to a (w,0)-learner?

14



For the scalar case, we showed in Section 3.1 that the threshold to boost (w,z)-learners is the
value of the game V(w), which is the best bound on w one can achieve by just tossing a coin—
independently of the example x at hand, and even of the specific distribution D over X'. One may
thus guess that the same characterization holds for boosting (w, z)-learners. It turns out that this
guess fails, as we show below. We thus adopt a different and stronger notion of “trivial learner”,
obtained by exchanging the order of the players. It turns out that this is the right notion, in the
sense that it is equivalent to being non-boostable.

For the sake of simplicity we assume a specific w that we call population-driven cost. This will
help conveying the key ideas, without having to deal with the technical details of the more general
version of our results (Section 5). The population-driven cost is the one that counts, separately,
false negatives and false positives. More precisely, w = (w_,wy) where w_ and w4 are now two
cost functions that for all 7, j € Y satisfy:

w_(i,j) =Li=—-1Aj=+1} , (21)
wy (i) =T{i=+1Aj=—1} . (22)

For z = (2_, 24) € R%,, a (w, z)-learner then ensures simultaneously a false-negative rate arbitrar-
ily close to z_ and a false-positive rate arbitrarily close to z.

3.2.1 Coin attainability

Let w as above, and let z € ]R2>0. As a first attempt at answering our question above, we guess
that z is non-boostable when it is attainable by a random coin toss in the same way as for scalar
costs (Section 3.1). That is, we may say that z is trivially attainable w.r.t. w if there exists p € Ay
such that for every ¢ € Ay we have w(p,q) < z. Clearly, for any such z there would exist a
(w, z)-learner that is not boostable for some class F. If we could also prove the converse, that any
z not trivially attainable is boostable, then we would have determined that trivial attainability is
equivalent non-boostability.

Unfortunately, this turns out to be false. To see why, fix any distribution p = (p_, p+). Define
then ¢ = (¢, ¢+) as follows: if p_ > 1/2 then g = 0, otherwise ¢ = 0. It follows immediately
that either p_(1 —¢_) > 1/2 or p4(1 — q4+) > /2. That is, w(p,q) is at least 1/2 in at least one
coordinate. As a consequence, no z < (1/2,1/2) is trivially attainable. Thus, if our guess is correct,
it should be the case that any (w, z)-learner with z < (1/2,1/2) is boostable.

We can easily show that that is not the case. Let z = (1/4,1/4) and consider the following
(w, z)-learner. Upon receiving a sufficiently large labeled sample from some distribution D over
X, the learner computes an estimate ¢ = (¢, ¢+) of the marginal of D over ). The learner then
computes p = (p—, p+) that satisfies:

. (23)

=

. 1 .
p--(1=g- )< and pi-(1-G4)<

It is not hard to show that such a p always exists. The learner thus outputs & such that h(z) ~ p for
all x € X independently. As the number of samples received by the learner increases, the estimate
q approaches g, and thus the loss of the learner approaches z. Clearly, however, such a learner
cannot be boosted, as its predictions are independent of the example z at hand. We conclude that
there exist z that are not trivially attainable and yet are not boostable.

The example above suggest a fix to our notion of “non-boostable learner”. The fix consists in
considering again prediction by a coin p, where, however, we allow p to be a function of q. This
leads to the following definition:
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Definition 15. Let w = (w_,wy) be the population-driven cost and let z = (2_,24) € R220‘
Then, z is coin-attainable w.r.t. w if for every distribution q = (¢, ¢+) there exists a distribution
p = (p—,p+) such that:

w-(p,q) =p--(1—¢-) <z and wi(p,q)=ps+ (1 —-qs) <zy.

Note how Definition 15 mirrors the game of Section 3.1, but with a reverted order of the players:
here, the predictor plays second. It should be clear that, if z is coin-attainable, then there exists a
(w, z)-learner that is not boostable. That is the learner described above, which gets an estimate
q of q from the sample, and then returns h such that h(z) ~ p, where p satisfies the condition
in Definition 15 with respect to q. What is not clear is whether the converse holds, too: is a
(w, z)-learner boostable whenever z is not coin-attainable? It turns out that this is the case, as
the next subsection shows.

3.2.2 Coin-attainability equals non-boostability

Let us try to boost a (w, z)-learner A. We can do so by reduction to the scalar case of Section 3.1.
To this end choose any a = (a1, a2) € Ay. Define o - w : V2 - R>q by:

(- w)(i,j) = a1 -w-(i,5) + ag-wy (i,5)  Vi,j€Y. (24)

For conciseness we shall write w = a-w. In words, w is the convex combination of w_, w4 according
to a, and therefore w = (0?2 % ). Therefore w : Y? — [0,1] and w(i,i) = 0 for each i € Y. Now
let z = a- z. Now we make the following crucial observation: since A is a (w, z)-learner, then it
is also a (w, z)-learner. This is immediate to see from the definition of (w), z) and the definition of
w. It follows that, by the results of Section 3.1, A can be boosted if z < V(w). Summarizing, we

can boost A whenever:
a-z<V(ia w). (25)

That is, if there is any a € Ay satisfying Equation (25), then A can be boosted to a strong learner.
Moreover, if that is the case, then one can prove that one can ensure o« > 0. Then, one can easily
see that A* is a (w, 0)-learner. Our main question thus becomes:

Is it true that, if z is not coin-attainable, then there is o € Ay such that oo -z < V(e - w)?

We show that this is indeed the case, and therefore z is coin-attainable if and only if a-z > V(- w)
for all @ € Ay. Equivalently, all (w, z)-learners are boostable if and only if a- 2 < V(ax - w) for
some a € Ay. As a consequence, every z is either coin-attainable or boostable. Formally, we have:

Theorem 16. Let Y = {—1,+1}, let w be the population-driven cost, and let z = (z2_,z4) €
RQEO \ 0. Then z is coin-attainable w.r.t. w if and only if o - z > V(o - w), where:

a:< VR VA )eAy. (26)
VR

Equivalently, z is coin-attainable w.r.t. w if and only if \/z— + /z+ > 1.
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Proof. First of all, by straightforward calculations we determine:

a-z=\/2_\/Zy , (27)
oy VEVE
V(a.w)_v(oﬁ)?O)_\/ZJr\/Z. (28)

This proves that a- z > V(- w) if and only if \/z— + /z > 1.
Now, for the “only if” direction, by von Neumann’s minimax theorem and by definition of «,

VE Vi
V(a-w)—gelgﬁprgg;rJrr (1—q_)+m'p
Vi VE 2
S R vmrvE YRR (30)

where the inequality holds as z is coin-attainable.

For the “if” direction, suppose a -z > V(a - w), hence \/z— + ,/zy > 1. We claim that this
implies z is coin-attainable. Fix indeed any ¢ = (¢—,q+) € Ay. We consider three cases: (1)
g+ < z-,(2) ¢- < z4,and (3) gy > z— and g— > z4. If ¢4 < z_ then choose p = (1,0), otherwise
if ¢ < z; choose p = (0,1). It is immediate to see that this implies p_ - (1 — ¢-) < z_ and

+- (1 —¢q4+) < z4. Suppose then ¢+ > z_ and g— > z4, which implies ¢ > 0. We claim that:

+ (T —gqy) (29)

— 4+ —=>1. (31)
Indeed, letting a = z_, b = z4, = ¢4+, multiplying both sides by x(1 — z), and rearranging yields:
a-(1—z)+b-z—xz(l—z)>0, (32)

which can be easily checked to hold for all 2 whenever v/a 4+ v/b > 1. Equation (31) then implies
the existence of p_, p4 such that p_ + p; = 1 and that:

zZ_

(=g )< —-(1-gqg )=z, (33)
q+
z
+'(1—Q+)§qi'(1—Q+)=Z+- (34)
We conclude that z is coin-attainable. O

3.3 A duality, and a geometric interpretation

Theorem 16 has an interesting geometric interpretation. In fact, one can easily check that for every
z € R%, it holds that \/z— + /zx > 1 if and only if a - 2 > V(a w) for every a € Ay, and not
just for the single o specified in Theorem 16. That is, we have:

Theorem 17. Let Y = {—1,+1}, let w be the population-driven cost, and let z € R%O. Then z is
coin-attainable w.r.t. w if and only if o -z > V(o - w) for every a € Ay.

Theorem 17 says that z is coin-attainable if and only if there is no way to “scalarize” w so as to
obtain a boostable learner w.r.t. the corresponding scalarized cost z. From a geometric perspective,
the result can be read as follows. For any o« € Ay consider the following halfspace:

Ha)={xcR?: a-z> V(i -w)}. (35)
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Figure 3: Duality in a picture. For a multi-objective cost w : Y? — RZ%,, the set C(w) of all coin-
attainable vectors z is the intersection of all halfspaces in the form H(a) = {x € R? : a-x > V(- w)}. As
a consequence, the complement of C'(w) is the set of all boostable vectors z. This is a special case of a more
general result, stated in Section 5, that holds for any k > 2 and any multi-objective cost w : Y? — RZ,.
The straight blue line is the boundary of a specific H(«): for any z in it, every (w, z)-learner is boostable
w.r.t. the cost o - w.

Let moreover C(w) be the set of all z that are coin-attainable w.r.t. w. Then Theorem 17 says:

Cw)= () H(a). (36)

QEAy

In other words, the set of coin-attainable vectors is precisely the intersection of all halfspaces H ().
It follows that C'(w) is convex: and, indeed, if two vectors z and 2z’ are both coin-attainable then
it is easy to see that a -z + (1 —a) - 2’ is coin-attainable, too, for every a € [0, 1]. Figure 3 gives a
pictorial description of this geometric interpretation. The proof of Theorem 17 is not given here,
as it is a special case, for w being the population-driven cost, of Theorem 7.

3.4 Proof of Theorem B

First item. The proof makes use of the duality results of Section 4. Assume (w, z) ¢ C(w); that
is, z is not coin-attainable with respect to w. By Theorem 17 there exists @ € A, such that
za < V(wq), where wq = Y ;_; ayw;. Thus, A is a (wa, 2o)-learner for F. By Lemma 14, then,
there exists a (wq,0)-learner for F. It is immediate to see that, if & > 0 (that is, ay > 0 for every
¢ € [r]) then it is a (w,0)-learner for F. Thus, we need only to show that we can always assume
a > 0. Let

quu—@a+§a Ve € [0,1]. (37)

Note that both z,() and V(wq()) are continuous functions of €. Since zq4() = 2a < V(Wa) =
V(wqp)), it follows that there exists € > 0 such that z4() < V(wg(e)), too.

Second item. We show that, if z € C(w), then there is a trivial learner A that is a (w, z)-
learner for every F = Y. By choosing F to be any non-learnable class this implies that A is not
boostable to a (w, z’)-learner for F for any 2’ ¢ C(w), for otherwise the first item above would
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imply the existence of a (w,0)-learner for F. The learner A works as follows. Given a sample
S of m examples drawn i.i.d. from D and labeled by any f : X — ), it estimates the marginal
g of D on Y. Denote that estimate by q. It is well known that A can ensure ¢ is within total
variation distance € of ¢ with probability at least 1 —§ by taking m = @(%&1/6)), see for instance
[Canonne, 2020, Theorem 1]. Assume then this is the case. Let p € A be a distribution such that
w(p, q) < z; note that p exists by definition of coin attainability. Then, A returns a randomized
predictor hg : X — ) such that hg(z) ~ p independently of the input . Since w € [0,1]", then,

Lp(hs) <w(q,q) +e-1=z+e-1. (38)

This proves that A is a (w, z)-learner.

4 Equivalence: Cost-Sensitive and Multi-Objective

In this section we examine the connection between cost-sensitive and multi-objective learning.
In particular, we prove the two equivalence theorems: Theorem 6 which demonstrates a certain
equivalence between learning algorithms for a class F, with respect to these different guarantees,
and Theorem 7, which characterizes trivial guarantees in both settings.

The following lemma is the key component used to prove Theorem 7.

Lemma 18. Letr € N, let w = (w1, ..., w,) where each w; : Y?> — [0,1] is a cost function, and let
2€[0,1]". Fizany JCY, and q € Ay. Let H C V¥ be some fized hypotheses class. Assume that
for every av € A, there exists p € Ay such that Y ;_; oy - wi(p,q) < (o, z). Then, there exists
p* € Ay such that for alli = 1,...,r, it holds that w;(p*,q) < z;.

Proof. Define the following zero-sum game. The pure strategies of the maximizing player are [r],
and the pure strategies minimizing player are ). The payoff matrix is given as follows, with rows
corresponding to labels ¢ € ) and columns to loss-entry i € [r],

M(f, l) :]ijq wl(f,]) — Zi. (39)
Thus, we have,
M(p, a) £ Epr Ei~a M(f, ’L) = Z aiwi(pa q) - <a7 Z>' (40)
i=1
Denote,
Viq) £ in M . 41
(q) max min (p, ) (41)

It remains to show that there exists p such for all i = 1, ..., 7, we have w;(p, q) < z;. By assumption,
we know that V(g) < 0, and so by von Neumann’s minimax theorem [von Neumann, 1928] we have:

min max M(p, ) < 0. 42
Inin max M(p,a) < (42)

In particular, there exists p* € Ay such that for all a € A, it holds that:
T
Z aiwi(p*, q) < <a7 Z>.
i=1

Observe that the above holds for all a of the form e; for i = 1,...,7 (i.e., the standard basis of R"),
and so we get the desired result. O
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Proposition 19. Let r € N, and let w = (wy,...,w,) where each w; : Y* — [0,1] is a cost
function, z € [0,1]", and J C Y. Then, the following are equivalent.

1. (w, z) is J-dice-attainable.
2. Ya € Ay, it holds that (o, z) >V j(wea), where wa =Y ;_ 0w;.
Next, we prove Proposition 19, which also proves Theorem 7 as a special case.

Proof of Proposition 19. It is easy to see that 1 = 2 holds, by definitions. We prove 2 = 1.
By assumption, for every a € A, it holds that,
T
Vj(wq) = max min Zai ~w;(p,q) < (a, z). (43)

€Ay peEA
98T PEAY T

In particular, this implies that for any g € A; and any o € A, there exists p € Ay such that
T
Zai -w;i(p, q) < (o, 2).
i=1

Thus, by Lemma 18 we get that for any g € Ay, there exists p* € Ay such that for every i € [r],

wi(p*, q) < .
Thus, we get that (w, z) is J-dice-attainable. O

We shift our focus to general learning algorithms for a class F. First, recall that a multi-
objective learner is, by definition, also a cost-sensitive learner. The existence of a (w, z)-learner
implies the existence of a (w;, z;)-learner for each i = 1,...,r. Equivalently, the existence of a
(w, z)-learner implies the existence of a (wq, 2z« )-learner for a € {ey,...,e,} (the canonical basis
of R") where wq = > ,_; cqw; and 2 = (@, 2).

Theorem 6 shows the other direction holds, i.e., that the existence of a (wq, 2o )-learner for all
possible a implies the existence of a (w, z)-learner.

Algorithm 2 Boosting (wq, 2« )-learners

Input: Sample S = (xj,yj)g"zl; (Wa, 2 )-learners Aq, for every ao € A,; parameters T, 1, m

[y

. Initialize: a1(i) =1 for all i = 1,...,7, set U to be the uniform distribution over [m].
2: Define M (h,i) = ]I{% >y wilh(zg),y;) > zi} foralli=1,..,rand h: X — ).
3: fort=1,...,7T do

4:  Compute the distribution a; £ Z:Ztt Gy over [r].
)

6

Draw a set S; of m labeled examples i.i.d. from U and obtain h; = Aq, (St).
For every i =1,...,r let:

arr1(i) £ ag(i) - MO0

7: end for
8: return The set of weak predictors hq, ..., hr.
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Proof of Theorem 6. It is easy to see that 1 = 2 holds, by definitions. We prove 2 =—> 1. For
any f € F, and distribution D over X, let S be a set of m examples sampled i.i.d. from D and

labeled by f, where m to be determined later. Let €¢,d > 0. Then, applying Algorithm 2 over S

with access to Ag learners, and with 7' = 10072 In(r), n = 1/ 21%(7"), m = mo(ﬁ, 20%) (where my is

the sample complexity of Aq) yields the following. Fix any i € [r]. Given that max;; M (hs, i) <1
and that n < 1, the standard analysis of Hedge [Freund and Schapire, 1997] shows that:

T T
S M(hy,i) < 7(7 + 27+ 3 Eina, [M(ht, z’)} . (44)
t=1 t=1

[\

By the guarantee of A, and the choice of m, and by union bound over all ¢ € [T] we get that with

o 1
probability at least 1 — 507>
11 & T
72— walh(w;), uj) Z (45)
t=1 j=1 —1
which implies,
1 & 1
7 2 i [M it } 100 46
; e [M{he )| < 10r (46)

Thus, we get that with probability 1 — ﬁ,

(47)

~

T
1 In 1
LS M) < )+727+ <
t=1

By then also taking a union bound over ¢ = 1,...,r, we have with probability at least 19 for all
i =1,...,r it holds that,

1 < 1
2N M(hy i) < = 4
T M) < 5 (18)

Recall that for each t and i we have that M(hy,i) € {0,1}, and so for all ¢ € [T] but £ it holds
that M (hs,i) = 0. We can now define the randomized hypothesis h for any x € X as follows. To
compute the value of B(x), first we sample a hypothesis h; by sampling ¢ ~ U(T') uniformly at
random, and then predict according to hi(x). We then have,

1
IP)tNU [ZM hta > :| Z]P)tNU [ ht, ) ] < 5 (49)
Then, by the definition of M (h, i), we have that with probability at least 20,
1 & 4
P; [V' ~ ; ) < } > 2 50
i | Vi - Jzz:l wi( zi| > £ (50)

Finally, we apply standard compression-based generalization arguments (Shalev-Shwartz and Ben-
David [2014], Theorem 30.2) where the sample size is m = O(%) and where the compression size
is k =m - T, we get that with probability at least 1 — ¢ over the sample of S ~ D™ it holds that:

P; [Vi =1, LY(R) < z+e| >1/2. (51)
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Thus, the randomized hypothesis h satisfies the desired guarantees with a constant probability.
Overall we get that the procedure described above is a (w, z)-learner for F in expectation.

Lastly, we remark that instead of a randomized learner whose guarantees hold in expectation,
one can de-randomize choosing a single h; uniformly at random as above. Moreover, the confidence
parameter of 1/2 can easily be made arbitrarily large using standard confidence-boosting techniques.
That is, by first splitting the input sample into approximately ¢ = O(log(r/d)) non-intersecting
equal parts to learn roughly ¢ independent classifiers, each satisfying Equation (51). By the choice
of g, with 1 — §/2 probability, at least one of these classifiers will the satisfy the 1/2-probability
condition given in Equation (51). Then, by Chernoff’s inequality, for each of these classifiers
the performance as tested over another independent test-set is close to that over the population
distribution. Then, by choosing the one with best empirical errors over the test-set, we get the
desired result. O

5 Multiclass Classification

In contrast to binary classification, boosting in the multiclass setting does not exhibit a clean di-
chotomy between “trivial” guarantees and “fully boostable” guarantees. A line of works [Mukher-
jee and Schapire, 2011, Brukhim et al., 2021, 2023b,a] has studied multiclass boosting when w
is the standard 0-1 loss, and has shown a certain multichotomy determined by k£ — 1 thresholds,
%, %, e k—;l, that replace the single boostability threshold 1/2 of the binary case. For each such
threshold, any learner achieving a loss below it can be “boosted” to a predictor that rules out
some incorrect labels, albeit not all. Thus, for every example x the predictor returns a subset of
candidate labels, also called a list. A learner that beats a threshold Z_Tl above in fact yields a list
predictor with lists of size £ — 1, and it can be shown that the converse is also true. In this section
we generalize these kind of results to the case of arbitrary costs functions, proving that these list
boostability and list-versus-loss equivalences hold more broadly.

We start in Section 5.1 by describing an algorithm that turns a (w, z)-learner into a list learner,
proving the first part of Theorem C. Next, Section 5.3 proves some “list boostability” results that
focus on the list length, based on the framework of List PAC learning [Brukhim et al., 2022,
Charikar and Pabbaraju, 2023]. We turn to multi-objective losses in Section 5.2, proving the first
item of Theorem D. Finally, Section 5.4 concludes by giving the lower bounds of both Theorem C
and Theorem D.

5.1 Cost-sensitive boosting

As said, in multiclass classification one cannot in general boost a learner into one that predicts the
correct label. However, as prior work has shown, one can boost a learner into a list learner. This
is a learner whose output hypothesis maps each x € X to a set of labels, rather than to one single
label. Formally, a list function is any map j: X — 2Y. A list learner is then a learner that outputs
a list function u. The performance of such a list function p is typically measured in two ways.
First, one wants p(z) to contain the true label f(x) with good probability. Second, one wants p(z)
to somehow be “close” to f(z); for instance, in the case of standard 0-1 cost, this is measured by
the length |u(x)| of u(x). All these guarantees are meant, as usual, over the target distribution D.
One can then ask the following question: given a (w, z)-learner, how good a list function x can one
construct? In order to answer this question in the cost-sensitive setting, we need to generalize list
length to a more nuanced measure—one that is based once again on the values of games.
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Definition 20 ((w, z)-boundedness). Let w : Y2 — [0, 1] be a cost function and let z > 0. A list
function p : X — 2 is (w, 2)-bounded if, for every x € X, the list u(z) satisfies V() (w) < 2.

Definition 21 ((w, 2)-list learner). Let w : Y2 — [0,1] be a cost function and let z > 0. An
algorithm £ is a (w, 2)-list learner for a class F C Y% if there is a function m : (0,1)2 — N such
that for every f € F, every distribution D over X, and every €,0 € (0,1) the following claim holds.
If S is a sample of mg(e,d) examples drawn i.i.d. from D and labeled by f, then £(S) returns a
(w, z)-bounded list function p such that P,p [f(z) ¢ p(z)] < e with probability at least 1 — 6.

The definitions above mirror closely the standard ones used in list learning, where the quality of a
list p(z) is measured by its length |u(x)|. The crucial difference is that, now, we are instead using
the value of the restricted game V,,(,,)(w). To get some intuition why this is the right choice, consider
again the case where w is the standard 0-1 cost. In that case it is well known that Vj(w) = 1—1/|J]
for every (nonempty) J C Y. Then, by Definition 20 and Definition 21 a (w, z)-list learner is one
that outputs lists of length at most £ = min(k, [1=-]). That is, for the 0-1 cost Definition 21 yields
the standard notion of ¢-list learner used in prior work on multiclass boosting. Now, for the special
case of the 0-1 cost, Brukhim et al. [2023a] showed that any (w, z)-learner is equivalent to an ¢-list
learner, with ¢ as defined above, in the sense that each one of them can be converted into the other.
We show that this remains true for every cost function w, if one replaces |u(z)| with V,,,y(w), and
therefore the notion of ¢-list learner with the notion of (w, z)-list learner. That is, we prove that
(w, z)-learners and (w, z)-list learners are equivalent. Formally, we prove:

Theorem 22. Let Y = [k], let w: Y% — [0,1] be a cost function, let F C Y, and let z > 0. Then:

e Every (w, z)-learner for F can be converted into a (w, z)-list learner for F.

o Fvery (w, z)-list learner for F can be converted into a (w, z)-learner for F.

Theorem 22 is the main technical result of the present sub-section, and implies easily the first item
of Theorem C. And again, the above-mentioned result of Brukhim et al. [2023a] is a special case
of Theorem 22, obtained for w being the standard 0-1 cost. Moreover, one can easily show that all
these results do not hold if one uses |u(x)| in place of V,(,)(w). Our game-theoretical perspective
therefore seems the right point of view for characterizing multiclass boostability. Let us see how the
first item of Theorem C follows from Theorem 22. Recall the thresholds defined in Equation (6):

0=v(w) <...<v(w)=V(w), (52)

where the first equalities hold because v;(w) = 0 for any singleton J and, by convention, for the
empty set. Given z > 0, let n = n(z) be the largest integer such that v,(w) < z. Now, suppose
we have a (w, z)-learner A for some F. By the first item of Theorem 22, there exists a (w, z)-list
learner £ for F, too. However, by definition of n every J C ) with V j(w) < z satisfies V j(w) < vy,.
Therefore, £ actually returns list functions that are (w, v, +0)-bounded, for ¢ > 0 arbitrarily small.
That is, £ is actually a (w,v,)-list learner for F. By the second item of Theorem 22, then, there
exists a (w, v, )-learner for F.

The rest of the subsection is therefore devoted to prove Theorem 22: the first item in Sec-
tion 5.1.1, and the second one in Section 5.1.2.

5.1.1 Turning a (w, z)-learner into a (w, z)-list learner

We prove the first item of Theorem 22 by giving an algorithm, Algorithm 3. The algorithm is very
similar to the one for the binary case. And, like for that case, we define a certain margin that the
learner has, in order to bound the number of “boosting” rounds of the algorithm. For the multiclass
case, however, the definition is in general slightly different.
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Definition 23 (Margin). Let w : Y2 — [0,1] be a cost function and let z > 0. The margin of a
(w, z)-learner is v = min{Vj(w) — z: J C Y,V j(w) > z}, or v = 0 whenever the set is empty.

Note that v = 0 only when z > V(w). In that case, the first item of Theorem 22 holds trivially by
just considering the trivial list learner that outputs the constant list function p(z) = ). Hence, in
what follows we consider always the case v > 0. We shall prove:

Theorem 24 (Weak = List Learning). Let F C Y% and let w : Y2 — [0,1] be a cost function. If
A is a (w, z)-learner for F with margin v > 0, then Algorithm 3, with the choice of parameters of
Lemma 25 and o = %7, is a (w, z)-list learner for F. Under the same assumptions, Algorithm 3

makes T = 0(1“52”)) oracle calls to A, where m is the size of the input sample, and has sample

complexity m(e,0) = 6<m0(%, %) . lne(~1«,/26)>-

Theorem 24 follows immediately from two technical results stated below. The first result, Lemma 25,
proves that Algorithm 3 can turn a (w,z)-learner A into a list function pg that is (w,z + o0)-
bounded and that with probability 1 —¢ is consistent with S (i.e., y; € u(x;) for every (x;,y;) € 5),
for 0,6 > 0 as small as desired. The second result, Lemma 26, shows that the list function p
has small generalization error: if the input sample S of Algorithm 3 is sufficiently large, then
Py p|f(x) € u(x)] > 1 — €, where € > 0 can be chosen as small as desired.

Lemma 25. Let Y = [k], let F C Y%, and let A be a (w, z)-learner for F with sample complexity
mo. Fiz any f € F, any distribution D over X, and any 0,0 € (0,1). Then, given a multiset
S =A{(z1,v1),- s (Tm,Ym)} of m examples formed by i.i.d. points x1,...,x, ~ D labeled by f,
81n(m)—| n = 21In(m)

oracle access to A, and parameters T = [ o2 7, and m = mo(z, T) Algorithm 3

returns a list function pg that is (w, z+o)-bounded and that, with probability at least 1 —§, satisfies:
yi € ps(x;) Vi=1,...,m.

Proof. First, we prove that pg is (w,z + o)-bounded. Fix any x € X. Observe that F(z,-) is a
distribution over ); denote it by p* € Ay, so that pj = F(x, () for every label £ € Y. Thus, by the
definition of ug, the sum involved in the condition for including a certain label y € Y in the list
us(zx) is
> Fla,0)-w(ty) = w(p®,y) . (53)
ey
Then, observe that

V, w) = min max w(p,q) < max w(p®,q)= max w(p®,y)<z-+o, 54
s () (W) R e (p. q) geRx (P".q) x| (P",y) (54)

where the last inequality holds by definition of pg(z).

We now turn to proving that with probability at least 1 — ¢ we have y; € ug(x;) for all i € [m)].
The proof is similar to that of Lemma 12. For any given i € [m], the analysis of Hedge and the
definitions of n and T yield:

T
TZ w(ho(w),p) < 5 + Z By, [w(hi(2;),95)] - (55)

Furthermore, since A is a (w, z)-learner for F, and given the choices of m and h; = A(S;), by a
union bound over t € [T we have that with probability at least 1 — §:

fZE]NDt[ (ha(a;),95)| < TR (56)
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Algorithm 3 Boosting a (w, z)-learner to an (w, z + o)-list learner

Input: Sample S = (z;,y;)",; (w, 2)-learner A; parameters T, n,m, o
1: Initialize: Dy(i) =1 foralli=1,....m
2: fort=1,...,7 do
3 Compute the distribution D; = 5 D @ over S
4:  Draw a set S; of m labeled examples i.i.d. from D; and obtain hy = A(Sy).
5 For every i =1,...,m let:

Dt+1(i) 2 Dt(l) . en-w(ht(xi),yi) .

6: end for
7. Let F: X x Y — [0, 1] be such that F(z,y) = £ >, I Hh(z) =y} forallz e X, y € V.
8: return pug: X — 2Y such that, for all z € X,

ps(z) £ {yéy:ZF(fﬂaf)'w(&y) §Z+0}-

ey

Conditioning on Equation (56), we prove that y; € ug(z;) for every i € [m]. Consider the
function F' : X x Y — [0,1] defined in Algorithm 3. By Equations (55) and (56), we obtain for
every i € [m] that

T
1
ZF xzv E yz) - T Zw(ht(ml)vyz) <z+o. (57)
Ley t=1
which in turn implies that y; € pug(z;) by construction of ug. This concludes the proof. O

In a similar way as Lemma 13 does for the binary case, we show that the list function ug
returned by Algorithm 3 has small generalization error provided that the sample S is sufficiently
large. The main idea to prove generalization is again via a sample compression scheme, but relying
instead on a novel result by Brukhim et al. [2023a] for multiclass classification; note that, while
their result from Brukhim et al. [2023a] is stated in terms of list functions whose outputs are s-uples
in Y*® for some s < k, their same proof applies to the (w, z)-bounded list functions output by our
Algorithm 3.

Lemma 26. Assume the setting of Lemma 25. For any €,0 € (0,1), if the size m of the sample
given to Algorithm 3 satisfies

8 (5 ) 122,

then the output ug of Algorithm 3 satisfies Pyop[f(z) ¢ ps(z)] < € with probability at least 1 —
d. Therefore, Algorithm 3 is a (w,z + o)-list learner for F with sample complexity m(e,d) =

5<m0(2, 267’) : %)

Proof. By analogy with the proof of Lemma 13, we first apply Lemma 25 with 6/2 in place of ¢ in
order to obtain an (w, z 4+ o)-bounded list function ug consistent with S with probability at least
1 —§/2. We then apply a compression-based generalization argument. To do so, we remark once
again that one can construct a compression scheme for pg of size equal to the total size of the
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samples on which A operates, which is equal to k = m - T. The main difference with the binary
case is that we rely on the generalization bound for a sample compression scheme for lists as per
Theorem 6 of Brukhim et al. [2023a], with §/2 in place of d; we can employ this generalization
bound thanks to the consistency of pg with S (with sufficiently large probability). Then, this
implies that

kIn(m) +In(2/6)

m—K

Py [f(2) & ps(a)] <

holds with probability at least 1 — ¢/2. By similar calculations as in Equations (18) and (19), and
replacing the values of k and m, the right-hand side of the above inequality can be easily show to

be at most ¢ whenever
In(2 |
m > /5)+m0<0 5>-T-<1+n(m)>. (59)

(58)

€ 27927 €

A union bound concludes the proof for the first part of the claim, since it shows that Algorithm 3
is an (w, z + o)-list learner for F. The claim on the sample complexity of Algorithm 3 then follows

by straightforward calculations and the definition of T' = O(M) O

0.2
At this point, we have all the ingredients and tools to prove that we can construct a (w, z)-list

learner from a (w, z)-learner.

Proof of Theorem 24. Consider Algorithm 3 under the same assumptions of Lemma 25, and set
o= %'y as per assumption. By Lemma 25 and Lemma 26, we know that Algorithm 3 is a (w, z+§’y)—

list learner with sample complexity m(e, d) = 6(m0(%, %) . IHE(.L/Q,&)) that performs O(IHA(Y—T)) oracle
calls to the (w, z)-learner A. Moreover, we can immediately conclude that Algorithm 3 is also a

(w, z)-list learner because z > v, and z + 2y < 2+ = vp41, by definitions of n = n(z) and y. O

5.1.2 Turning a (w, 2)-list learner into a (w, z)-learner

We prove that every (w, z)-list learner can be converted into a (w, z)-learner.

Lemma 27 (List = Weak Learning). There exists an algorithm B that for every F C Y% satisfies
what follows. Let w : Y? — [0,1] be a cost function and let z > 0. Given oracle access to a
(w, z)-list learner L for F with sample complexity mg, algorithm B is a (w, z)-learner for F with
sample complexity mp that makes one oracle call to L.

Proof. Fix any f € F and any distribution D over X', and suppose B is given a sample S of size
m > mg(e,d) consisting of examples drawn i.i.d. from D and labeled by f. First, B calls £ on S.
By hypothesis, then, £ returns a (w, z)-bounded g : X — ¥ that with probability at least 1 —§
satisfies:

Pon[f(z) ¢ ps(@)] <c. (60)

Conditioning on the event above from this point onwards, we give a randomized predictor hg such
that LY (hs) < z + €. First, for any nonempty J C Y, let p; € Ay be the minimax distribution
achieving the value of the game restricted to J, i.e.,

= arg min | max w(p, . 61
py = arg min <qu§ (p Q)> (61)

Note that p; can be efficiently computed via a linear program. Then, simply define hg(z) ~ Pus(z)-
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Let us analyse the loss of hg under D. First, by the law of total expectation, and since ||w||» < 1,

L (hs) < Pouplf(x) & ps(@)) + > Ponnlps(x) = J A f(z) € J]- L (hs) , (62)
J

where the summation is over all J C Y with P,.p[us(z) = J] > 0, and Dy is the distribution
obtained from D by conditioning on the event pug(z) = J A f(z) € J. Consider the right-hand side
of Equation (62). By Equation (60), the first term is at most €. For the second term, denote by g
the marginal of D; over ); note that, crucially, g; € A ;. Therefore, by definition of hg:

p,(hs) =w(ps,q,;) < g w(py,q) =Vy(w) <z, (63)

where the last inequality holds as J = p(z) and p is (w, z)-bounded. Using Equations (60) and (63)
in Equation (62) shows that L(hg) < z +e. O

5.2 Multi-objective losses

In this sub-section we prove the first item of Theorem D. Coupled with Lemma 39 below, this
proves Theorem D. Both results require the following definition. Let av(w, z) denote the family of
all subsets of ) which are avoided by (w, z), i.e.,

av(w,z) ={J CY:2¢ Dj(w)}.

The algorithm proposed below then scales with N = | av(w, z)|, which may be exponential in |)|.
We remark that for our purposes, it also suffices to consider only the minimally-sized avoided lists
in av(w, z), ie., if J C J and z ¢ Dj(w) then J' ¢ av(w,z). However, in the worst case N
remains of the same order and so we keep the definition as given above for simplicity. Lemma 39
will then give a lower bound showing that this condition is, in some sense, necessary.

Theorem 28. Let Y = [k], let w = (wy,...,w,) where each w; : Y* — [0,1] is a cost function,
and let z € [0,1]". Let 2’ € [0,1]" such that z <4, 2z'. Assume there exists a (w, z)-learner for a
class F C Y. Then, there exists a (w, 2')-learner for F.

Proof. By assumption, for every J C ) such that J € av(w, 2’) it holds that J € av(w, z). Let
a € A,, and denote wo = a - w and 2z, = - z’. Then, by Lemma 29 we get that the (w, z)-
learner can be used to obtain a (we, 2, )-learner for F. Since this holds for every e € A, then by
Theorem 6 this implies the existence of a (w), 2’)-learner as well, which completes the proof. O

Lemma 29. Let w = (wy,...,w,) where each w; : Y* — [0,1] is a cost function, and let z,2’ €
[0,1]" such that z < 2. Assume there exists a (w, z)-learner A for a class F C Y*. Then, there
exists a (Wq, 25 )-learner for F, for every o € A,.

Proof. First, by Lemma 31 we get that A can be used to obtain an algorithm £ that is a av(w, 2)-
list learner for F. Next, we show that £ can be boosted to a (wa, 2, )-learner. Fix any a € A,.
First, we argue that £ is in fact a (we, 2L, )-list learner (see Definition 21). This holds since for every
J C Y such that z/, < Vj(wq), it must be that J € av(w, 2), by definition and by Proposition 19.
In particular, for any p list function outputted by £, and for every x € X it holds that J Z pu(x)
and 50 V,,(z)(Wa) < zg-

Thus, we have established that £ is in fact a (wq, 2L, )-list learner. Lastly, by Lemma 27 we get
that it can also be converted into a (wq, 2L, )-learner, as needed. O
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Definition 30 (av(w, z)-list learner). An algorithm £ is a av(w, z)-list learner for a class F C Y%
if there is a function m, : (0,1)2 — N such that for every f € F, every distribution D over X, and
every €,0 € (0,1) the following claim holds. If S is a sample of m(¢,d) examples drawn i.i.d. from
D and labeled by f, then £(S) returns a list function p : X — 2% such that P,p [f(z) ¢ p(z)] < €
with probability 1—4, and such that for every x € X and every J € av(w, z) it holds that J Z u(x).

Lemma 31. Let Y = [k], let w = (w1, ..., w,) where each w; : Y* — [0,1] is a cost function, and
let z,2' € [0,1]" such that z =4 2'. Assume there exists a (w,z)-learner A for a class F C Y.
Then, there exists a av(w, 2')-list learner for F.

Proof. First, fix any J € av(w, 2’). By assumption that z <,, 2/, we also have that J € av(w, z).
In particular, we have that (w, z) is not J-dice-attainable. Then, by Proposition 19 we have that
there exist a € A, such that,

Za = (0, 2) < Vj(wa), (64)

where wq = Y ;_; a;w;. Thus, we have that A is also a (wa, za)-learner for F, and that zo <
Vj(wa). We denote this learning algorithm by A;. Notice that we can repeat the above process
for any such J. Thus, we obtain different learning algorithms A; for each J € av(w, 2’).

Next, we will describe the construction of the av(w, 2’)-list learning algorithm. Fix any &, ¢’ > 0.
For every learner Aj, apply Algorithm 3 with parameters o5 = %’y 7, where 77 is the margin of
Ay, our (Wa,, 2a, )-learner (see Definition 23). We also set the parameters of Ay to be € = ¢, and
d =08/2N, for N = |av(w, 2’)|. The remaining parameters for Algorithm 3 are set as in Lemma 25.

For each such run of the algorithm, we obtain a list function. Let pj,,..., 1.7, denote all list
functions obtained by this procedure. Finally, return the list function u defined by

N
u(@) = () no (@),
n=1

for every z € X. We will now show that this algorithm satisfies the desired guarantees, and is
indeed a av(w, 2’)-list learner.

First, by Lemma 25 and union bound we get that with probability at least 1 — §/2, for each
n < N it holds that:
Yi € i, (i) Vi=1,...,m.

Thus, in particular, with probability at least 1 — /2 we also have that y; € u(x;) for all i € [m].
Moreover, by Lemma 25 we have that all u s, are (wq, 2o + 0., )-bounded. That is, for each n < N
and every x € A it holds that V,, () (Wa) < 2o+ 07, = 2a + %wﬂ. Now recall that by the
definition of the margin, and by Equation (64) we in fact have that:

VMJn (z) (wa) < VJn (wa).

This then implies that for every x € X it holds that J, Z pj, (x). Thus, in particular, we
also get that the final list function u satisfies that for every x € X it holds that J, Z u(z).
Lastly, by following the same compression-based generalization analysis as in Lemma 26, we obtain
that the above procedure is in fact a av(w, z’)-list learning algorithm, with sample complexity

m(e, o) = O(mo(fy*7 %) . ln(N/‘;)), where " = min,¢n) 7., -

6")/*2

O
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5.3 Multiclass boosting via s-list PAC learning

In this section we aim to convert weak learners to list learners, with a fixed list size. This is, in
some sense, a coarsening of the previous subsection, which also subsumes previous work by Brukhim
et al. [2023a], where the authors demonstrate k — 1 thresholds which determine the achievable list

sizes. To that end, for every s = 2,..., k define the following coarsening of s-the critical thresholds
of w:
A , [£] o A : (K]
vs(w) = min Vy(w): J € . , vz(w) = max < Vy(w): J € . . (65)

Clearly, for all s € {2,...,k} we have that vs(w) < vs(w). It is also easy to see that 0 < vp(w) <

. < vg(w), and 0 < vz(w) < ... < vp(w). When clear from context, we omit w and denote
the thresholds by v, and vs. We remark that the two types of thresholds vs and vs are useful for
different ways of boosting as specified in the remainder of this section.

Before stating the theorem, we need to first describe what it means to “partially” boost. The
results given in this section are based on the framework of List PAC learning [Brukhim et al., 2022,
Charikar and Pabbaraju, 2023]. The connection between list learning and multiclass boosting was
demonstrated by prior works [Brukhim et al., 2023a,b]. Here we strengthen this link and generalize
previous results to hold for arbitrary costs. We start with introducing list learning in Definition
32, followed by the statement of Theorem 33.

Definition 32 (s-List PAC Learning [Brukhim et al., 2022, Charikar and Pabbaraju, 2023]). An
algorithm £ is a s-list PAC learner for a class F C Y if the following holds. For every distribution
D over X and target function f € F, and every €,d > 0, if S is a set of m > m(e,d) examples
drawn i.i.d. from D and labeled by f, then £(S) returns p : X — Y* such that, with probability at
least 1 — 4,

Lo(u) 2 Boup[f(x) ¢ pla)] < .

Theorem 33. Let Y = [k], let w : Y% — [0, 1] be any cost function, and let z > 0. Letvy < ... < U
as defined in Equation (65), and let s < k be the smallest integer for which z < vsy1 or, if none
exists, let s = k. Then, the following claims both hold.

e (w,z) is s-boostable: for every class F C Y%, every (w, z)-learner is boostable to an s-list PAC
learner.

e (w,z) is not (s — 1)-boostable: for some F C Y% there exists a (w,z)-learner that cannot be
boosted to an s'-list PAC learner with s’ < s.

In words, Theorem 33 implies that there is a partition of the loss values interval [0, 1] into k sub-
intervals or “buckets”, based on vs. Then, any loss value z in a certain bucket v, can be boosted
to a list of size s, but not below that. In Theorem 36 we show the converse: that any s-list learner
can be boosted to (w, z)-learner where z may be the lowest value within the s-th interval vs, but
not below it.

The first item of Theorem 33 holds trivially for z > vy, since in that case s = k and a k-list
learner always exists. The case z < vy, is addressed by Lemma 34 below.

Lemma 34. Let Y = [k], let w : Y? — [0,1] be a cost function, and define vo < ... < vg as
in Bquation (65). Let F C Y% and let A be a (w,z)-learner for F with sample complexity mq

such that z < vg. Let s be the smallest integer in {1,...,k — 1} such that z < ve11 and let
v = vgy1 — 2 > 0 be the margin. Fix any f € F, let D be any distribution over X, and let
S ={(z1,11),-- s (®m,ym)} be a multiset of m examples given by i.i.d. points x1,..., Ty ~ D
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labeled by f. Finally, fix any 6 € (0,1). If Algorithm 3 is given S, oracle access to A, and

parameters T = {%z(m)-‘, n=1/ mn?(m); m = mo(%, %), and o = %’y, then Algorithm 3 makes T

calls to A and returns pug : X — Y* such that with probability at least 1 — d:
yi € ps(xi)  Vi=1l,...,m.

Proof. Fix any f € F and any €,0 € (0,1). Let D be any distribution over X and let S =
{(z1,91), -, (Tm,ym)} be a multiset of m examples given by i.i.d. points z1,...,zy, ~ D labeled
by f. The first part of this proof follows similar steps as the one of Lemma 12. In particular, fix
any i € [m] and observe that, again by the regret analysis of Hedge and by the definitions of n and
T, Algorithm 3 guarantees

S

T
1 v 1
< A - E . . A .
t:E 1 U) ht CCZ 1 3 + T - E]NDt [w(ht(xj)vy]) (66)

Furthermore, since A is a (w, z)-learner for F, and given the choices of m and h; = A(S;), by a
union bound over ¢ € [T we obtain that

fZEM[ (hals),u5)| < =+ (67)

w2

with probability at least 1 — 4.

Now, we show that the list predictor ug built by Algorithm 3 is consistent with .S with sufficiently
large probability. Precisely, by conditioning on the event given by the inequality in Equation (67),
we now demonstrate that y; € pug(x;) for every ¢ € [m]. Consider the function F : X x Y — [0, 1]
as defined by Algorithm 3. Then, by Equations (66) and (67) together with the definition of v > 0,
we obtain for every i € [m] that

T

ZF 2, € gyz>_;Zw(ht(xi)ayi)Sz+§7<z+7:vﬁ7 (68)
ey t=1
which in turn implies that y; € pug(z;) by construction of ug.

We now proceed with a deterministic characterization of the lists returned by ug, independently
of any conditioning. Fix any x € X. Let p® € Ay be such that pj = F(x,/) for any ¢ € Y, and
observe that the sum involved within the condition for y € ) in the construction of the list pug(x)
is equal to w(p®,y). Furthermore, it must be true that s < k since v > 0. We can then show that
the list ug(x) satisfies

vsr1 > max w(p®,y) = max w(p®,q)> min max w(p,q) =V w) , 69
a1 > max (»",y) (R (p*,q) > min qax (P, 9) = Vs () (W) (69)

where the first inequality holds by definition of pg(z). Consequently, after observing that V j(w) <
Vy(w) if J C J', note that

Voo (w) < 041 = min Vy(w) = in  Vy(w), 70
s () (W) < Vs Jen(lsli) J(w) ol J(w) (70)

which in turn implies that |ps(x)| < s. We can thus assume that pg outputs elements of Y* without
loss of generality. O
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The following lemma proves that, in a similar way as Lemma 13 for the binary setting, the
list predictor output by Algorithm 3 has a sufficiently small generalization error provided that the
sample S has size m sufficiently large. The main idea to prove generalization is again via a sample
compression scheme, but relying instead of novel results by Brukhim et al. [2023a] for multiclass
classification. This generalization result, combined with Lemma 34, suffices to prove Theorem 33.

Lemma 35. Assume the hypotheses of Lemma 34. For any €, € (0,1), if the size m of the sample
given to Algorithm 3 satisfies

w2 B e () 7 (1)

then with probability at least 1 — § the output pug of Algorithm 3 satisfies Lp(us) < €. Therefore,
Algorithm 8 is an s-list PAC learner for F. Moreover, one can ensure that Algorithm 8 makes

O(lné—;n)) calls to A and has sample complezxity m(e,d) = O (mo (%, %) . lne(_if/zé)).

Proof. By analogy with the proof of Lemma 13, we first apply Lemma 34 with §/2 in place of &
in order to obtain an s-list predictor ug consistent with S with probability at least 1 — /2. We
then apply a compression-based generalization argument. To do so, we remark once again that
one can construct a compression scheme for ug of size equal to the total size of the samples on
which A operates, which is equal to x = m - T. The main difference with the binary case is that
we rely on the generalization bound for a sample compression scheme for lists as per Theorem 6 of
Brukhim et al. [2023a], with /2 in place of J; we can employ this generalization bound thanks to
the consistency of pug with S (with sufficiently large probability). Then, this implies that

kIn(m) + 1n(2/4)

m—K

Lp(ps) = Paup[f(2) ¢ us(@)] <

(71)

holds with probability at least 1 — /2. By similar calculations as in Equations (18) and (19), and
replacing the values of k and m, the right-hand side of the above inequality can be easily show to

be at most € whenever:
In(2/4) v 0 In(m)
> — — —|-T- {14+ ——2] . 2
me o e (3’ 2T L (72)

A union bound concludes the proof for the first part of the claim, since it shows that Algorithm 3
is an s-list PAC learner for F. The sample complexity of Algorithm 3 then immediately follows by
definition of T ]

Next, we prove a kind of converse of Theorem 33. That is, one can convert a list learner to a
weak learner. This results is stated formally as follows.

Theorem 36 (s-List = Weak Learning). There exists an algorithm B that for every F C Y¥
satisfies what follows. Let w : V2 — [0,1] be a cost function, let z > 0, and let v5 < ... < vg as
defined in Equation (65). Let s < k be the smallest integer for which z < V57T, or if none exists let
s = k. Given oracle access to a s-list PAC learner L for F with sample complexity mr, algorithm
B is a (w, z)-learner for F with sample complexity mp that makes one oracle call to L.

Proof. Fix any f € F and any distribution D over X', and suppose B is given a sample S of size
m > mg(e,d) consisting of examples drawn i.i.d. from D and labeled by f. First, B calls £ on S.
By hypothesis, then, £ returns pg : X — )® that with probability at least 1 — § satisfies:

Poup[f(2) ¢ ps(x)] <. (73)
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Conditioning on the event above, we give a randomized predictor hg such that L% (hg) < z + €.
First, for any nonempty J C Y let p; € Ay be the minimax distribution achieving the value of the
game restricted to J,

=a i a , . 74
py = arg min (;Iel ax w(p (I)> (74)
Note that p; can be efficiently computed via a linear program. Then, simply define hg(z) ~ Pus(z)-

Let us analyse the loss of hg under D. First, by the law of total probability, and since ||w||~ < 1,

L$(hs) < Ponplf(x) & ps(@)] + D> Ponnlps(x) = J A f(z) € J]- L (hs) , (75)
J

where the summation is over all J C Y with P,up[us(z) = J] > 0, and Dy is the distribution
obtained from D by conditioning on the event pug(z) = J A f(z) € J. Consider the right-hand side
of Equation (75). By Equation (73), the first term is at most e. For the second term, denote by g ;
the marginal of D; over Y; note that, crucially, g; € A;. Therefore, by definition of hg and of s:

p,(hs) =w(ps,q;) < g w(py,q) = Vy(w) <vs < 2. (76)

We conclude that LY (hs) < z + €. O

5.4 Lower bounds
We start proving the second item of Theorem C.

Lemma 37. Let Y = [k] and let w : Y? — [0,1] be any cost function. Let 0 = vi(w) < vo(w) <
- < wr(w) as defined in Equation (6), and let n be the largest integer for which v,(w) < z. Then
there exists a class F C V¥ that has a (w, z)-learner but no (w, 2')-learner for any 2’ < v, (w).

Proof. 1f v, (w) = 0 then the claim is trivial, hence we assume v, (w) > 0. Observe that this implies
that there exists some J with |J| > 2 such that v,(w) = Vj(w). Let p* € Ay be the distribution
achieving V j(w), that is:
p" = arg min max w(p, q) . (77)
peEAy 9€AJ
Now let X be any infinite domain (e.g., X = N) and let F = J¥. For every distribution D over X
and every labeling f: X — J,

Lp(p*) = w(p*,qp) < max w(p®,q) = Vy(w) = vp(w) <z, (78)

where gp € Ay is the marginal of D over ). Thus the learner that returns the random guess h
based on p* is a (w, z)-learner for F.

Next, we show that F has no (w,z’)-learner with 2/ < wv,(w). Suppose indeed towards a
contradiction that there exists such a (w, z’)-learner A. By Theorem 24, then, F admits a (w, 2)-
list learner £. Now, as 2z’ < v, = Vj(w), the list function p returned by £ ensures J Z p(z) for
all z € X. Moreover, as F' = J¥ we can assume without loss of generality that u(z) C J for
all z € X; otherwise we could remove the elements of p(z) \ J to obtain a list x'(x) such that
V(@) (w) < Ve (w) and that Poop[f(z) € 1/ ()] > Peaplf(z) € p(x)]. Tt follows that u(z) C J
for all x € X'. Therefore, £ is a (|J| —1)-list PAC learner. However, one can verify that the (|J|—1)-
Daniely-Shalev-Shwartz dimension of F is unbounded (see Definition 6 of Charikar and Pabbaraju
[2023]). It follows by Charikar and Pabbaraju [2023, Theorem 1] that F is not (|J| — 1)-list PAC

learnable, yielding a contradiction. O
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Next, we prove the second item of Theorem 33.

Lemma 38. Let Y = [k], let w: Y? — [0,1] be any cost function, and let vo < ... < vy as defined
in Equation (65). Let z > vy and let s < k be the largest integer for which z > vs. Then, there
exists a class F C Y% that has a (w, 2)-learner and is not (s — 1)-list PAC learnable.

Proof. The proof follows closely the one of Lemma 37. Let J = argmin {V g(w):J € (f )} Let

X be any infinite domain (e.g., X = N) and let F = J¥. As in the proof of Lemma 37 there is a
distribution p* yielding a (w, z)-learner for F. Simultaneously (again from the proof of Lemma 37),
the class F is not (s — 1)-list PAC learnable. O

Finally, we prove the second item of Theorem D.

Lemma 39. Let Y = [k], let w = (w1, ..., w,) where each w; : Y* — [0,1] is a cost function, and
let z,2' € [0,1]" such that z 2 2'. There exists a class F C Y% that admits a (w, z)-learner that
is trivial, and therefore cannot be boosted to a (w, z')-learner.

Proof. By assumption that z A, 2/, there must be a set J C Y for which z € D (w) and
2’ ¢ Dj(w). Let X be any infinite domain (e.g., X = N) and let F = J*. By definition of D;(w)
there exists a trivial learner that is a (w, z)-learner for F. Assume towards contradiction that
the trivial learner can be used to construct a (w,z’)-learner for F. Since z’ ¢ Dj(w), then by
Proposition 19 there exists a € A, such that (a, 2’) < Vj(wa), where we = > ._; ojw;. Then,
by Theorem 24, there is a (wq, z,,)-list learner £ that outputs list functions p such that, for every
x € X it holds that:
Vi) (Wa) < 2 < Vy(wa).

Thus £’ is a (]J| — 1)-list PAC learner for 7. However, one can verify that the (|.J| — 1)-Daniely-
Shalev-Shwartz dimension of F is unbounded (see Definition 6 of Charikar and Pabbaraju [2023]).
It follows by Charikar and Pabbaraju [2023, Theorem 1] that F is not (|J| — 1)-list PAC learnable,
yielding a contradiction. O
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A Cost-Sensitive Learning

Cost sensitive learning has a long history in machine learning. The two main motivations are that,
first, not all errors have the same impact, and second, that there might be a class-imbalance between
the frequency of different classes. Over the years there have been many workshops on cost-sensitive
learning in ICML (2000) NIPS (2008) SDM (2018), yet another indication of the impostance of
cost-sensitive loss. See, e.g., Ling and Sheng [2017, 2008]. Recall the definition of the cost sensitive
loss:

LB(R) = Egp [w(h(z), f(2))] (79)

Given the the distribution D on X, the Bayes optimal prediction rule is given by:

argmin > w(i,j) Plf(z) =j | 2] (80)
JjeY
for every x € X. The early works include Elkan [2001], which characterizes the Bayes optimal
predictor as a threshold, and its implication for re-balancing and decision tree learning. In fact,
this resembles our binary prediction rule.

Sample complexity for cost-sensitive leaning for large margin appears in Karakoulas and Shawe-
Taylor [1998]. Additional sample complexity bounds, for cost-sensitive learning, based on transfor-
mation of the learning algorithms and using rejection sampling is found in Zadrozny et al. [2003].
The idea of cost sensitive learning has a long history in statistics. For binary classification, there
are many different metrics used for evaluation. Let w = (f’ufi - ) The false-positive (FP) is
w4, the false-negative is w_, the precision is wy 1 /(w44 +w4—), the recall is w44 /(wyy +w_4),
and more.

A.1 Boosting cost-sensitive loss

There has been significant amount of work with the motivation of adapting AdaBoost to a cost-
sensitive loss. At a high level, the different proposals either modify the way the algorithm updates
its weights, taking in to account the cost-sensitive loss, or changes the final prediction rule. Nikolaou
et al. [2016] give an overview on various AdaBoost variants for the cost-sensitive case. See also
Landesa-Vazquez and Alba-Castro [2015]. Our modified update rule of Hedge in Algorithm 1
corresponds to CGAda of Sun et al. [2007] and related AdaBoost variants.

The theoretically sound proposal focused on deriving similar guarantees to that of AdaBoost.
Cost-sensitive boosting by Masnadi-Shirazi and Vasconcelos [2011] modified the exponential up-
dates to include the cost-sensitive loss. Cost-Generalized AdaBoost by Landesa-Vazquez and Alba-
Castro [2012] modifies the initial distribution over the examples. AdaboostDB by Landesa-Vazquez
and Alba-Castro [2013] modifies the base of the exponents used in the updates. All the theoretically
sound proposal are aimed to guarantee convergence under the standard weak-leaning assumption.
Their main objective is to derive better empirical results when faced with a cost-sensitive loss.
However, they do not address the essential question, when is boosting possible? In particular, they
do not study cost-sensitive variants weak learners and do not characterize the boostability of such
learners. In addition to the papers above, there have been many heuristic modifications of Ad-
aBoost which try to address the cost-sensitive loss [Karakoulas and Shawe-Taylor, 1998, Fan et al.,
1999, Ting, 2000, Viola and Jones, 2001, Sun et al., 2007].
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A.2 Multi-objective learning and boosting

Learning with multiple objectives is also common in machine learning. A well studied special
case are variants of learning with one-sided error [Kivinen, 1995, Sabato and Tishby, 2012]. A
typical goal in one-sided learning or the related positive-reliable learning [Kalai et al., 2012, Kanade
and Thaler, 2014, Durgin and Juba, 2019] is to guarantee an (almost) 0 false positive loss and
simultaneously a low false negative loss. This corresponds to a (w, z)-learner with w = (w4, w_)
and z = (0,¢). More generally, Kalai et al. [2012] also considered tolerant reliable learning with
an arbitrary z = (z4,2_). Our results apply in this context. For example in the binary case,
our results show that a (w, z)-learner (i.e., a z-tolerant-reliable one) is boostable if and only if
VZ+ +4/z= < 1. Moreover, our results also imply boostability and learnability results for reliable
learning in the multi-class case; a learning setting mostly over-looked so far.

B Multiclass Boosting

Boosting is a fundamental methodology in machine learning that can boost the accuracy of weak
learning rules into a strong one. Boosting theory was originally designed for binary classification.
The study of boosting was initiating in a line of seminal works which include the celebrated Ad-
aboost algorithm, as well an many other algorithms with various applications, (see e.g. Kearns
[1988], Schapire [1990], Freund [1990], Freund and Schapire [1997]). It was later adapted to other
settings and was extensively studied in broader contexts as well [Ben-David et al., 2001, Kalai and
Servedio, 2005, Long and Servedio, 2008, Kalai et al., 2008, Kanade and Kalai, 2009, Feldman,
2009, Mgller Hggsgaard et al., 2024, Green Larsen and Ritzert, 2022, Raman and Tewari, 2022,
Raman et al., 2019].

There are also various extension of boosting to the multiclass setting. The early extensions
include AdaBoost.MH, AdaBoost.MR, and approaches based on Error-Correcting Output Codes
(ECOC) [Schapire and Singer, 1999, Allwein et al., 2000]. These works often reduce the k-class
task into a single binary task. The binary reduction can have various problems, including increased
complexity, and lack of guarantees of an optimal joint predictor.

Notably, a work by Mukherjee and Schapire [2011] established a theoretical framework for
multiclass boosting, which generalizes previous learning conditions. However, this requires the as-
sumption that the weak learner minimizes a complicated loss function, that is significantly different
from simple classification error.

More recently, there have been several works on multiclass boosting. First, Brukhim et al.
[2021] followed a formulation for multiclass boosting similar to that of Mukherjee and Schapire
[2011]. They proved a certain hardness result showing that a broad, yet restricted, class of boosting
algorithms must incur a cost which scales polynomially with |)|. Then, Brukhim et al. [2023b] and
Brukhim et al. [2023a] demonstrated efficient methods for multiclass boosting. We note that our
work generalizes the results given in Brukhim et al. [2023a] to the cost sensitive setting, as detailed
in Section 5.
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