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Abstract

Idioms are permanent phrases that are often001
formed from tales. They are prevalent in in-002
formal discussions and literary works. Their003
meanings are often quite devoid of composi-004
tion. The idiom cloze task is a difficult re-005
search challenge in Natural Language Process-006
ing (NLP). On available datasets, sequence-to-007
sequence (Seq2Seq) model-based approaches008
to this problem fared pretty well. However, they009
lack comprehension of the non-compositional010
nature of idiomatic idioms. In addition, they do011
not evaluate both the local and global contexts012
simultaneously. In this research, we present a013
BERT-based embedding Seq2Seq model that014
captures idiomatic phrases and takes global and015
local contexts into account. Our methodology016
uses XLNET as the encoder and Roberta to017
choose the most likely idiom for a given sce-018
nario. Experiments conducted on the EPIE019
Static Corpus dataset demonstrate that our ap-020
proach outperforms the current state-of-the-art.021

1 Introduction022

The cloze test is a test in which participants are asked to023
complete a paragraph using the appropriate words. Typ-024
ically, cloze exams assess a participant’s ability to grasp025
a particular material. The cloze task differs significantly026
from other Natural Language Processing (NLP) tasks027
in that it demands a much greater long-term memory028
to make judgments and interpret the information. The029
completion of these comparative examinations will shed030
light on present NLP tasks in text comprehension. This031
study solves the cloze problem using a BERT-based032
sequence-to-sequence (Seq2Seq) model. Given a par-033
ticular context in the form of a passage, two stages are034
required to develop the answer to a cloze issue based on035
this context. The first is to comprehend the meaning of036
the phrase, and the second is to choose the appropriate037
idiom for each "blank" - where the original word has038
been omitted – in the sentence. Utilizing neural network039
models such as Knowledgeable Reader (Mihaylov and040
Frank, 2018) and Entity Tracking (Hoang et al., 2018),041
prior research has approached NLP challenges compa-042
rable to the cloze task using neural network techniques.043
These techniques handle idioms as though they were044
ordinary terms. Nevertheless, idiomatic idioms often045

contain meanings that are very noncompositional and 046
should not be taken literally. The saying "it’s raining 047
cats and dogs," for instance, implies cats and dogs drop- 048
ping from the sky if interpreted literally. This notion 049
is inaccurate, since this term is often used to indicate 050
severe rain. Failure to comprehend the proper meaning 051
of colloquial terms is damaging to the models’ decision- 052
making process. Even if a model is capable of com- 053
prehending the paragraph, it cannot connect a phrase 054
that is completely unrelated to the context from a literal 055
standpoint. This necessitates other strategies for the 056
cloze problem as our paradigm. It necessitates offer- 057
ing a grammatical candidate and maintaining seman- 058
tic coherence. Earlier work on contextual connection 059
comprehension has produced solutions with outstanding 060
performance. For example, the BERT (Devlin et al., 061
2019) is effective in comprehending the context of a 062
specific situation. In addition, pre-trained BERT and 063
related models may be customized to perform contex- 064
tual comprehension for other activities. In this research, 065
we solve the context comprehension stage of the cloze 066
problem using pre-trained models. To accurately com- 067
prehend the meaning of idiomatic idioms, we deploy 068
another pre-trained XLNET (Yang et al., 2019) model 069
and fine-tune it to tackle the cloze problem. We teach 070
XLNET the local context of the deleted word (the phrase 071
from which the original word was removed) and the 072
global context of the removed word (the entire passage). 073
This information is provided by the last layer output 074
of XLNET’s hidden layers. Combining the contextual 075
embeddings provided by our BERT-based pretrained 076
models with the idiom embeddings from the XLNET 077
model. Softmax (Liu et al., 2016) is applied on the ag- 078
gregated embeddings to choose the optimal word. Our 079
models are calibrated using the EPIE (Saxena and Paul, 080
2020) Static Corpus data collection. 081

2 Related Work 082

2.1 Cloze-style reading comprehension 083

Cloze-style reading comprehension utilizes a passage 084
of word tokens x1:n with one token xj masked; the aim 085
is to replace the masked word y, which was originally 086
at position j, with the correct word. Numerous works 087
have already attained outstanding results in the cloze 088
test (Mihaylov and Frank, 2018; Hoang et al., 2018; 089
Schick and Schütze, 2021). Researchers have produced 090
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many large-scale cloze-style reading comprehension091
datasets, including RACE (Lai et al., 2017) and Chil-092
dren’s Book Test (CBT) (Hill et al., 2015). However,093
these studies only test regular words for Cloze-style094
reading comprehension, and idiom phrases are often095
out of context inside the paragraphs. In this research096
project, we want to use cutting-edge technology in order097
to achieve cutting-edge performance in Idiom Cloze-098
style reading comprehension. The EPIE dataset utilized099
in this article is likewise a large-scale cloze-style dataset,100
but it focuses on idiom prediction in English.101

2.2 Pre-trained Language Models102

Massive sources of unilateral context may affect the103
model’s accuracy throughout regular use. In reality, it104
is quite probable that they will lack symbols following105
sentences and polysemous conditions inside the phrase.106
There are earlier studies on enhancing word embedding107
(Mikolov et al., 2013; Peters et al., 2018), but they do108
not assist us in resolving the difficulty of our jobs. With109
the introduction of transformer (Vaswani et al., 2017),110
numerous pre-trained models like as BERT and XLNet111
were offered in the NLP field. Language model pre-112
training has been shown to be successful on a list of113
natural language tasks at both the sentence-level (Bow-114
man et al., 2015) and token-level (Tjong Kim Sang and115
De Meulder, 2003), according to several studies.116

2.3 Idiom detection117

The reading comprehension of idioms is the subject of118
a substantial amount of current study. Dual Embedding119
Model with bert (Tan and Jiang, 2020) was the first120
popular neural network reading comprehension model.121
In this prior study by Tan et al. (Tan and Jiang, 2020),122
the contextual sentence and candidate phrases are en-123
coded using the BERT model. However, the basic BERT124
model lacks confidence in common sense and pragmatic125
inference and is incapable of processing lengthy text se-126
quences. In addition, the BERT model performs poorly127
in the negation scenario of the statement. For others,128
Cloze-style reading comprehension comprises of a sub-129
stantial context size, and the masks’ matching keys are130
far away. In addition, we were unable to disregard the131
negation and common sense conditions in the Cloze-132
style reading comprehension test.133

3 Method134

3.1 Task Definition135

Our project’s fundamental concept is the idiom cloze136
test. We choose an idiom as a contender and then elim-137
inate it from each phrase. For these candidates, each138
blank space must be filled up. Therefore, the first step139
is to pad each candidate. Then we must locate the best140
qualified individual whenever a vacancy arises.141

3.2 Padding Sequence142

This section begins with candidate processing. The143
initial phase of our endeavor is to comprehend idioms144

or candidates. In the subsequent phases, we will look 145
for the best qualified applicant. In order to search, we 146
must process these candidates. 147

This is necessary since each candidate has a unique 148
length, making it difficult to perform any operation on 149
them. The default padding and most common padding is 150
zero-padding, in which we add zeros to the rear of each 151
candidate. We will utilize the length of the candidate 152
with the longest length as the padding length. This may 153
be accomplished by invoking specified functions. We 154
must initially look for the candidate with the greatest 155
length. 156

Figure 1: Our Method Diagram about how our Attention
Baselines works

3.3 Attention Baselines 157

Previous approaches used to BERT-based Dual Embed- 158
ding were based only on the BERT architecture. Due to 159
the weakness in BERT and the success of XLNET for 160
various NLP tasks, including reading comprehension, 161
we suggested to offer new approaches (shown in Figure 162
1) based on XLNET and BERT to address Idiom Cloze- 163
style reading comprehension. In the first, an English 164
idiom is treated as a series of letters, and the BERT is 165
used to examine the original link between each contex- 166
tual word. Then, we aggregate the sections containing 167
each potential phrase into numerous sequences, one for 168
each contender. In the second baseline, each idiom is 169
treated as a single token accompanied by its embedding 170
vector. We utilize XLNET to analyze the text and then 171
compare the encoded passage with the embedding of 172
each possible idiom. 173
Attention Baseline with Idioms as Character Se- 174
quence Attention baseline with idiom as candidate 175
sequence is work required to implement the BERT 176
model for idiom cloze-style comprehension.Given a 177
passage P = (p1, p2, p3, · · · , [MASK], · · · ,pn) and a 178
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candidate dk ∈ D, we concatenate them into a sin-179
gle sequence ([CLS], p1, p2, p3, · · · ,dn1

,dn2
, · · · ,dnk

,180
· · · ,pn,[SEQ]), where dn1

to dnk
are the characters and181

padding of the idiom dn. We may use the BERT to182
immediately analyze this sequence and extract the hid-183
den representation for [CLS] in the final hidden layer,184
denoted by hL

k,0 ∈ Rd. To find the candidate idiom dk185
among all candidates, we use the linear layer to pro-186
cess hL

k,0 for k = 1, 2, · · · ,K and the softmax function187
with each candidate’s probability value in D. Then, we188
will choose the best option for our cloze-style reading189
comprehension as the final selection.190

Attention Baseline with Idiom Embedding Numerous191
idioms are non-compositional; their meaning cannot be192
inferred simply from their component characters. For193
instance, "It’s a piece of cake" actually implies multiple194
cakes, but it is often used to refer to a work that is rela-195
tively simple. Therefore, if we merely embed the mean-196
ing of each character, this might result in considerable197
confusion. A single embedding vector for the full idiom,198
on the other hand, may assist the model comprehend the199
contextual connection in reading comprehension.200

In this baseline, instead of concatenating the pas-201
sage and a potential response, we divide them into202
a single BERT model sequence. We processed the203
passage sequence using XLNET to ([CLS], p1,p2,p3,204
· · · , [MASK], · · · ,pn,[SEP]). Then, we utilize the hL

b205
hidden representation of [MASK] at the decoding layer206
to match each candidate’s response with BERT. This207
manner, regardless of the number of contenders, we208
only embed the whole section once using the XLNET209
paradigm. It may assist our work avoid the issue of210
non-compositional idioms.211

The embedding vector each candidate dk ∈ D is212
denoted by dk, and the hidden representation hL

b is com-213
patible with each candidate idiom by element-wise mul-214
tiplication. The probability of choosing dk from among215
all the candidates is thus determined by the equation 1.216

pk =
exp(w · (dk ⊗ hL

b ) + b)∑D
d′=1 exp(w · (dk ⊗ hL

b ) + b)
(1)217

w ∈ Rd and b ∈ R are parameters of the model,218
and ⊗ is element-wise multiplication. We utilize cross-219
entropy loss as the loss function to train the model.220

3.4 Context-aware Pooling221

The baseline for the attention model contains possible222
flaws. It is straightforward to note that idioms are never223
composed. In order for the proposed idiom to fit well224
in the passage, not only must its grammar correspond225
to the surrounding context, but its meaning must also226
match the paragraph incredibly well. To solve the cloze-227
style reading comprehension, however, it is necessary228
that we understand how to induce the applicant to use229
more complex language, such as verbs and nouns. In230
order for our baseline to be context-aware, we need231
additional work.232

As the milestone of the transformer, increasingly 233
more pre-train models enable the context-aware function 234
with the contextual environment. In addition, several 235
models enable global context-awareness, such as the 236
BERT work in the SQuAD dataset (Rajpurkar et al., 237
2016). Therefore, we determine if an idiom candidate is 238
appropriate for a paragraph. In addition to understand- 239
ing its neighboring contextual facts, we must also com- 240
prehend the passage’s semantic significance. In addition 241
to matching the idiom candidate to its context, we must 242
also match the idiom’s meaning to the whole paragraph. 243
Recall that HL = (hL

0 , h
L
1 , h

L
2 , · · · , hL

n) represents the 244
hidden states of the last hidden layer of baseline after the 245
sequence is processed. Our model with context-aware 246
pooling may function similarly to the equation 2. 247

pk =
exp(dk · hL

b +maxn
i=0(dk · hL

i ))∑D
d′=1 exp(dk · hL

b +maxn
i=0(dk · hL

i ))
(2) 248

3.5 Dual Pretrain Attention Model 249

In our technique (Figure 1), we suggested using linear 250
interpolations (Zhang et al., 2018) to enhance our idiom 251
identification solution for cloze-style reading compre- 252
hension smoother. We execute linear interpolations in 253
the final texture hidden space between both training out- 254
puts, one from the output categorized with the softmax 255
function in Attention Baseline with Idioms as Character 256
Sequence and the other from Attention Baseline with 257
Idiom Embedding. We employ the lambda parameter 258
as a weight to guarantee that both baselines can operate 259
efficiently on the final result. In our model, lambda 260
represents a beta distribution sample. Therefore, we 261
guarantee that lambda is greater than 0.7 and that the 262
combination is dominated by the Attention Baseline 263
with Idioms as Character Sequence. 264

With linear interpolation, we may rapidly get a new 265
candidate option, and for cloze-style reading compre- 266
hension, we choose the candidate with the greatest 267
score. 268

4 Data 269

We test the accuracy of the classification model using a 270
single standard dataset - EPIE, which contains 359 can- 271
didate types (given in table 1). Then, we develop a clas- 272
sification software to determine which idioms should be 273
utilized in cloze-style reading comprehension phrases. 274
In our program, we designed a self-attention program 275
for the job. Then, we use the training, validation, and 276
test divides described by Lee and Dernoncourt (Lee and 277
Dernoncourt, 2016) to examine our classification loss 278
score. 279

As seen in Table 1, we have a total of 21890 candi- 280
dates. Each candidate has an associated tag (displayed 281
as 2). Both O, B-IDIOM, and I-IDIOM denote a single 282
word or special symbol position. Given a single state- 283
ment, we must eliminate the portion beginning with "B- 284
IDIOM" and ending with "I-IDIOM." The 21890 sen- 285
tences were obtained by removing the candidate from 286
the original sentences. 287
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We use three kinds of data labels. To label our data,288
we prepend [’CLS’] to the beginning and [’SEP’] to289
the end of each of the 21890 candidates. To name our290
deleting sentences, we append [’CLS’] to the beginning291
and [’SEP’] to the conclusion of each phrase in which292
the candidate is deleted. In addition, a [’UNK’] label is293
added to the location of the candidate for deletion in the294
21890 sentences. By labeling the preceding, it would be295
possible to encode all 21891 possibilities and eliminate296
sentences. The sample is shown in the table 3.297

In which, |T| represents the number of idiom candi-298
date and |N| represents the sentence data size.299

Table 1: Number of Sentences in the Dataset

Dataset Train Validation Test T N
EPIE 15k 5k 2k 359 22k

Table 2: Type of Tags in the Dataset

Type1 Type2 Type3
O B-IDIOM I-IDIOM

Table 3: Example of Encoding and Labeling

Original Sentence:Anyway , thanks MKM
and keep up the good work !

Candidate:keep up the good work
Label Candidate:’[CLS]’, ’keep’, ’up’, ’the’,

’good’, ’work’, ’[SEP]’
encode:11815, 17, 19, 3466, 414,

536, 692, 21, 435, 76,
18, 195, 154, 17, 136, 4, 3

deleting sentence:’Anyway’,
’,’, ’thanks’, ’MKM’, ’and’, ’!

5 Result300

Table 4 compares the classification accuracy of our tech-301
nique to that of various other models. As a baseline,302
we use the Dual BERT Embedding Model with Entity303
Tracking. Some ways to classifying the idiom candidate304
for cloze-style reading comprehension make use of self-305
attention for methods using attention and in-depth con-306
textualization of word representation. However, their307
performance was inferior to that of our model. Each308
model and its variables were trained eight times, result-309
ing in an average performance.310

As seen by our experiment in Figure reffig:epoch, our311
morel loss decreases as the number of epochs increases.312
In addition, we collaborate with the other two types313
of baselines and our approach utilizing the precision314
(shown in the table 4). As can be shown, our tech-315
nique has 7.21 % greater accuracy than the Dual BERT316
Embedding Model and 14.66 % better accuracy than317
Entity Tracking. It makes sense that the Dual BERT318

Figure 2: Epoch number and the loss

Table 4: Accuracy of task in Idiom Cloze-style Reading
comprehension Performance with baselines

Model EPIE(%)
Tan et al. (Tan and Jiang, 2020) 71.02

Our Method 78.23
Entity Tracking (Hoang et al., 2018) 63.57

Embedding Model is intended to address the difficulty 319
of Chinese Idiom Cloze-style reading comprehension, 320
while Entity Tracking is just intended for the standard 321
Cloze-style Reading comprehension. The Idiom is often 322
non-compositional and is rather sophisticated. From 323
the study of Tan et al., we can conclude that their Dual 324
BERT Embedding Model has a superior performance 325
on Chinese Idiom Cloze-style Reading comprehension. 326
They already achieve 84.43 % under Chinese settings. 327

6 Conclusion and Future work 328

We created a novel model that meticulously executed the 329
Idiom Cloze-style reading comprehension task and com- 330
pared it to commonly-used algorithms using the EPIE 331
dataset. Using several word representation approaches, 332
we discovered that context information continue to have 333
a significant impact on classification performance. Our 334
technique performs 7.21% better on the EPIE dataset 335
challenge of cloze-style reading comprehension than the 336
Dual BERT Embedding Model. Due of time constraints, 337
we only focus on one dataset for our understanding. 338
However, overcoming the obstacle of idiom cloze-style 339
reading comprehension is a new milestone for us. 340

In future research, we will investigate other attention 341
mechanisms, including block self-attention (Shen et al., 342
2018), hierarchical attention (Yang et al., 2016), and 343
hypergraph attention (Bai et al., 2021). These methods 344
may combine information from several positional repre- 345
sentations and capture both local and long-range context 346
dependencies. In addition, we intend to do more experi- 347
ments on several idiom datasets, such as CHID (Zheng 348
et al., 2019) and LIDIOMS (Moussallem et al., 2018). 349
With these additional types of datasets, we want to do 350
more testing and develop more robust algorithms for 351
solving the Idiom Cloze-style reading comprehension 352
challenge. 353
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