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Abstract
With the recent advancement in Transformer001
networks and large language models, various002
encoder-based approaches have been proposed003
as solutions. When textual data for questions004
and answers are available, cross-encoder ap-005
proaches encode them jointly, while bi-encoder006
approaches encode them separately. In this re-007
search, the performance of these approaches008
for question-answer pairs using an Arabic med-009
ical dataset is compared. Five variants of the010
Transformer model were utilized for this study.011
These models differ in design but share the012
objective of leveraging large amounts of text013
data to build a general language understanding014
model. Then, fine-tuned on an answer selec-015
tion task and evaluated for performance using016
accuracy and execution time metrics. The re-017
sults indicate that the AraBERT model with a018
cross-encoder architecture achieved the highest019
accuracy of 0.96.020

1 Introduction021

The Arabic language poses many challenges in022

Natural Language Processing (NLP), including the023

question-answering (QA) task. One of the most024

prominent recent NLP techniques applied to the025

QA task in Arabic is pre-trained transformer-based026

models, which can achieve state-of-the-art perfor-027

mance. These models are capable of learning028

universal representations of language that can be029

fine-tuned for specific tasks without the need to030

train each model from scratch (Ortiz-Barajas et al.,031

2022).032

Cross-encoders (Reimers and Gurevych, 2019)033

are transformer-based models designed to cap-034

ture the relationship between input pairs. Cross-035

encoders take two inputs, usually a pair of sen-036

tences or sequences, and encode them together037

into a shared representation. Cross encoders can038

effectively model interactions and dependencies039

between the input elements by jointly consider-040

ing both inputs, enhancing performance on various041

downstream tasks (MS et al., 2024). Another ap- 042

proach is the bi-encoder model, which use separate 043

encoders for each input sentence by a Siamese net- 044

work. Each sentence is encoded independently, 045

producing two separate representations. These rep- 046

resentations are then compared using a similarity 047

metric to determine the relationship between the 048

sentences (Ortiz-Barajas et al., 2022). Both cross- 049

encoders and bi-encoders have their advantages 050

and are suitable for different scenarios. Cross- 051

encoders excel at capturing the interaction between 052

sentences, while bi-encoders are computationally 053

efficient (Ortiz-Barajas et al., 2022). In this study, 054

an empirical analysis of state-of-the-art models us- 055

ing these approaches for the task of question an- 056

swering in the medical domain is conducted. The 057

goal is to find and compare the approaches that best 058

fit the Arabic QA task. The structure of the paper 059

is as follows. In Section 2, the related work is de- 060

scribed, focusing on previous approaches applied 061

to the QA task. In Section 3, the proposed archi- 062

tecture and the experimental setup are explained. 063

Finally, in Sections 4 and 5, the results and conclu- 064

sions are presented, respectively. 065

2 Related Work 066

The Transformer network (Vaswani et al., 2017) 067

is an architecture that encodes texts in parallel us- 068

ing attention mechanisms instead of the sequential 069

mechanisms found in Recurrent Neural Networks. 070

In the Transformer-based encoder models, there are 071

two primary architectures: bi-encoders and cross- 072

encoders. For QA tasks, some research has focused 073

on developing models based on these architectures. 074

In addition, other models, like the one intro- 075

duced by (Risch et al., 2021), have introduced a 076

new evaluation metric for question-answering (QA) 077

models called SAS (Semantic Answer Similarity). 078

SAS is designed to evaluate the semantic similar- 079

ity between model predictions and ground-truth 080
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answers rather than relying solely on lexical over-081

lap. The SAS metric uses a cross-encoder archi-082

tecture based on transformer models and shows083

a better correlation with human judgment com-084

pared to traditional lexical metrics. Moreover, a085

bi-encoder based on the Sentence-BERT model has086

been proposed by (Nie, 2022) to handle answer087

selection tasks. They fine-tuned a pre-trained Sen-088

tence Transformer model for the insurance QA task089

using the InsuranceQA Corpus, resulting in a signif-090

icant improvement in accuracy from 0.26 to 0.48.091

Additionally, (Alfarizy and Mandala, 2022) pro-092

posed a bi-encoder based on the Sentence-BERT093

(SBERT) model for the verification of unanswer-094

able questions in QA systems. They focused on095

reading comprehension by proposing a modifica-096

tion to ELECTRA, incorporating similarity param-097

eters using SBERT, and then using cosine similarity098

for comparison. The similarity value is a decimal099

number between 0 and 1, with the greatest similar-100

ity value taken to represent the similarity of con-101

text with a declarative sentence. After obtaining102

the value of sentence similarity, they determined103

a limit value for labeling two sentences with the104

labels "similar" and "not similar". Values that are105

"similar" are considered "answerable" while those106

that are "not similar" are considered "unanswer-107

able".108

3 Methodology109

This section presents the comparison of cross-110

encoder and bi-encoder approaches for the111

question-answer pairs task. To achieve this goal,112

five Transformer models were fine-tuned on the113

same training sets and evaluated with the same val-114

idation and test sets.115

3.1 Dataset116

The dataset used in this research, namely the Ara-117

bic Medical Community QA dataset (AM-CQA),118

was collected from the Altibbi platform. The Al-119

tibbi platform (a medical consultation platform)1120

provides reliable medical diagnoses by the best doc-121

tors in the Arab world. It has been developed to en-122

hance doctor-patient consultations. The AM-CQA123

dataset was created from Arabic medical forums124

that contain a mix of informal and formal language125

and different Arabic dialects. This dataset consists126

of 107,268 women’s healthcare question-answer127

1https://altibbi.com/

pairs, three columns are used: question description, 128

one correct answer, and one incorrect answer. 129

3.1.1 Dataset Pre-processing 130

The following pre-processing steps are applied to 131

the AM-CQA dataset. 132

• Remove diacritics using Pyarabic, an Arabic 133

plugin tool for Python. 134

• Remove questions with attachment files. 135

• Remove HTTP links, special characters, En- 136

glish alphabet, English numbers, Arabic num- 137

bers, and extra spaces using regular expres- 138

sions, a built-in Python package. 139

• Normalize text that replaces the letters “

@", “ 140

@

", “ @", “

�
@" and with “!". 141

• Replace English question marks “?" with Ara- 142

bic question marks “ ?" to unify. 143

3.2 Models Architecture 144

This section presents the approach to train bi- 145

encoders and cross-encoders, based on semantic 146

similarity in the Arabic medical domain. First, 147

the data is prepared for training the models, and 148

divided into three subsets: Train, Development, 149

and Test. The training set, containing 85,812 QA 150

pairs, is used to create data from the corpus for 151

model fine-tuning. The development set, contain- 152

ing 10,728 QA pairs, is used to prepare evaluation 153

data for assessing the accuracy of the fine-tuned 154

model’s QA task. The test set, also containing 155

10,728 QA pairs, is used for evaluating the QA 156

system and obtaining the final performance of the 157

system. 158

3.2.1 Cross-Encoders Model 159

The first model in the proposed architecture in 160

the research is Cross-embeddings, which incor- 161

porates detailed question-answer interactions and 162

is derived from the Cross-Encoders (Reimers and 163

Gurevych, 2019). Illustrated in Figure 1, Cross- 164

Encoders take input from both the question and 165

answer sentences. To accurately capture the inter- 166

action between questions and answers, the matched 167

correct answer and question is employed to guide 168

the encoding of the question with correct answer. 169

Then the output predicts a label for this question- 170

answer pair, with 0 indicating a wrong answer and 171

1 indicating a correct answer. 172
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Figure 1: Cross-encoder Architecture of BERT Model

3.2.2 Bi-encoder Model173

The second model in the proposed architecture
in the research is the bi-encoder model, which is
based on the Sentence-BERT model (Reimers and
Gurevych, 2019). Sentence-BERT uses a modifica-
tion of a Siamese neural network capable of obtain-
ing individual vectors of fixed size from each text
(Reimers and Gurevych, 2019). In a bi-encoder,
as illustrated in Figure 2, both the input question
and the answer are encoded into vectors. Then, a
pooling operation is applied to the last hidden state
of the BERT model to obtain a sentence vector for
each question and answer. These sentence vectors
are represented as u and v, respectively. Then, con-
catenate the sentence embedding u and v with their
element-wise absolute difference |u− v|,this con-
catenated vector is multiplied by a trainable weight
matrix Wt ∈ R3n×k, as shown in Eq. 1 (Reimers
and Gurevych, 2019).

o = softmax(Wt[u, v, |u− v|]) (1)

where u: is embedding of the first sentence, v: em-174

bedding of the second sentence. |u−v|: is element-175

wise absolute difference capturing how the embed-176

ding differ. And n represents the dimensional of177

the sentence embedding. The total dimensional of178

the concatenated vector is 3n and k denotes the179

number of labels, with k= 2:0 indicating a wrong180

answer and 1 indicating a correct answer. Where181

3 represent the three embedding sentences u, v,182

and |u − v|. The model is trained by optimizing183

the cross-entropy loss. This loss was used in bi-184

encoder model to train the SBERT model on data.185

It adds a softmax classifier on top of the output of186

two transformer networks.187

3.3 Fine-Tuning188

Fine-tuning is a method of making precise adjust-189

ments to improve the performance and accuracy of190

a pre-trained network (Mustafid et al., 2020). In191

this research, five pre-trained models from the Hug-192

ging Face library are selected, the model’s detail193

Figure 2: Bi-encoder Architecture of Sentence-BERT
Model.

are illustrated in Table 1, for fine-tuning the QA 194

dataset. 195

3.4 Evaluation Metrics 196

This research used popular metrics for evaluation, 197

namely accuracy and running time for each model. 198

Accuracy is widely used for measuring QA task 199

performance (Shaheen and Ezzeldin, 2014). The 200

running time measuring in second. Accuracy (Acc) 201

is defined as the percentage of correctly answered 202

questions over the total number of questions, as 203

shown in Eq. 2. Let K be the number of correctly 204

answered questions, and Q is the total number of 205

questions (Shaheen and Ezzeldin, 2014). 206

Acc = (
K

Q
) (2)

3.5 Configuration 207

The experiments have been conducted completely 208

in Google Colaboratory Pro Plus. The virtual ma- 209

chine associated with the GPU in Colab Pro+ has 210

166.1 GB of disk space and provides up to 52 GB 211

of RAM. All models are trained with a batch size of 212

8. The learning rate is set to 1e-5 using the Adam 213

optimizer, with a linear learning rate warm-up over 214

10% of the training data. All models are trained for 215

four epochs. The maximum sequence length is set 216

to 128. 217

4 Results and Discussion 218

The experiment in this study assested state-of-the- 219

art transformer models for the Arabic QA task. The 220

focus was on identifying the best architectures that 221

performed well on the AM-CQA corpus. Table 1 222

presents the performance of different pre-trained 223
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No. Model Name bi-encoder cross-encoder
Accuracy Running Time Accuracy Running Time

1 disistiluse-base-multilingual-cased-v2 0.79 4840 s 0.83 12633 s
2 bert-base-arabertv2 0.86 4523 s 0.96 16409 s
3 paraphrase-TinyBERT-L6-v2 0.81 7387 s 0.85 5069 s
4 bert-base-arabic-camelbert-mix 0.85 7069 s 0.87 12023 s
5 stsb-roberta-base-v2 0.84 17055 s 0.88 6456 s

Table 1: Performance of different pre-trained Transformer models on the medical QA task.

Transformer models on a medical QA task, com-224

paring both bi-encoder and cross-encoder architec-225

tures. Table 1 presents the evaluation results of226

various pre-trained Sentence Transformer models227

on the medical QA task. For both cross-encoder228

and bi-encoder architectures, five different models229

were evaluated. Each model corresponds to an in-230

dependent run using different random seeds. All231

models were fine-tuned on the AM-CQA corpus232

specifically for the QA task. Models 1 through 5233

use different models of BERT. We observed that234

bi-encoder models generally offer lower accuracy235

by 0.86 with AraBERT compared to cross-encoder236

models due to the lack of joint context between237

the question and answer sentences in bi-encoders.238

While cross-encoders are slower and more memory-239

intensive by 16409 seconds, they provide signifi-240

cantly higher accuracy by 0.96 with AraBERT.241

5 Conclusion242

In this research, a comparative analysis of cross-243

encoder and bi-encoder architectures for question-244

answering tasks using an Arabic medical dataset is245

presented. Five different the Transformer models246

are fine-tuned on a QA task and their performance247

is evaluated using accuracy and execution time met-248

rics. The findings showed that the AraBERT model249

with a cross-encoder architecture achieved the high-250

est accuracy of 0.96, indicating that cross-encoders251

are more effective for this specific task. However,252

they come at a higher computational cost.253
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