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Abstract
When translating from notional gender languages (e.g., English) into grammatical gender languages (e.g., Italian), the generated
translation requires explicit gender assignments for various words, including those referring to the speaker. When the source
sentence does not convey the speaker’s gender, speech translation (ST) models either rely on the possibly-misleading vocal
traits of the speaker or default to the masculine gender, the most frequent in existing training corpora. To avoid such biased
and not inclusive behaviors, the gender assignment of speaker-related expressions should be guided by externally-provided
metadata about the speaker’s gender.1 While previous work has shown that the most effective solution is represented by
separate, dedicated gender-specific models, the goal of this paper is to achieve the same results by integrating the speaker’s
gender metadata into a single “multi-gender” neural ST model, easier to maintain. Our experiments demonstrate that a single
multi-gender model outperforms gender-specialized ones when trained from scratch (with gender accuracy gains up to 12.9
for feminine forms), while fine-tuning from existing ST models does not lead to competitive results.
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1. Introduction
Spurred by growing concerns about fairness in language
technologies, research on understanding and mitigating
gender bias in automatic translation is gaining traction
[1]. The bias of automatic systems is extremely evident
when it comes to ambiguous sentences or expressions,
where there are no explicit cues in the source content
about the correct gender1 assignment of a referent (e.g.,
en: The doctor arrived – it: Il/La dottore/essa è arrivato/a).
In this setting, the state-of-the-art neural models often
choose the masculine forms or perpetuate stereotypical
assignments, as they reflect the condition statistically
more likely based on their (biased) training data [2, 3].

This situation frequently occurs when the source lan-
guage is genderless or employs notional gender, express-
ing gender in a limited set of parts of speech, and the
target language follows a grammatical gender system,
embedding gender distinctions throughout a broad inven-
tory of parts of speech. Focusing on the case in which the
source language is English, a notional gender language,
and the target language is Italian, a grammatical gender
language, a frequent instance of this condition is repre-
sented by first-person references, i.e. by the words and
expressions referred to the speaker (e.g., en: I am a young
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1Throughout the paper, we use the word gender to indicate the

preferred linguistic expression of gender and not the gender identity.

researcher – it: Sono una/un giovane ricercatrice/tore). In
this case, text-to-text machine translation (MT) models
mostly output masculine forms, while direct (or end-to-
end) speech-to-text translation (ST) systems partly rely
on the biological cue of the speaker’s vocal traits to as-
sign gender [4, 5]. However, direct ST models are still
largely biased toward producing masculine forms, and,
most importantly, biological aspects are related to the
sex rather than to the gender of an individual. Hence,
their exploitation is not inclusive of all people, harming
several groups such as transgenders [6].

As a solution, [7] proposed to leverage external meta-
data about the speaker’s gender to control the gender
assignment of words referred to the speaker. Specifically,
they investigated two approaches: i) the development
of two separate gender-specialized models, fine-tuned on
gender-specific data as also proposed later in MT [8],
and ii) a single multi-gender model, where the speaker
gender is a tag fed to a single model as in multilingual
systems [9]. While the second solution would be prefer-
able (as the specialized solution involves the higher cost
of maintaining two separate models), the experiments
in [7] demonstrate that specialized models outperform
the multi-gender approach by a large margin in terms of
gender accuracy.

In light of the above, in this paper we address the fol-
lowing research questions: i) why do specialized models
outperform multi-gender ones? ii) Can we build com-
petitive multi-gender systems? Through experiments on
English-Italian translation of TED talks, we show that
the low accuracy of multi-gender models comes from the
initialization with the weights of a gender-unaware ST
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system and the inability to override the behavior of the
base ST model (i.e., the reliance on vocal cues) during the
fine-tuning stage. We also try to address this problem
with two solutions: i) a contrastive loss that penalizes the
extraction of gender cues from speech input, and ii) alter-
ing vocal properties of training data to misalign gender
cues with gender tags and gender translations.2 Despite
the slight improvements brought by these solutions in
gender accuracy and overall translation quality, none of
them effectively close the performance gap with the spe-
cialized solution. However, training multi-gender models
from scratch yields competitive results, outperforming
the specialized approach with gender accuracy gains of
up to 12.9 points for feminine translations. Therefore, we
recommend building multi-gender models from scratch,
while building them on top of existing systems remains
an open research question.

2. Background
In this section, we introduce the basic concepts useful
for understanding the rest of the paper. First, we provide
an overview of the methods proposed in the literature to
integrate language tags into neural multilingual transla-
tion models (§2.1), fromwhich multi-gender models draw
inspiration. Then, we present how gender information
has been removed from neural representations through
adversarial training in previous works (§2.2), from which
we derive our solution presented in §3.1.

2.1. Tags Integration in Multilingual
Models

State-of-the-art models in MT and ST are sequence-to-
sequence models made of an encoder and an autoregres-
sive Transformer decoder [10]. The autoregressive de-
coder predicts the next-token probability over a prede-
fined vocabulary at every iteration by looking at the
encoder output and at the previously generated tokens,
which are pre-pended a special token named beginning
of sentence (<bos>). Formally, the probability 𝑝𝑉(𝑦𝑡) over
the vocabulary 𝑉 at time step 𝑡 is:

softmax(𝐷(𝐸(𝑋); <bos>, 𝑦0, ..., 𝑦𝑡−1)) (1)

where E is the encoder, D is the decoder, X is the input
sequence, and 𝑦𝑖 is the token generated at the 𝑖-th time
step.

While early attempts to build multilingual MT models
were based on training dedicated encoders and decoders
for each language [11, 12], nowadays the preferred solu-
tion is a model made of a single universal encoder and

2Our code is released open source under Apache 2.0 Licence at:
https://github.com/hlt-mt/FBK-fairseq/

decoder where the language is represented as a tag pre-
pended to the text [13, 14, 9]. In the case of one-to-many
multilingual models, this means that the <bos> token is
replaced with a token that indicates the language, so that
Eq. 1 becomes:

softmax(𝐷(𝐸(𝑋); LID, 𝑦0, ..., 𝑦𝑡−1)) (2)

where LID is the identifier of the desired target language.
In direct ST, [15] demonstrated the effectiveness of

this solution, also known as “target forcing”, while [16]
proposed other methods to integrate the language infor-
mation into the architecture. Thanks to its simplicity
and effectiveness, target forcing is currently the most
widespread method to build multilingual ST systems
[17, 18], also when using large pre-trained textual models
such as mBART [19] to initialize the ST decoder [20, 21].
In line with this trend, [7] obtained their best multi-
gender models with target forcing. As such, we build
multi-gender models using target forcing with the F and
M tags representing the two grammatical genders instead
of the language identifiers.

2.2. Gender Information Removal
With the goal of fairer technology that does not rely
on spurious cues reflecting stereotypical biases in the
available data, researchers have tried to build systems
that achieve “equalized odds” among different demo-
graphic groups [22]. Formally, this means that, given
an attribute 𝑧 representing the belonging to one of the
𝑍 demographic groups, the predicted probability 𝑝(�̂� )
of a fair system should be independent of the variable
𝑧, i.e. 𝑝(�̂� ) = 𝑝(�̂� |𝑧), ∀𝑧 ∈ 𝑍. The variable 𝑧 is named
the protected attribute and in the context of gender bias
literature represents the gender of the involved person.
So in this work we consider 𝑍 = {𝐹 ,𝑀}.3

The first attempts to achieve equalized odds across
genders in neural systems have focused on deep neural
network (DNN) classifiers [23, 24, 25, 26]. In this line
of work, the last hidden representation of the DNN is
passed both to a linear layer that predicts the classifi-
cation scores �̂� and to a linear layer (the discriminator )
devoted to predicting the protected attribute 𝑧. The DNN
is then trained in an adversarial manner [27], i.e. it is
alternatively trained to i) predict 𝑧 (while keeping the
shared DNN freezed) and ii) predict �̂� while minimizing
the ability to predict 𝑧 (keeping the protected attribute
classification layer freezer). As this training procedure is
often unstable, similar practices based on minmax opti-
mizations have been proposed [28], even with discrimina-
tors made of functions different from linear projections

3Although this paper does not aim at perpetuating a binary
vision of gender, in this work we limit to the feminine and masculine
categories for the sake of simplicity, as the available benchmarks
currently do not cover the non-binary case.
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[29], or using more than one discriminator [30]. [31] also
proposed methods to automatically extract the protected
attributes in case they have not been provided.

Such adversarial training procedures can be seen as an
extension of the gradient reversal [32], where the train-
ing alternatively freezes the base model (to refine the
discriminator) and the discriminator (inverting its loss
to train the base model to be unable to discriminate). In
fact, the gradient reversal layer, applied to the hidden
representations before feeding them to the discriminator,
is an identity function in the forward pass, while inverts
the gradient in the backward pass, scaling it by a positive
factor 𝜆. By naming 𝑥 the hidden representation, 𝐷 the
discriminator, and 𝐺𝑅𝐿 the gradient reversal layer, this
means that:

𝐺𝑅𝐿(𝑥) = 𝑥, ∇𝐷(𝐺𝑅𝐿(𝑥)) = −𝜆∇𝐷(𝑥) (3)

where 𝜆 is a hyperparameter that can either be fixed or
updated according to the following equation:

𝜆 = 2
1 + 𝑒−𝛾𝑝

− 1 (4)

where 𝑝 is the ratio between the number of parameter up-
dates performed and the total number of updates needed
to complete the training.

3. Solutions for Multi-gender
Models

To create multi-gender ST models that solely rely on the
gender tag, ignoring spurious cues related to speakers’
vocal traits, we test two approaches. First, we try to create
gender-invariant encoder representations by adding a
gradient-reverted discriminator on the speaker’s gender
(§3.1). Second, we manipulate the input audio by altering
the speaker’s pitch, so that the correlation between the
gender tag (and output text) and the speaker’s vocal traits
is lost (§3.2).

3.1. Gradient Reversal
As seen in §2.1, the decoder of a multi-gender model
has three inputs: the encoder output, a tag represent-
ing the speaker’s gender, and the previously generated
tokens. As we want the decoder to have the tag as the
only source of information about the speaker’s gender,
we propose to create encoder outputs that do not con-
vey any information regarding the speaker’s gender by
adding a gradient-reverted discriminator on top of the
encoder, motivated by the success of this approach in MT
with sentences where there is a single referent whose
gender has to be determined [33]. The discriminator is
made of two fully-connected layers with ReLU activation

function [34], whose output is averaged over the tempo-
ral dimension to obtain a single vector representing the
logit4 of the discriminator.

Furthermore, we experiment with assigning dedicated
class weights to the loss of the discriminator, as a counter-
measure to the class imbalance between female and male
speakers in the training data. Specifically, we assigned
the weights (𝑤𝑓, 𝑤𝑚) proportionally to the inverse of the
frequency of each class (𝑓𝑓, 𝑓𝑚) in the training data:

{
𝑤𝑓 ∝

1
𝑓𝑓
, 𝑤𝑚 ∝ 1

𝑓𝑚

𝑤𝑓 ∗
𝑓𝑓

𝑓𝑚+𝑓𝑓
+ 𝑤𝑚 ∗ 𝑓𝑚

𝑓𝑚+𝑓𝑓
= 1

resulting in 𝑤𝑓 = 1.4, 𝑤𝑚 = 0.8 in our case.

3.2. Audio Manipulation
Our second approach aims to break the correlation be-
tween the vocal characteristics of the speaker on one
side and the gender tag and target translation on the
other. To this aim we manipulate part of the training
data using the Opposite pitch manipulation strategy by
[35]. The amount of data that is manipulated at each
iteration (epoch) is controlled with a hyperparameter, 𝑝,
which determines the probability of altering an utterance,
regardless of whether it is produced by a male or female
speaker. The manipulation is performed by altering two
crucial acoustic parameters distinguishing between male
and female voices [36, 37]: 𝑓 0 and formants. In particu-
lar, we first estimate the ̃𝑓0 median of the 𝑓 0 contour of
the considered speech segment. Then, we sample a new
̃𝑓0
′
median of the desired output audio from a normal

distribution whose mean and standard deviation depend
on the target gender: for feminine voices, we use 250 Hz
as the mean and 17 as the standard deviation so that the
sampled value is between 199 Hz and 301 Hz with 99.7%
probability; for masculine voices, the mean is 140 Hz and
the standard deviation is 20 to obtain a 99.7% probability
range within 80 Hz and 200 Hz. Once ̃𝑓0 and ̃𝑓0

′
are de-

fined, we compute a scaling factor 𝛼 as the ratio ̃𝑓0′/ ̃𝑓0.
Lastly, the original 𝑓 0 contour is scaled by the 𝛼 factor,
while the formants are scaled by 1.2 when converting
from male to female voices, or by 0.8 otherwise. This per-
turbation is applied independently to each sample during
each training epoch, so as to maximize the variability of
the training data.

4. Experimental Settings
Our ST models are composed of a Conformer [38] en-
coder with 12 layers and a Transformer [10] decoder with

4The logit is the vector of raw predictions before a function
(commonly, the softmax) that maps it into probabilities.



Model BLEU (↑) Gender Accuracy (↑)
1F 1M 1F-Tag M 1M-Tag F

Fine-tuning
Specialized 27.4 73.3 92.5 80.9 56.1
Multi-gender 26.0 66.8 78.0 64.6 47.1
+ gradient reversal 26.7 60.7 85.9 77.0 43.3
+ gradient reversal weighted 26.3 62.4 83.5 77.7 45.9
+ audio manipulation (50%) 26.4 56.0 82.6 60.7 33.9
+ audio manipulation (80%) 26.3 69.3 81.1 69.0 47.7

Training from scratch
Multi-gender 27.2 84.0 92.7 93.4 69.0
+ gradient reversal 24.9 70.9 93.2 94.1 58.7
+ gradient reversal weighted 24.2 75.8 92.6 92.8 63.5
+ audio manipulation (50%) 26.2 79.6 92.4 91.5 67.9
+ audio manipulation (80%) 25.7 81.7 92.6 91.0 65.3

Table 1
BLEU and gender accuracy scores for the specialized models (Specialized) and the multi-gender models (Multi-gender) both
trained from scratch and fine-tuned, also with gradient reversal and audio manipulation.

6 layers. We used the Conformer implementation by [39],
which does not contain bugs related to the presence of
padding. The embedding size was 512, and the dropout
was set to 0.1. We optimized label-smoothed cross en-
tropy using Adam. The learning rate followed the Noam
scheduler with 25,000 warmup updates and a maximum
value of 2𝑒−3. We train for 50,000 updates and average
the last 7 checkpoints.

We train our models on MuST-C [40], an ST corpus
built from TED data, for which is also available the an-
notation of the gender of the speaker [7]. We extract 80
features with log mel-filterbank from the input audio and
normalize them with cepstral mean and variance [41].
The target text is encoded into subwords with 8,000 BPE
merge rules [42] learned on the training set. We evalu-
ate on the MuST-SHE benchmark [4], which contains a
section (“Category 1”) dedicated to assessing the gender
assignment of words referring to the speaker. We com-
pute SacreBLEU5 [43] on the whole MuST-SHE test set
to evaluate the translation quality of our models and gen-
der accuracy [7] on the feminine and masculine sections
of “Category 1” to evaluate the ability of each model to
correctly assign gender to words referring to the speaker.

Gradient Reversal. The loss of the auxiliary speaker-
classification task is summed to the loss on the decoder
output scaling it by a 0.5 factor. For the gradient reversal
layer, we tested both fixed values of 𝜆 and controlling
its value with 𝛾. For fine-tunings, we set 𝜆 = 10, so as
to give similar weight to the gender classification loss
and the cross-entropy loss for the translation. When
training from scratch, instead, despite different attempts
the training is unstable and diverges unless lambda is set
to a fixed, small value, where its contribution is negligible.

5case:mixed|eff:no|tok:13a|smooth:exp|version:2.0.0

We report results for 𝜆 = 0.5, which is the highest 𝜆 value
for which the loss on the validation set does not explode
during training.

Audio Manipulation. In our experiments, we tested
two values (0.5 and 0.8) for the hyperparameter 𝑝, which
controls the probability of manipulating a speech seg-
ment. In the first case, 50% of the data is manipulated,
leading to a complete loss of correlation between gender
tags and vocal traits (50% of the samples with the F tag
would exhibit frequency characteristics typical of mascu-
line voices, and 50% of the samples with the M tag would
have frequency characteristics typical of feminine voices).
In the second case, instead, the correlation between the
gender tag and the vocal traits is negative, to counteract
the patterns learned by a gender-unaware ST model. In
any case, as the training data is imbalanced (70% of the
samples are uttered by male speakers, and 30% by female
speakers), and the manipulation probability is the same
for segments uttered by male and female speakers, the
gender imbalance in the training data is not mitigated.

5. Results
We investigate the performance of multi-gender mod-
els trained in two different ways: i) fine-tuning a base,
gender-unaware ST model, and ii) training from scratch.
In both cases, we study the effect of the introduction of
the discriminator with gradient reversal and of the audio
manipulation techniques. Table 1 presents BLEU and
gender accuracy scores (separately for segments spoken
by female (1F) and male (1M) speakers) for all the models,
comparing them with the specialized models. To assess
the inclusivity of our solution in cases where speakers
exhibit vocal traits that do not conform with traditional



gender perceptions, we also report gender accuracy for
tests where the gender tag is inverted compared to the
original audio segment (1F-TagM and 1M-Tag F). In these
instances, the gender translation is expected to align
with the gender tag, and we use the “wrong” reference
of MuST-SHE, which swaps the speaker’s references to
the opposite gender.

Fine-tuning. The fine-tuned models from a base ST
system consistently yield lower scores compared to the
specialized systems. The simple multi-gender model per-
forms 1.4 BLEU points worse than the specialized models
in terms of overall translation quality. However, when
audio manipulation and especially gradient reversal tech-
niques are employed during fine-tuning, the performance
gap is reduced by up to half. Regarding gender accu-
racy, the multi-gender model achieves considerably lower
scores than the specialized models, confirming previous
findings from [7]. This indicates that a fine-tuned multi-
gender model struggles to accurately follow the gender
tag for gender translation. The accuracy gap is particu-
larly high when the tag conflicts with vocal traits (-16.3 in
1F-Tag M, -9.0 in 1M-Tag F), where multi-gender models
show below-chance accuracy for feminine forms, being
below 50%. Both gradient reversal and audio manipula-
tion techniques seem to further bias the model towards
masculine forms. This likely indicates that the reduced
ability to rely on the speakers’ vocal traits is not compen-
sated by the model looking at the gender tag, rather it
strengthens its tendency to default to the most frequent
masculine forms. The only technique that consistently
improves both masculine and feminine translations com-
pared to the simple fine-tuned multi-gender model is the
introduction of audio manipulation with high probability
(80%). However, the gains (2.5 for 1F and 3.1 for 1M, and
4.4 for 1F-Tag M and 0.7 for 1M-Tag F) are limited and
the gap with specialized models remains large.

Training from scratch. Unlike the fine-tuned models,
the multi-gender models trained from scratch yield com-
parable or even higher results than the specialized mod-
els. This suggests that when an ST model is trained from
scratch with gender tags, it learns to effectively follow
them. Specifically, the simple multi-gender model trained
from scratch achieves comparable translation quality to
the specialized system (-0.2 BLEU) and significantly out-
performs it in gender accuracy, with gains ranging from
0.2 (1M) to 12.5 (1F-TagM). As in the fine-tuning case, nei-
ther gradient reversal nor audio manipulations increase
the reliance of the model on the tag and the resulting
models are more biased toward masculine forms. In fact,
the multi-gender with gradient reversal reaches the high-
est accuracies in producing masculine forms (93.2 in 1M
and 94.1 in 1F-Tag M), while suffering substantial drops

in feminine accuracy. This effect is reduced when the
weight of the F class is increased in the discriminator. In
addition, in both cases the translation quality suffers a
considerable drop. In the case of audio manipulation, the
translation quality drop is lower (although still present),
as well as the differences in terms of gender accuracy.
They do not provide, though, any benefit compared to
the simple multi-gender training.

In summary, the results demonstrate that the previ-
ous finding about the low performance of multi-gender
models is due to the adoption of a fine-tuning strategy.
In this setting, the model cannot effectively override the
reliance on speakers’ vocal traits of the gender-unaware
base ST model. In addition, techniques aimed at avoiding
the exploitation of speakers’ vocal traits seem ineffective.
However, training the multi-gender model effectively
solves the problem and the model is capable of following
the indication given by the gender tag, outperforming
even the specialized strategy by up to 12.9 gender accu-
racy (1M-Tag F).

6. Conclusions
In this paper, we studied the effect of different training
strategies to build multi-gender ST models, i.e. models
that are informed of the gender of the speaker by an
explicit gender tag. Focusing on English-Italian transla-
tions, we demonstrated that the low accuracy of multi-
gender models shown by previous work stems from
the their initialization with gender-unaware ST system
weights and the inability of effectively overriding the
reliance on vocal cues during fine-tuning. On the other
hand, training multi-gender models from scratch proved
to be an effective solution, outperforming the approach
based on the creation of two gender-specialized models.
As training from scratch is not always feasible, we also
experimented with two methods to enhance the reliance
on the gender tag in fine-tuned multi-gender models: pe-
nalizing the extraction of gender cues from speech input,
and altering the vocal properties of the speakers in the
training data to avoid the alignment between biologi-
cal cues and gender tags and translations. While these
solutions partially improved gender accuracy and over-
all translation quality in fine-tuned multi-gender models,
they did not close the gap with specialized models. There-
fore, further research is needed in this direction.
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