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Abstract

The summarization of conversation, that is, dis-001
course over discourse, elevates pragmatic con-002
siderations as a pervasive limitation of both003
summarization and other applications of con-004
temporary conversational AI. Building on im-005
pressive progress in both semantics and syn-006
tax, pragmatics concerns meaning in the prac-007
tical sense. In this paper, we discuss several008
challenges in both summarization of conversa-009
tions and other conversational AI applications,010
drawing on relevant theoretical work. We il-011
lustrate the importance of pragmatics with so-012
called star sentences, syntactically acceptable013
propositions that are pragmatically inappropri-014
ate in conversation or its summary. Because the015
baseline for quality of AI is indistinguishability016
from human behavior, we draw heavily on the017
psycho-linguistics literature, and label our com-018
plaints as "Turing Test Triggers" (TTTs). We019
discuss implications for the design and evalu-020
ation of conversation summarization methods021
and conversational AI applications like voice022
assistants and chatbots.023

1 Introduction024

The summarization of conversation, a case of dis-025

course over a discourse, clearly illustrates a series026

of pragmatic limitations in contemporary conversa-027

tional AI applications. While there has been some028

previous work examining pragmatic issues in con-029

versational AI (i.e., (Bao et al., 2022; Kim et al.,030

2020, 2021a; Nath, 2020; Wu and Ong, 2021)),031

additional progress depends on understanding the032

source of limitations in current applications. We033

aim to contribute to both theory and applications by034

examining several recurrent pragmatic limitations035

associated with both conversation summarization036

models and other conversational AI applications.037

No doubt, applications of conversational NLP038

have achieved considerable performance improve-039

ments and are an area of increasing research focus.040

Deep learning has enabled the development of per-041

sonal assistants (Radford et al., 2019), ASR (Hin- 042

ton et al., 2012) and machine translation (Sutskever 043

et al., 2014), as well as large language models that 044

can generate seemingly natural sentences (Brown 045

et al., 2020; Devlin et al., 2019; Zhang et al., 046

2022b). This work has spurred the development of 047

models that can employ certain characteristically 048

human aspects of dialogue (Kim et al., 2020; Ma- 049

jumder et al., 2020; Wu et al., 2019). Likewise, 050

automatic summarization has expanded from sen- 051

tence compression and document summarization 052

(Bhandari et al., 2020; Li et al., 2017; Nayeem 053

et al., 2018; Wang et al., 2020) to summaries of 054

casual conversations (Chen and Yang, 2021; Goo 055

and Chen, 2018) and meetings (Gillick et al., 2009). 056

Such summaries are intended to provide an account 057

of ’what the exchange was about’. Moreover, per- 058

formance of these models has improved, prompting 059

empirical work on new evaluation metrics (Bhan- 060

dari et al., 2020). Despite these performance gains, 061

there are remaining areas for improvement in both 062

conversational summarization and conversational 063

AI more broadly. We illustrate the remaining chal- 064

lenges in this area with ill-conceived examples in- 065

spired by conversational AI systems (Gratch et al., 066

2014), conversation summarization models, (Gaur 067

et al., 2021) and author interactions with chatbots 068

and voice assistants. Like Chomsky’s star sen- 069

tences, these examples have clear pragmatic de- 070

ficiencies that trigger the Turing Test criterion. No 071

competent speaker would construct such discourse. 072

Our approach helps structure user frustrations 073

with conversational AI systems documented in the 074

HCI literature, typically highlighting complaints 075

about conversational skills separately from other 076

usability concerns (Brandtzaeg and Følstad, 2017; 077

Følstad and Skjuve, 2019; Liao et al., 2016; Luger 078

and Sellen, 2016; Porcheron et al., 2018; Zamora, 079

2017). In so doing, we promote synergy between 080

applied and basic research endeavors that address 081

language in use. In particular, we suggest below 082
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that pragmatic limitations (and user frustrations)083

of current conversational AI systems are addressed084

by the pragmatic theory of relevance. Next, we085

articulate two sub-themes for understanding and086

addressing these limitations: preservation of mean-087

ing and incorporation of external context. Through-088

out, we inventory a series of pragmatic failures in089

different domains, and discuss them in the context090

of relevant theoretical work in linguistics, psycho-091

linguistics, and cognitive psychology.092

2 User Relevance093

Conversations (and comprehensive summaries) pre-094

serve relevance. When people engage in conversa-095

tion, they expect that their conversational partners096

will make contributions that are relevant to the on-097

going dialogue and consistent with the accepted098

purpose of the conversation. When users interact099

with conversational AI applications, they have sim-100

ilar expectations for those systems (i.e., (Zamora,101

2017)). (Grice, 1975) initially proposed that the102

expectation of relevance is due to a cooperative103

principle and that the expectation of related utter-104

ances is due to a maxim of relation.105

(Sperber and Wilson, 1986) revised this expla-106

nation. Instead of an explicit cooperative princi-107

ple, they proposed that the search for relevance is108

a basic feature of human cognition (Wilson and109

Sperber, 2013). A given input is relevant if process-110

ing that input generates a worthwhile difference111

to a recipient’s representation of the world (Wil-112

son and Sperber, 2013). Relevance is necessarily113

determined in context. For a given stimulus to be114

relevant in the prevailing context, it must be worth115

the recipient’s processing effort and be the most116

relevant stimulus available that is compatible with117

the person’s abilities and preferences (Wilson and118

Sperber, 2013). Given that all other factors are119

equal, if one stimulus requires less processing ef-120

fort than another, that stimulus will be the most121

relevant.122

Relevance theory emphasizes that any content a123

conversational AI system provides that is difficult124

to read, missing important information, or is incor-125

rect reduces relevance to the end user. When users126

encounter this type of content, they must either127

expend additional effort to understand the infor-128

mation or search elsewhere for more appropriate129

information. Consider a source conversation and130

its attempted automated star summary below.131

Interviewer: Can you give me an example of that?132

Patient: If somebody ... annoys me I’ll probably 133

let them know they’re annoying me until they stop. 134

(TTT) Patient: Yeah 135

Pragmatically-appropriate summary: I would let 136

them know they’re annoying me. 137

The hypothetical summary of the participant re- 138

sponse, yeah, is not be acceptable either in the 139

source conversation or as a summary. From a theo- 140

retical perspective, such a response is not pragmat- 141

ically appropriate. The interviewer’s question is 142

an example of an indirect speech act (Clark, 1979) 143

with both literal and indirect meaning. 144

An answer that addresses just the literal form of 145

the question, as in the example, violates the expec- 146

tation of relevance. The intended, indirect meaning 147

of the question requires a response that addresses 148

that meaning. The direct meaning response, either 149

in actual conversation or it’s summary, creates the 150

impression of a flippant patient who flouts rele- 151

vance expectations. Indeed, (Clark, 1979) demon- 152

strated that responses to indirect speech acts pre- 153

dominantly answer the indirect meaning, as in the 154

above actual response (Clark, 1979). From a prac- 155

tical perspective, the suggested summary fails to 156

convey the patient’s actual response. 157

A summarization method that does not preserve 158

the original meaning of the conversation risks 159

a false conclusion (Wilson and Sperber, 2013). 160

Should a user recognize that this answer is likely 161

misleading (because it violates expected responses 162

of indirect speech acts), the user must revisit the 163

original conversation to determine the correct ac- 164

count. This failure of relevance owing to the asso- 165

ciated additional effort fatally reduces the utility 166

of the summarization model. The example above, 167

and related empirical work in HCI, illustrates two 168

fundamental and related dimensions of relevance; 169

meaning and contextual awareness. Next, we ex- 170

amine these two dimensions more closely and prag- 171

matic failures that can arise from each. 172

3 Meaning and Inference 173

In order to generate relevant content, conversa- 174

tional AI systems must respond to the meaning 175

of a user’s utterance, with respect to its contribu- 176

tion to the conversation as a whole. In this section, 177

we discuss some pragmatic aspects of meaning as 178

they relate to conversational AI. 179

Meaning is often reduced to the domain of 180

classical semantics in philosophy. Accordingly, 181
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discourse meaning lies in propositional content.182

Propositions are the purported elementary units183

of meaning and represent truth measurable in the184

world (Levinson, 2011). The flawed summary185

above omitted its explicit propositional content.186

From a psychological perspective, propositions187

bridge the distinction between specific words and188

their corresponding concepts (Buschke and Schaier,189

1979; Forster, 1970; Goetz et al., 1981; Graesser190

et al., 1980; Kintsch, 1974; Kintsch and Keenan,191

1973).192

One of Chomksy’s most important insights is193

that sentences often contain multiple propositions194

with complex interrelationships and dependen-195

cies(i.e., (Forster, 1970; Graesser et al., 1980)).196

The multiple sentences of discourse exacerbate the197

problem of recovering interrelationships, otherwise198

known as coherence. Automated responses that199

are unable to account for between sentence rela-200

tionships will compromise coherence (McNamara201

et al., 1996). The resulting additional effort impairs202

comprehension and challenges relevance. (Beck203

et al., 1991). The voice assistant example below204

illustrates this point.205

User: I want to go to Cleveland, is there any con-206

struction that would slow down my trip?207

(TTT) Assistant: Getting directions to Cleveland208

[does not provide traffic information].209

Pragmatically-appropriate assistant: Traveling to210

Cleveland will take 3 hours. There are currently no211

traffic delays. [Pulls up directions]212

In a typical automated reply, the assistant only213

addresses the first proposition in the user’s utter-214

ance, wanting directions to a given city. The second215

proposition about traffic delays is ignored. Prag-216

matically acceptable responses require representa-217

tion of both propositions and a knowledge-driven218

inference—the user is more generally concerned219

about travel time to Cleveland in which construc-220

tion from traffic is merely an instance of the con-221

cern. From this perspective, an appropriate sum-222

mary of the exchange is not ’the user wanted di-223

rections to Cleveland’, but rather ’the user was224

concerned about potential travel delays on a road225

trip to Cleveland.’226

4 Context227

Context has two dimensions. The first concerns228

factors that are internal to the conversation. This229

dimension includes aspects of context that can be 230

understood given the prior content of the conver- 231

sation. The second deals with factors external to 232

the specific lexical content of the conversation, typ- 233

ically features of its physical setting. Psycholo- 234

gists invoke the constructs of memory to explain 235

context-related processing. One of these constructs 236

concerns semantic memory, which contains general 237

knowledge that enables the kind of inference just 238

described. A second construct concerns episodic 239

memory for specific events (Tulving, 1972) and 240

includes associated aspects such as who, when and 241

where (Nyberg et al., 1996). Semantic and episodic 242

memory influences both conversational and exter- 243

nal context. 244

4.1 Conversational Context 245

The specific topics, words and phrases that mem- 246

bers of the conversation use determine a conver- 247

sational context that participates in the compre- 248

hension of subsequent utterances. When humans 249

process discourse, they expand a representation of 250

the unfolding content. As comprehension proceeds, 251

propositions combine into macropropositions that 252

recursively combine to form the macrostructure 253

(van Dijk and Kintsch, 1983). Speakers use and up- 254

date these representations throughout conversation 255

to understand their partners utterances and make 256

relevant follow-up contributions (Clark et al., 1983; 257

Isaacs and Clark, 1987; Lockridge and Brennan, 258

2002). 259

Furthermore, users want systems to exploit the 260

kinds of information that are plausibly in conversa- 261

tional context. In fact, (Følstad and Skjuve, 2019) 262

found that users cared more about such conver- 263

sational abilities of chatbots than personalities or 264

appearance. Users would like systems that can 265

ask clarifying questions and remember previous 266

interactions with that user, particularly if the in- 267

teractions occur close together in time (Luger and 268

Sellen, 2016). Users would like to understand how 269

systems work (Liao et al., 2016; Zamora, 2017), 270

what kinds of tasks they can do (Liao et al., 2016; 271

Luger and Sellen, 2016; Zamora, 2017), and when 272

systems acquire new capabilities (Luger and Sellen, 273

2016). The ideal collaborative system is aware 274

of the user’s status and intentions and responds 275

accordingly (Liao et al., 2016) with personalized 276

recommendations or help users consider multiple 277

options (Følstad and Skjuve, 2019). Pragmatic fail- 278

ures arise when conversational AI systems lack 279
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the corresponding conceptual representations that280

a human partner would maintain during discourse.281

In the following subsections, we discuss some of282

these pragmatic failures.283

4.1.1 Memory for Dialogue Topics284

Speakers in conversation create expectations about285

what pieces of information are shared between all286

members of the conversation. This representation287

is called common ground (Clark, 1996). Common288

ground represents each individual’s beliefs about289

what information their partner knows, based on290

community membership and past personal expe-291

rience, including the experience of the ongoing292

exchange. Speakers develop models of what infor-293

mation their partners have processed and update294

them as the conversation progresses (Pickering and295

Garrod, 2004).Conversational AI applications gen-296

erally do not create these kinds of representations297

(i.e., (Carpenter/Existor, 2022)) or do so in a lim-298

ited fashion.299

To generate pragmatically appropriate content,300

conversational AI applications need memory for301

topics that were previously addressed in the con-302

versation, represented in personal common ground.303

This type of memory is episodic with respect to304

the conversation– it requires awareness of what305

topics were discussed, the answers that were pro-306

vided, and who said what. When systems do not307

represent the content of prior conversation, they308

generate pragmatically inappropriate content, as309

we demonstrate next.310

(TTT) Interviewer: Do you still go to therapy now?311

Patient: I don’t, I never went to therapy.312

In using the word still, the automated interviewer313

presupposes previous therapy, without having es-314

tablished that fact in the conversation. A more315

appropriate question here would be to first ask if316

the patient has been to therapy and then ask if the317

patient still attends therapy, conditional on an af-318

firmative response to the first question. Moreover,319

this illustrates that comprehensive summaries are320

predicated on coherent dialogue. A comprehensive321

summary of this exchange requires both informa-322

tion about if the patient has previously been to ther-323

apy and if the patient is currently in therapy. Given324

such an exchange, a proper summary mirrors the325

familiar phrasing of clinical notes: the patient is326

not currently in therapy and denies having been to327

therapy in the past.328

4.1.2 Propose Relevant Next Turns 329

Similarly, systems must propose new turns that 330

are consistent with prior conversational content. 331

This is particularly apparent for applications that 332

involve multiple turns of dialogue, but is evident 333

for single turn interactions where a user repeatedly 334

interacts with a system as well. The example be- 335

low is from a mental health chatbot for practicing 336

CBT skills. The chatbot asks the user to provide a 337

thought and then proposes follow-up questions that 338

are intended to help the user process the thought 339

and make changes to their perspective. 340

Bot: Does this thought assume others are thinking 341

negatively about you? 342

User: No 343

Bot: Does your thought place too much blame on 344

others? 345

User: No it doesn’t 346

Bot: Does it place too much blame on you? 347

User: Nope 348

(TTT) Bot: Can you rewrite the thought without 349

any distortions? 350

User: It doesn’t have any 351

(TTT) Bot: How did you do? 352

This chatbot does not account for the prior con- 353

versational context in generating the question can 354

you rewrite the thought without any distortions?. A 355

more appropriate implementation here might pro- 356

pose a different strategy for the user. This failure 357

to account for prior conversation is further illus- 358

trated by the last question, which does not respond 359

directly to the content of the previous utterance. A 360

more appropriate utterance would account for the 361

user’s failure to answer the previous question and 362

propose an alternative course of action. Moreover, 363

an appropriate summary of this exchange would 364

highlight that failure. 365

4.1.3 Correction of Prior Content 366

Systems need the ability to correct and update con- 367

tent that was previously introduced in dialogue. 368

Information is introduced into common ground via 369

a collaborative process between partners (Clark and 370

Schaefer, 1987; Brennan and Clark, 1996) and part- 371

ners may make changes or updates until all mem- 372

bers are satisfied. Moreover, speakers routinely 373

engage in self-correction to revise prior mistakes 374

(Schegloff et al., 1977). Conversational AI systems 375
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have notable difficulties with these situations de-376

spite their pervasiveness in dialogue, as illustrated377

below.378

User: I want to book a ticket to Newark, sorry New379

York380

(TTT) Bot: There are multiple destinations, please381

select from the list below. [list includes Newark,382

NJ, Newark DE, and Newark NJ.]383

The chatbot response does not handle the user’s384

attempted self-correction. There are several possi-385

ble answers that would be more appropriate here.386

First, the system could suggest New York, as the387

user intended. Second, the system could clarify388

if Newark or New York was the intended desti-389

nation. This option is not exactly what the user390

requested, but would be a better response than only391

showing options for Newark. Previous methods392

that have been proposed for clarification genera-393

tion (i.e., (Benotti and Blackburn, 2021; Kim et al.,394

2021b; Majumder et al., 2021)) could be employed395

to address this issue. Similarly, a pragmatically396

sensitive summary of this exchange would be The397

user wanted to book a ticket to New York.. It is398

unnecessary to capture the misstatement or its cor-399

rection.400

4.1.4 Semantic Imprecision401

Anaphora is a common class of semantically impre-402

cise words. To understand the intended meaning,403

people (or conversational AI systems) must deter-404

mine the correct referent. This is conventionally405

achieved via linear order; given a pronoun, the cor-406

rect referent is the most proximal noun (Carden,407

1982). However, examination of discourse in use408

demonstrates this approach is flawed– pronouns409

regularly precede their referents or refer to remotely410

mentioned subjects (Carden, 1982). (Van Hoek,411

1997) proposed that people use imaginary perspec-412

tives called conceptual reference points to view413

discourse and assign connections between items414

(Langacker, 1993). Use of these reference points415

allows people to assign pronouns to distal or up-416

coming referents.417

In NLP, pronouns are often ignored (as in the418

case of removal with stop word lists (Nothman419

et al., 2019)) or addressed via replacement. While420

some work has found replacement to work well for421

discourse in a constrained environment (i.e., (Chen422

and Yang, 2021)), obvious errors can result when423

replacement is applied to naturalistic discourse, as424

illustrated in the example conversation summary 425

below. 426

Interviewer: What do you do when you’re an- 427

noyed? 428

Patient: [provides response] 429

Interviewer: Can you give me an example of that? 430

Patient: Uh, if someone ... annoys me I would let 431

them know they’re annoying me until they stop. 432

(TTT) Summary: What do you do when they are 433

annoying? 434

The pragmatic failure of this example is subtle, 435

but has clear implications for reader understand- 436

ing. The interviewer asks the patient about their 437

activities, specifically, what the patient does when 438

the patient is annoyed. The patient provides a re- 439

quested example, but uses the pronoun they to refer 440

to a hypothetical annoying third party. The summa- 441

rization model proposes a summary for the inter- 442

viewer’s question that replaces the second pronoun 443

you with the pronoun they. 444

While the proposed summary is grammatically 445

correct, it has two pragmatic failures. First, the 446

summary does not include a referent for the pro- 447

noun. The meaning of you can be determined from 448

the context– the interviewer is clearly speaking 449

with a patient. The referent for they is unclear. The 450

pragmatically appropriate summary in this case 451

would be the original question. 452

Pronouns also convey point of view informa- 453

tion (Van Hoek, 2010). For systems that require a 454

complete description of the speaker’s experience, 455

incorrect pronoun assignment risks incorrect con- 456

clusions that lead to pragmatic failures. In the ex- 457

ample above, the proposed summary changes the 458

focus of the conversation. The interviewer’s ques- 459

tion was intended to gather information about the 460

patient’s behavior. The summary question shifts 461

the focus of attention to the patient being annoyed. 462

Ambiguous pronouns violate the expected struc- 463

ture of summaries and therefore influence the co- 464

herence of reader’s mental representations of text 465

(Bransford and Johnson, 1972, 1973). Specifi- 466

cally, ambiguous pronouns reduce the coherence of 467

reader’s representations of discourse content (Mc- 468

Namara et al., 1996). 469

Speakers use point of view to account for their 470

partners’ perspectives (Lockridge and Brennan, 471

2002), prior expertise with a topic, (Isaacs and 472

Clark, 1987), and perceptual abilities (Clark et al., 473

1983). 474
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4.2 External Context475

When speakers engage in conversation with oth-476

ers, they expect that their conversation partners are477

aware of salient features of their shared external478

context (Clark and Marshall, 1981). This includes479

both the physical environment and relevant back-480

ground knowledge. Shared context controls detail481

in the exchange, allowing for the elimination of the482

obvious, and explicit emphasis on the non-obvious.483

Previous research on user expectations for chat-484

bots and conversational agents has found that users485

expect systems to account for external context and486

find it frustrating when they are unable to do so487

(Liao et al., 2016). Users want systems to be aware488

of their status and intentions and respond accord-489

ingly (Liao et al., 2016). Users create expecta-490

tions of information that systems should know and491

want systems to use that information (Luger and492

Sellen, 2016). Including external context in the493

design of conversational AI applications, surely494

a challenging goal, will produce systems that are495

more consistent with users’ expectations and more496

straightforward to use.497

Empirical research has demonstrated that hu-498

mans regularly utilize external context in conversa-499

tion to provide the right amount of detail (Van der500

Henst and Sperber, 2004), account for a partner’s501

expertise (Isaacs and Clark, 1987), and create refer-502

ences that partners will understand (Clark et al.,503

1983). Where previous work has incorporated504

context, the focus has largely been on conversa-505

tional context. We suggest that this approach is506

insufficient– even if conversational context is repre-507

sented perfectly, pragmatic failures will arise from508

a lack of appropriate awareness of relevant aspects509

of external context. In the following subsections,510

we discuss some of these pragmatic failures and511

relevant theoretical work.512

4.2.1 Episodic Features513

Speakers regularly use words and expressions like514

today that are semantically imprecise and are under-515

stood with reference to the current context (Levin-516

son, 2011). These language functions are examined517

in the theoretical area of deixis (Levinson, 2011).518

They are tolerated in conversation when they are519

efficient to articulate and interpret. A previously520

un-grounded there for example, becomes tolera-521

ble when the speaker glances at the intended refer-522

ent. For NLP applications, these expressions pose523

a semantic interpretation problem due to an im-524

poverished representation of episodic conversation 525

features. 526

Consistent with the notion of common ground, 527

(Barwise and Perry, 1983) proposed that utterances 528

require interpretation with respect to three situ- 529

ations. The discourse situation represents facts 530

that someone might observe about the conversation. 531

The resource situation includes the relationships 532

between the speakers and facts known to all mem- 533

bers. The described situation includes facts that 534

could verify or falsify an utterance. This taxon- 535

omy reveals the scope of contextual features that 536

are not always incorporated in the development of 537

conversational AI applications. 538

Conversational AI applications often fail to in- 539

corporate not only external facts about the physi- 540

cal setting, like the user’s location (represented in 541

the discourse situation), but also semantic knowl- 542

edge that all members of the conversation already 543

know (represented in the resource situation). Exam- 544

ples of background knowledge include conceptual 545

knowledge (Speer et al., 2017), domain specific 546

knowledge (Gaur et al., 2018), attribute informa- 547

tion (Zhang et al., 2016), commonsense knowledge 548

(Davis and Marcus, 2015) and or information about 549

the user. 550

This lack of appropriate awareness of external 551

context generates several issues for conversational 552

AI systems. First, relevance theory emphasizes that 553

systems that lack awareness of relevant external 554

context are unlikely to generate optimally relevant 555

content for users. The voice assistant example be- 556

low illustrates a pragmatic failure arising from a 557

lack of this type of knowledge. 558

User: Is there a heat warning today? 559

(TTT) Assistant: I found this on the web [Provides 560

news article about heat wave in the UK when the 561

user is in the US.] 562

Pragmatically-appropriate assistant: Yes, there is 563

a heat warning effect in [area] until [time]. 564

As is typical of conventional conversation, the 565

user does not specify their easily inferred loca- 566

tion and the voice assistant fails to account for 567

the user’s location. The user does not receive the 568

expected answer and must search elsewhere. A 569

more appropriate answer is illustrated in the second 570

response- it provides relevant information tailored 571

to the user making the request. Moreover, a proper 572

summary would actually add inferred content: the 573
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user wanted to know of heat warnings in [area]. In-574

deed, users create expectations about the kinds of575

information that conversational AI systems should576

have (i.e., location information from their profile)577

and would like systems to make use of that infor-578

mation (Luger and Sellen, 2016).579

4.2.2 Conceptual Knowledge580

Similarly, pragmatic failures can arise from an in-581

teraction between lack of episodic awareness and a582

lack of requisite semantic knowledge. The follow-583

ing voice assistant example illustrates this point.584

User: Do I need gloves today?585

(TTT) Assistant: Not much sun in the forecast to-586

day.587

Pragmatically-appropriate assistant: The tempera-588

ture is X degrees today.589

In order to answer this question correctly, two590

types of knowledge are required. The first is knowl-591

edge of the current situation. The system must have592

an awareness of what day it is, where the user is593

located, and what the weather forecast is for that594

day in that location. Second, the system needs the595

conceptual knowledge about what gloves are and596

why the user might want to wear them (i.e., because597

it might be cold outside). This type of knowledge598

is often discussed under common sense reasoning599

(Davis and Marcus, 2015). The sample response600

successfully demonstrates awareness of the current601

situation. However, the system clearly lacks the602

requisite conceptual knowledge and gives an irrele-603

vant answer about the amount of sun in the weather604

forecast. A more appropriate answer might include605

the low temperature for the day. A proper summary606

would also add content: The user asked if it was607

cold enough for gloves in [area] on [date]. For the608

user to determine if gloves are required, they must609

search elsewhere for the temperature or ask a more610

specific question. Indeed, users want systems to un-611

derstand such intentions and respond accordingly612

(Liao et al., 2016).613

4.2.3 Default Reasoning614

Default reasoning addresses situations where avail-615

able information is incomplete and conclusions616

need to be made based on what is generally true617

(Brewka, 2012). Conversation often contains in-618

stances that require default reasoning. Conversa-619

tional AI applications need the ability to handle620

these instances. Consider the case of traffic delays621

illustrated in the example below.622

User: I want to go to Cleveland, are there any 623

traffic delays? 624

(TTT) Assistant: Getting directions to Cleveland 625

[does not provide information about delays]. 626

Pragmatically-appropriate assistant: Traveling to 627

Cleveland will take 3 hours. There are no current 628

delays. [Pulls up directions] 629

A pragmatically sensitive response to the query 630

would acknowledge all sources of traffic delays 631

likely to impact the user’s trip. While the prototypi- 632

cal example of a traffic delay is construction, a prag- 633

matically sensitive response would also account for 634

other possible delays, such as a high probability 635

snow storm. Similarly, a pragmatically sensitive 636

summary of the exchange is: the user was con- 637

cerned about travel delays from [area] to Cleveland 638

and the system provided information about possible 639

delays. 640

Default reasoning is a type of nonmonotonic rea- 641

soning. Unlike traditional logic, nonmonotonic 642

reasoning addresses situations where new informa- 643

tion can invalidate old conclusions (Brewka, 2012). 644

In the above example, a pragmatically sensitive an- 645

swer would account for the likelihood of a specific 646

delay. It would not be pragmatically sensitive to 647

provide a warning about a possible delay from a 648

minor traffic slowdown several hours ahead. 649

4.2.4 Inconsistent Details 650

Another type of nonmonotonic reasoning that 651

presents a challenge for conversational AI is rea- 652

soning given inconsistent details (Brewka, 2012). 653

When two pieces of information are inconsis- 654

tent, reasoners must determine what parts of the 655

available information should be disregarded and 656

what parts should be retained. Humans are gener- 657

ally able to resolve these sorts of inconsistencies 658

(Johnson-laird et al., 2004). Conversational AI 659

applications that lack these abilities will generate 660

pragmatic errors, as illustrated in the voice assistant 661

example below: 662

User: Remind me on Friday August 4th at 5:00 to 663

order groceries. [Friday is August 5th, not August 664

4th] 665

(TTT) Assistant: Done [creates reminder for Thurs- 666

day August 4th at 5:00] 667

Pragmatically-appropriate assistant: Did you 668

mean Thursday August 4th or Friday August 5th? 669
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To determine the correct action, the assistant670

needs to detect and then resolve the inconsistency671

of which piece of information the user intended,672

Friday or the 4th. A more appropriate response673

here would be to request clarification, as in the674

sample appropriate response. Failure to detect and675

resolve the inconsistent results in what is known as676

conversational breakdown (Ashktorab et al., 2019).677

A comparable summary would report the corrected678

date. Inconsistency is compounded where simul-679

taneous activity occurs with conversation (such as680

in meetings). Comprehensive summaries in this681

area require reasoning about the state of the world682

based on dialogue.683

To effectively resolve these inconsistencies, sys-684

tems need the ability to detect inconsistent informa-685

tion and intervene. Previous work has developed686

methods for proposing clarification questions when687

conversational AI systems are unsure of the mean-688

ing of a user’s utterance (i.e., (Benotti and Black-689

burn, 2021; Kim et al., 2021b; Majumder et al.,690

2021)). Similar methods could be employed to ad-691

dress situations where users provide inconsistent692

information as in the example. Moreover, these693

methods could address situations where other in-694

formation indicates inconsistency, such as a user695

who asks a voice assistant to create a new calendar696

event that would overlap an existing event.697

4.2.5 Domain Specificity698

Lastly, external context pragmatic failures can arise699

from specific application environments where users700

have prior expertise with a given topic. These appli-701

cations need communal common ground with the702

intended user (Clark, 1996) to support appropriate703

audience design (Bell, 1984). For example, it is704

appropriate to define new anatomy terminology in705

lecture summaries or automated tutoring systems.706

This same terminology should not be defined in a707

summary of a meeting between doctors discussing708

the statuses of current patients. Similarly, virtual709

assistants, ASR systems, content filters, and other710

applications need an awareness of domain content711

when developed for domain-specific applications.712

One humorous real world example is a profanity fil-713

ter for a virtual archaeology conference that banned714

the word bone (Ferreira, 2020).715

5 Discussion716

We have demonstrated that the challenges to auto-717

mated conversation summary, what we have termed718

discourse over discourse, are symptomatic of a719

more fundamental, general problem regarding the 720

absence of attention to the role of pragmatics in au- 721

tomated conversation. We proposed that the prag- 722

matic failures of conversational AI systems are 723

captured by relevance theory (Wilson and Sperber, 724

2013). Relevance suggests two key issues for con- 725

versational AI systems: preservation of meaning 726

and awareness of external context. 727

While previous NLP work has examined prag- 728

matic issues separately, in language models (Pandia 729

et al., 2021; Ettinger, 2020; Gubelmann and Hand- 730

schuh, 2022; Wang et al., 2021), downstream tasks 731

(Nie et al., 2020; Schüz and Zarrieß, 2021; Zhang 732

et al., 2022a), dialogue systems and conversational 733

models (Bao et al., 2022; Kim et al., 2020, 2021a; 734

Nath, 2020; Wu and Ong, 2021), our integrative 735

approach is intended to distill and taxonomize re- 736

current foundational themes to motivate a theoret- 737

ical framework and coordinated research efforts. 738

Similarly, we suggest that a theoretical framework 739

will facilitate response to the large body of applied 740

work on human expectations for conversational AI 741

applications (Ashktorab et al., 2019; Liao et al., 742

2016; Luger and Sellen, 2016; Zamora, 2017). We 743

aim to provide such a framework by integrating 744

these issues with theoretical and empirical work in 745

pragmatics. 746

5.1 Limitations and Ethical Considerations 747

This class of work has several important limita- 748

tions and ethical concerns. First, this work inherits 749

privacy concerns common to these types of applica- 750

tions. Many of the features represented in external 751

context are not necessarily directly accessible via 752

the semantic content in a conversation (i.e., user lo- 753

cation). While some users want systems to use this 754

information (Luger and Sellen, 2016), others may 755

not. Systems should clearly illustrate needed in- 756

formation, intended use and storage. Users should 757

be able to easily and accessibly customize what in- 758

formation they share. Moreover, it is important to 759

avoid creating systems that provide a sub-optimal 760

user experience for users who do not want to share 761

information. (Zuboff, 2020) points out that some 762

products are essentially not usable without agreeing 763

to the product’s data use policy. Creating systems 764

that can pose clarification questions is one way of 765

addressing this issue. If a user asks a question that 766

requires location information they have not shared, 767

the system could ask if there is a specific location 768

the user would like a response for. 769
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Second, our position could be interpreted as en-770

dorsing the development of deep learning mod-771

els with high monetary and energy costs (Strubell772

et al., 2019). We point out that many of the issues773

we raise could be addressed with approaches that774

utilize pre-existing external knowledge (Valiant,775

2006), such as knowledge graphs (Miller, 1995;776

Speer et al., 2017) or lexicons (Gaur et al., 2018;777

Sheth et al., 2005), that can reduce the need to778

acquire this information through deep learning.779

6 Conclusion780

Several pragmatic challenges recur across current781

conversational AI applications. Drawing on rel-782

evant theoretical work in linguistics and psycho-783

linguistics, we examine each of these challenges in784

detail. We illustrate our points with examples that785

are syntactically correct, but have clear pragmatic786

deficiencies and integrate our observations with787

HCI research that has examined user expectations788

and frustrations surrounding current conversational789

AI applications. These results contribute to a better790

understanding of current pragmatic challenges and791

suggest areas for improvement. Two of these needs792

most salient in our review are better connection to793

general knowledge and the external environment.794

Contrary to the notion of summaries as simplified795

versions of discourse, we observe that comprehen-796

sive summaries often require adding content to797

clearly to relevant general knowledge and aspects798

of the external environment. Future work can ex-799

amine possible approaches to developing systems800

that can address these challenges and better meet801

the pragmatic expectations of users.802
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