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Abstract

Offensive Speech Detection (OSD) has been a
prominent research topic in NLP. However, the
development of Chinese OSD is constrained
by the lack of sufficient benchmark datasets.
Moreover, Chinese OSD faces challenges such
as ambiguity, context dependence, and partic-
ularly the identification of Implicit Offensive
Speech. To address these challenges, we intro-
duce a fine-grained labeling system for 10 cat-
egories of implicit offensive speech, grounded
in linguistic principles, and present SinOffen,
a comprehensive real-world Chinese offensive
speech dataset constructed based on this sys-
tem. We evaluate the performance of main-
stream pre-trained language models (PLMs)
and generative large language models (LLMs)
on this task, and investigate the impact of dif-
ferent prompt templates on model performance.
Our work highlights the urgent need to develop
more refined detection methods that can ac-
commodate Chinese implicit speech, in order
to counter the evolving evasion strategies.

1 Introduction

OSD has become a focal point of attention in both
academia and industry, particularly in the context
of maintaining a healthy ecosystem on social me-
dia platforms (Fetahi et al., 2023). The devel-
opment of automated detection technologies for
Offensive Speech (OS) holds significant impor-
tance in this regard. In recent years, the rapid ad-
vancements in NLP have opened up numerous new
possibilities for OSD (Lai et al., 2023). Alongside
this progress, reliable and generalizable bench-
mark datasets serve as a foundation for in-depth
research. Several OSD datasets (Ranasinghe et al.,
2024; Delbari et al., 2024) have been introduced in
recent years, providing valuable resources for ad-
vancing research in this field.

However, OSD in Chinese still faces multiple
challenges. (1) Dataset Scarcity: Compared to

OS datasets in other languages, Chinese datasets
are significantly lacking in both quantity and
scale (Jiang and Zubiaga, 2024). (2) Linguis-
tic Features: Unlike English, Chinese, as a logo-
graphic language, lacks explicit word boundaries.
Its vocabulary is highly polysemous and context-
dependent, with flexible word order and loose
grammar (Arcodia and Basciano, 2021). These
characteristics make it easier for OS to evade de-
tection through subtle means (e.g., homophones,
irony, and metaphor etc.). Traditional detection
methods that rely on explicit keywords have lim-
ited effectiveness in this context. (3) Annotation
Difficulty: The scarcity of Chinese corpora and the
difficulty of annotation exacerbate this issue. An-
notators must possess a deep understanding of lan-
guage, culture, and context to accurately differen-
tiate between offensive and non-offensive. There-
fore, Chinese OSD demands higher levels of se-
mantic comprehension and contextual modeling
capabilities.

Existing research on Chinese OSD primarily fo-
cuses on explicit speech (Deng et al., 2022; Lu
et al., 2023; Xiao et al., 2024a), while the detec-
tion of implicit speech remains at an exploratory
stage. The progress of Chinese OSD has been slow,
largely due to the lack of reliable and comprehen-
sive benchmark datasets. There is an urgent need
to develop more refined Chinese OSD datasets, es-
pecially those capable of capturing implicit OS.

To address above issues, we introduce SinOffen,
a comprehensive dataset for Chinese OSD, aimed
at understanding the diversity and complexity of
Chinese OS, particularly implicit OS. We collected
real-world tweets from Weibo and Douyin between
January 2022 and October 2024. Annotators with
advanced Chinese language proficiency and cul-
tural expertise were employed to conduct manual
annotation. A series of annotation strategies were
applied to reduce errors, resulting in a dataset com-
prising 16,235 samples. Each tweet was labeled as



Work Source Type Domain Size Implicit Labels Public
COLA (2020) YouTube, Weibo Real-World  Offensive Speech 18,707 - X
SWSR (2022) Weibo Real-World Hate Speech 8,969 v
COLD (2022) Zhihu, Weibo Real-World  Offensive Speech 37,480 v
CHSD (2023) COLD, etc. Real-World  Offensive Speech 17,430 v
ToxiCN (2023) Zhihu, Tieba Real-World Toxic Speech 12,011 v
ToxiCloakCN (2024) ToxiCN Generative Toxic Speech 4,582 homophones, emoji v
PANDA (2025) COLD, etc. Generative Hate Speech 26,420 - v
homophones, circumlocution, metonymy
SinOffen (ours) Weibo, Douyin  Real-World Offensive Speech 16,235  extra knowledge, humiliation, black humor v

metaphor, irony, visual signs, context

Table 1: Summary of Chinese Offensive Speech Detection Datasets.

Non-0S, Explicit OS, or Implicit OS based on its
content. Additionally, we performed fine-grained
categorization of all Implicit OS tweets according
to linguistic research and defined a label system
with 10 categories. Based on the SinOffen dataset,
we systematically evaluated the performance of the
most popular PLMs and generative LLMs in Chi-
nese OSD. We also explored the impact of differ-
ent prompt templates on generative LLMs and ana-
lyzed their performance differences in fine-grained
classification of implicit OS. The experimental re-
sults highlight the challenges in Chinese OSD and
suggest future research directions.

The contributions of our paper are as follows:
(1) We proposed an open-source Chinese OSD
dataset containing 16,235 samples, with Non-OS
accounting for 36.9%, Explicit OS for 31.1%, and
Implicit OS for 32.0%. (2) For Implicit-OS, we
introduced a labeling system with 10 categories
(circumlocution, homophones, metonymy, extra
knowledge, humiliation, metaphor, irony, context,
visual signs, and black humor) and conducted fine-
grained annotation for all Implicit-OS samples. To
the best of our knowledge, this dataset is the most
comprehensive real-world Chinese dataset of im-
plicit OS with fine-grained labels. (3) Based on the
SinOffen dataset, we evaluated the performance of
existing mainstream PLMs and LLMs in Chinese
OSD, providing an in-depth analysis of their effec-
tiveness and limitations in the task of detecting OS.

2 Related Work

Real-world Datasets: There exist numerous
datasets focused on OSD, hate speech detection
(HSD), and toxic speech detection (TSD) across
various languages, including English (Ocampo
etal., 2023), French (Salaam et al., 2022), Spanish
(Monnar et al., 2022), Hindi (Paul et al., 2023), Por-
tuguese (Fortuna et al., 2019), and Korean (Jeong

et al., 2022). In recent years, several Chinese
datasets for OSD have also been proposed, as
shown in the Table 1 . COLA (Tang et al., 2020)
provides labeled data, detection systems, and in-
terpretability tools for OSD. SWSR (Jiang et al.,
2022) offers a dataset and lexicon for HSD, focus-
ing on sexist content. COLD (Deng et al., 2022)
supplies annotated data for OSD to aid model de-
velopment and evaluation. CHSD (Rao et al.,
2023) is created by expanding multiple Chinese OS
datasets using both semi-automatic and manual an-
notation. ToxiCN (Lu et al., 2023) provides a hier-
archical taxonomy and resources for TSD.

Generative Datasets: Some researchers have
used generative methods to create OS samples for
datasets (Hartvigsen et al., 2022), addressing the
high cost of manual annotation. This approach
enables automatic generation of representative OS
samples, expanding dataset size efficiently. Tox-
iCloakCN (Xiao et al., 2024b) is generated by ap-
plying semantic perturbations to the OS samples in
ToxiCN, resulting in a dataset with two implicit at-
tributes. PANDA (Bennie et al., 2025) is a dataset
constructed using an LLM, zero-shot generation,
simulated annealing, and a round-robin algorithm,
followed by manual verification.

Our SinOffen dataset is built on real-world data,
which more accurately captures the complexities
of linguistic and social contexts. Moreover, given
the scarcity of Chinese implicit OS datasets, gen-
erating high-quality samples for this category us-
ing LLMs is challenging. Furthermore, real-world
data helps mitigate biases, ensuring greater label
consistency and accuracy.

Existing Chinese OS datasets are still limited,
particularly in terms of the diversity of implicit cat-
egories. Our dataset fills this gap by offering a
fine-grained classification of implicit OS, covering
a wide range of categories and providing valuable
resources for Chinese OSD.



Example Implicit Offensive Tweets

<circumlocution> JF KL T4 F Cad ety T, BATFRIX 224 61 t5t. (So it turns out you're celebrating the Zhongyuan Festival for yourself, no wonder you
are so excited and looking forward to it.)

Annotation: The Zhongyuan Festival, also known as the Ghost Festival, is a traditional Chinese holiday dedicated to honoring the dead and expressing mourning.
Here, the term <Zhongyuan Festival> is used as a subtle and indirect way to convey offensive speech.

<homophones> {7 {l5t & — %W 46, J&2— R O R3S EER. (0il is a commodity that deserves four, a lip bead that only cares about its own
interests.)

Annotation: In Chinese, < 477l (oil)> is a homophone for < % /% (roommate)>, < {4 %% (commodity)> is a homophone for < & £% (bitch)>, < I (four)> is a
homophone for < %¥ (death)>, and < JEFf (lip pearl)> is a homophone for < ZE%% (foolish pig)>.

<metonymy> FF TO RHE [ O 2 A Z F, xxn AT RATE T2 R 7= MABAE KN L AR, (I see TO doesn't realize they're the king of the
version, and xxn can claim they're in the postpartum period with postnatal depression and not getting enough family care.)

Annotation: <T0> is an internet slang term used to refer to women. And <xxn> is the abbreviation of < /JMil|Z > (little fairy) in pinyin. Above words are often used
sarcastically or to mock women.

<context> ST, A SRR 5 SCOR A0 75 i AE Ui PR ZEBN. (Support the German military, the German military is the most civilized, outstanding,
Just, and moral army in the world.)

Annotation: Based on the context, if the surrounding text includes references to Jewish people or similar topics, it could be considered offensive.

<metaphor> G VR E-2Z [8] e )8 R EE 5. (1 see that what's stuck between your two ears is the Hui people’s taboo.)

Annotation: The Hui people are an ethnic group in China, and due to their religious beliefs, they do not eat pork. Here, the <Hui people’s taboo> is used as an
indirect metaphor for pigs, conveying offensive remarks.

<irony> /Ml & Ze— BT E 5L T, b /IR E I SERIH 4% (The little fairy became docile after a trip to Longjiang. She urgently needs to find cabbage and
vermicelli.)

Annotation: This sentence uses <little fairy> to belittle and mock women, while <Longjiang> is a city in China known for its pig’s feet. Meanwhile, <pork, cabbage,
and vermicelli stew> is a traditional Chinese dish. By linking <Longjiang> with <find cabbage and vermicelli>, the phrase sarcastically suggests that she is as lowly
or vulgar as a pig. This use of language, through the connection of food and regional culture, conveys disrespect and insult toward women.

<extra knowledge> 15 )\ il i 5 50 S04 R AR % 5 I SRR e LU B AR S2BE B, (As the ancients have told us the stories of Mr. Dongguo and the wolf, and
the farmer and the snake. Could you be smarter than our ancestors?)

Annotation: <Mr. Dongguo and the Wolf> and <The Farmer and the Snake> are two classic traditional Chinese anecdotes that convey profound lessons about
ingratitude. Here, these anecdotes are referenced to subtly express offensive remarks.

<humiliation> VR 13X 28 JGiZ e ATER, ST EGEMILANT—FER . (People like you should stay in the corner and never expect to succeed like we do.)

Annotation: Indirectly expressing hostility or discrimination towards a target group by belittling, insulting, or degrading someone’s dignity.

<black humor> B 4E=r K R EUE, P B PE VA & REF B SE I W8, (What about Auschwitz Water Park? Wash it with Jewish soap and maybe
you’ll smell the scent of your ancestors.)

Annotation: Here, the <Auschwitz> concentration camp, a historical tragedy, is linked with the lighthearted and entertaining activity of a <water park>. Additionally,
the use of the term <Jewish soap>, which is associated with Nazi persecution of Jews, along with the phrase <the scent of ancestors>, further intensifies the offensive
and malicious tone. Overall, this sentence mocks and employs black humor of a traumatic historical event, expressing severe disrespect for the Jewish people and

their history.

<visual signs> FIETTY\ + YEIE 4000+ 1) i V4. (Those who want to be male-division in their next life are all 4000+ sword-pen.)

Annotation: < /Y +> refers to <male animal (/A% )>, <4000+> refers to <death of your entire family (J£4>%)>, and <sword-pen> refers to <bitch (It ji)>.

Table 2: Examples of Implicit OS. The implicit OS label is in red, the tweets are in blue, and the manual annotations

are in black.

3 Taxonomy of Offensive Speech

3.1 Explicit Offensive Speech

Explicit OS involves the direct use of aggressive
language to clearly express hostility, discrimina-
tion, or insult towards specific groups or indi-
viduals. Such speech typically employs offen-
sive vocabulary, derogatory labels, or language im-
bued with overtly negative emotions (Fortuna and
Nunes, 2018). As shown in the example below:

5 N 2 ANEE A % (Poor people are not de-
serving of having children.)

3.2 Implicit Offensive Speech

Implicit OS subtly attacks specific groups or in-
dividuals without using direct offensive language,
yet still aims to belittle, exclude, or incite hostil-
ity. Implicit OSD in English has developed rapidly,

with fine-grained classifications already in place
(ElSherief et al., 2021; Ocampo et al., 2023), while
research in Chinese is still in the exploratory stage.
Drawing on relevant studies and Chinese linguis-
tics (Arcodia and Basciano, 2021), we identified
10 fine-grained labels for implicit OS (as shown in
Table 2), along with examples and detailed defini-
tions.

Circumlocution: Using indirect or roundabout ex-
pressions to replace direct insults or attacks, subtly
conveying offensive emotions.

Homophones: Leveraging the dual meaning of ho-
mophones or near-homophones to make the speech
appear harmless while conveying negative or hos-
tile implications.

Metonymy: Substituting symbolic words or things
associated with the target group to indirectly con-



Implicit labels # Yo

Circumlocution 4,367 84.1
Homophones 3,186 61.3
Metonymy 1,900 36.6
Context 1,534 29.5
Metaphor 1,481 28.5
Irony 1,005 19.3
Visual signs 762 14.6
Extra knowledge 700 13.5
Humiliation 213 4.1
Black humor 148 2.8
Total 5,195 -

Table 3: Statistics on Implicit OS labels distribution.
Implicit OS may encompass multiple labels.

vey discriminatory or derogatory intentions.
Context: Setting a specific context or situational
background to make the negative meaning of cer-
tain words or phrases more concealed and difficult
to detect.

Metaphor: Using metaphors to compare a group
to a negative thing or phenomenon, indirectly ex-
pressing hostility or exclusion.

Irony: Expressing emotions opposite to the literal
meaning through sarcasm, indirectly conveying
hostility or belittlement toward the target group.
Extra knowledge: Relying on the audience’s
understanding of specific background knowledge
to convey discriminatory or insulting information
that only informed individuals can recognize.
Humiliation: Using belittling, insulting, or
dignity-stripping tactics to indirectly express hos-
tility or discrimination toward the target group.
Black humor: Employing black humor or mock-
ery to mask offensive emotions through absurdity,
teasing, or sarcasm, implying negative views.
Visual signs: Conveying implicit discrimination
or insult through visual elements like images, sym-
bols, or emojis, extending beyond verbal expres-
sion.

4 Dataset Construction

4.1 Data Collection

We chose Weibo and Douyin as our data sources
due to their status as major social platforms in
China, with a wide user base and diverse content.
These platforms can provide a variety of Chinese
OS data, and their coverage of multiple areas such
as society and entertainment makes them ideal for
collecting implicit OS. We collected nearly 30,000

tweets between January 2022 and October 2024.
Through manual screening and annotation, we ul-
timately constructed the SinOffen dataset, consist-
ing of 16,235 samples. For Non-OS, to enhance
the diversity and challenge of the samples, we col-
lected a large number of classic quotes from liter-
ary works to expand the dataset. For OS, the data
collection followed three strategies:
Keyword-based Collection: Initially, we identi-
fied several core themes through preliminary re-
search, such as fan conflicts, gender disputes, po-
litical issues, and anti-LGBTQ. Based on these
themes, we compiled a list of relevant keywords
and conducted data scraping under each theme (see
Appendix A.1 for specific keywords).

Comment Section Collection: For certain contro-
versial Weibo posts and Douyin videos that gen-
erated malicious discussions, we scraped the con-
tent of their comment sections to further enrich the
dataset. This approach focuses on uncovering im-
plicit OS in social interactions, offering a diverse
range of emotional expressions.

Bot-Tweets Collection: For automated accounts
(Weibo bots) that incite online conflicts on the
Weibo, we collected all posts made by these au-
tomated accounts through authorized API to cap-
ture the group-based divisive speech they provoke.
This method helps identify organized malicious be-
havior, providing more consistent and systematic
data support.

4.2 Data Annotation

The annotation task was exclusively conducted by
our dedicated research team comprising 10 full-
time members (5 male/5 female) recruited from
different Chinese provinces. All members have
strong Chinese language skills and NLP expertise,
ensuring scientific accuracy. Annotators were pro-
vided with detailed guidelines and compensated
at 150 CNY per hour. The annotation work was
conducted using the Label Studios! platform for
efficient and standardized processing. (See Ap-
pendix B.1 for annatation details.) Annotation pro-
cess was divided into two stages:

Coarse-grained annotation The first stage in-
volves classifying tweets into Non-OS and OS
(with Fleiss’ s k = 0.798 for inter-rater agreement
(Fleiss, 1971)), and then further dividing OS into
Explicit OS and Implicit OS (with Fleiss’ s k =
0.744 for inter-rater agreement).

thttps://labelstud.io/



Prompt Template

Content

TR T AT A AT HOE A 5 B AU 2R

Chinese 0 FREAT ARG BUMAZE, U FRRA TR B IENEA.
T AR (200 50 10). 41 {text}
Please determine whether the following sentence contains offensive content.
English ’(0’ indicates that the sentence is not offensive, and ’1’ indicates that it is offensive.
Please provide your response (only 0’ or ’1’). Sentence: {text}
Table 4: Different Prompt Templates for Detecting Chinese OS with LLMs
Label Train Dev Test Total

# %o # %o # %o # %o

Non-OS 4201 369 900 369 900 369 6,001 369
Explicit OS 3,527 31.1 756 31.1 756 31.1 5,039 31.1
Implicit OS 3,637 320 779 32.0 779 320 5,195 320

Table 5: Statistics on SinOffen dataset distribution.

Fine-grained annotation: The second stage fo-
cused on more detailed annotation of tweets la-
beled as Implicit OS, covering 10 distinct implicit
OS attributes. To ensure the consistency and ac-
curacy of the annotations, each tweet was indepen-
dently annotated by three different annotators. For
consistency evaluation, we randomly selected 200
tweets, and the calculated Fleiss’ k was 0.62, indi-
cating substantial agreement. The final label was
determined by the intersection of the annotations
from the three annotators (as shown in Table 3).
This annotation process minimized potential anno-
tation errors, ensuring the high quality and reliabil-
ity of the dataset.

Finally, we annotated 6,001 Non-OS tweets,
5,039 Explicit OS tweets, and 5,195 Implicit OS
tweets.

S Experiment

We design three primary tasks to evaluate SinOf-
fen dataset:

Taskl: Can PLMs effectively distinguish Explicit
OS, Implicit OS, and Non-OS in Chinese OSD?
Task2: How is the performance of LLMs? To
what extent does prompt design influence the per-
formance of LLLMs in Chinese OSD?

Task3: Can LLMs accurately identify and classify
various forms of implicit OS in fine-grained classi-
fication tasks?

5.1 Experiment Setup

All experiments in this paper were conducted on
the NVIDIA H20, with evaluation metrics includ-
ing macro-F1, macro-Precision, and macro-Recall.
The training, validation, and test set splits used for

the experiments are shown in the Table 5. For the
PLMs, we fine-tuned for ¢ € (3,4) epochs, with
learning rates of [r € (2¢ —5,3e — 5), and a batch
size of 8. For LLMs, we conducted zero-shot
experiments and designed two prompt templates
in different languages, as shown in the Table 4.

5.2 Baselines

PLMs: In the Task 1, we selected models
specifically designed for OSD, including Hate-
BERT (Caselli et al., 2021), ToxiGen-HateBERT
(Hartvigsen et al., 2022), RoBERTa-hate-latest
(Loureiro et al., 2023), and LFTW R4 (Vidgen
et al., 2021). We also chose models suitable
for Chinese classification tasks, such as XLM-
RoBERTa (Conneau et al., 2019) and BERT-based-
chinese (Devlin et al., 2019). Additionally, we se-
lected GPT-2 (Radford et al., 2019), DeBERTa-v3
(Heetal., 2021), and ModernBERT (Warner et al.,
2024), which are currently among the most com-
prehensive models with strong overall capabilities.
Above models are open-source on Hugging Face?.
Prompted LLMs: In the Task 2 and Task 3, We
selected the current advanced open-source mod-
els that perform well in various tasks, includ-
ing Mistral-7B3 (Jiang et al., 2023), Llama3.1-8B
(Al@Meta, 2024a), and Qwen2.5-7B4 (Hui et al.,
2024). Since Llama natively does not support Chi-
nese, we specifically chose the Llama3.15 model
fine-tuned for Chinese (for more experimental com-
parisons of other LLMs, see the Appendix C).

5.3 Results and Discussion
5.3.1 Performance of PLMs

Table 6 presents the experimental results of PLMs
on SinoOffen. The results show that for Non-

2https://huggingface.co

3https://huggingface.co/mistralai/Mistral-7B-Instruct-
v0.3

“https://huggingface.co/Qwen/Qwen2.5-7B-Instruct

Shttps://huggingface.co/shenzhi-wang/Llama3.1-8B-
Chinese-Chat



Model Non-OS Explicit OS Implicit OS All Macro
F1 Precision  Recall F1 Precision  Recall F1 Precision  Recall F1 Precision  Recall
HateBERT 0.8329 0.8096 0.8575 0.6327 0.6034  0.6650 0.5869 0.6462  0.5376 0.6841 0.6863  0.6867
ToxiGen-HateBERT  0.8851  0.8945  0.8758 0.6573  0.5624  0.7909 0.4920 0.6375 0.4006 0.6781 0.6981  0.6891
GPT-2 09165 09282 0.9050 0.7056 0.6532 0.7671 0.6871 0.7279  0.6506 0.7697 0.7698  0.7742
LFTW R4 0.9226 09133 09042 0.6922 0.6279 0.7711 0.6345 0.7133  0.5714 0.7498 0.7515  0.7489
RoBERTa-hate-latest  0.9373  0.9511 09335 0.6920 0.6429 0.7493 0.6501 0.7034 0.6042 0.7598 0.7657 0.7623
XLM-RoBERTa 0.9681 09614 0.9750 0.8366 0.7971 0.8801 0.8041 0.8578 0.7568 0.8695 0.8720  0.8706
DeBERTa-v3 0.9639 09611 0.9667 0.8071 0.7665 0.8523 0.7736  0.8242  0.7288 0.8482 0.8506  0.8493
ModernBERT 0.9571 09653 0.9492 0.8092 0.7952 0.8236 0.8016 0.8078  0.7954 0.8560 0.8561  0.8560
BERT-based-Chinese  0.9701  0.9804 0.9600 0.8518 0.8062 0.9029 0.8229 0.8649 0.7847 0.8816 0.8838  0.8825

Table 6: Results of Three-Class Chinese OSD with PLMs
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Figure 1: Trend of PLMs’ Metrics with Parameter Count. From left to right, the y and x axes represent F1-Parameter,

Precision-Parameter, and Recall-Parameter, respectively. See Appendix E for Parameter Count details.

Model Template Non-OS Explicit OS All Macro
F1 Precision  Recall F1 Precision  Recall F1 Precision  Recall
Mistral-7B Chinese  0.7407 09114  0.6239 0.7811 0.6745 0.9278 0.7609  0.7929  0.7759
English  0.7606  0.8962 0.6606 0.7859  0.6923 0.9089 0.7733  0.7942  0.7848
Llama3.1-8B  Chinese 0.8432  0.7434 09740 0.7352 09508 0.5993 0.7892 0.8471  0.7867
English  0.8640 0.7886  0.9555 0.7952 0.9292  0.6950 0.8296 0.8589  0.8252
Qwen2.5-7B  Chinese  0.8694  0.8303 09123 0.8254 0.8808 0.7765 0.8474  0.8555 0.8444
English  0.8543  0.9476 0.7778 0.8573 0.7820 0.9488 0.8558 0.8648  0.8633

Table 7: Results of Binary Non-OS & Explicit OS with LLMs. The best results are highlighted in bold.

Model Template Non-OS Implicit OS All Macro
F1 Precision  Recall F1 Precision  Recall F1 Precision  Recall
Mistral-7B Chinese  0.7199  0.8513  0.6236 0.7565 0.6671  0.8737 0.7382  0.7592  0.7487
English  0.7344 0.8298 0.6586 0.7568 0.6801  0.8431 0.7456 0.7550  0.7509
Llama3.1-8B  Chinese 0.8101  0.6934  0.9740 0.6540 09432 0.5005 0.7320 0.8183 0.7372
English  0.8428  0.7538  0.9555 0.7557 0.9253 0.6386 0.7992 0.8396 0.7971
Qwen2.5-7B  Chinese  0.8413  0.7347 09123 0.7774 0.8727 0.7009 0.8093  0.8037 0.8066
English  0.8380 0.9083 0.7778 0.8392 0.7794 0.9091 0.8386 0.8438  0.8434

Table 8: Results of Binary Non-OS & Implicit OS with LLMs. The best results are highlighted in bold.

0S8, all models performed well, with BERT-based-
chinese significantly outperforming other models
in terms of F1 and Precision scores, indicating
its ability to effectively capture subtle semantic
differences in Chinese text. For Explicit OS,
BERT-based-chinese outperformed all other mod-
els across the three metrics. For Implicit OS,
BERT-based-chinese excelled in F1 and Precision,
while ModernBERT led all models in Recall. Over-
all, BERT-based-chinese significantly outperforms

all baseline models in the Chinese offensive lan-
guage classification task.

Additionally, we explored the relationship be-
tween the number of parameters in PLMs and clas-
sification performance. As shown in the Figure 1,
except for BERT-based-chinese, the number of pa-
rameters in the other models is positively corre-
lated with all metrics—larger parameter sizes lead
to higher classification accuracy. This trend sug-
gests that increasing model complexity helps cap-
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Figure 2: Comparison of Macro-F1 for Different LLMs on Different Fine-Grained Implicit OS Labels. A higher

value indicates better classification performance.

ture more linguistic features and semantic infor-
mation. Despite having fewer parameters, BERT-
based-chinese still performs excellently in multiple
tasks, demonstrating its specific advantage in Chi-
nese classification tasks.

Discussion: Our experimental results show that
PLMs with extensive Chinese corpus pre-training
(e.g., BERT-based-chinese, DeBERTa-v3, Mod-
ernBERT, XLLM-RoBERTa) achieve superior per-
formance in this task. This advantage stems
from their optimized handling of Chinese’s high-
context isolating nature, where other models strug-
gle with tokenization and semantic parsing due
to cross-linguistic structural discrepancies. While
cross-lingual models exhibit inadequate recogni-
tion of implicit OS through insufficient incorpo-
ration of Chinese cultural corpora, Chinese-pre-
trained models optimized for local linguistic fea-
tures show greater domain-specific performance.

5.3.2 Performance of LLMs

PLMs perform excellently in the three-
classification task. Through multi-task learning,
they can deeply explore the semantic differences
between Explicit OS, Implicit OS, and Non-OS
content, thereby enhancing discriminative ability.
In contrast, generative LL.Ms excel at task-solving
under carefully designed prompts (Sahoo et al.,
2024). To conduct the same experimental task as
with PLMs, the prompt must specify the require-
ments of the three-class task. However, if the
prompt is too complex (e.g., requiring examples of
implicit OS for each category), it may increase the
classification burden and lead to confusion in the
results. Therefore, we propose decomposing the
task into two binary classification tasks (Non-OS
& Explicit OS, Non-OS & Implicit OS), simplify-
ing the learning objectives so that the model can
focus more on distinguishing between OS and

Non-OS content.

Results of Binary: The Table 7 and 8 presents
the performance of different LLMs in the Chinese
OSD task. Notably, the Mistral model demon-
strates weaker classification performance in the
Non-OS category compared to its performance in
the OS category, with the macro-F1 score being
2.5% lower for Explicit OS and 2.2% lower for
Implicit OS (English Template). A similar trend
is observed with Qwen2.5 in certain cases. Addi-
tionally, the overall classification metrics for im-
plicit OS are consistently lower than those for ex-
plicit OS, underscoring the difficulty in classifying
implicit OS. Among all models, Qwen2.5 consis-
tently outperforms the others in both tasks, demon-
strating its superior classification ability.

Discussion: In our dataset, the Non-OS con-
tains a large number of sentences from literary
works, where critical language is often used to re-
flect on social phenomena. For example,

PRI BN 5 A KT AR (No one will
pity you if you do not complain.)

from Jane Austen’ s Pride and Prejudice was clas-
sified as offensive speech by all models. This
may be because the models associate words like
complain’ and ’pity’ with negative emotions, in-
correctly interpreting them as insulting or offen-
sive. Additionally, generative models are typically
trained to avoid producing offensive or harmful
content (Chua et al., 2024), which may lead them
to be overly cautious when processing text with am-
biguous boundaries, resulting in the misclassifica-
tion of texts that do not fully meet the definition of
OS. This phenomenon highlights the limitations of
current LLMs in sentiment analysis, context under-
standing, and handling cultural differences. The
models fail to accurately capture the subtle emo-
tional and critical connotations of sentences in the



Non-OS category, reflecting the challenges faced
by sentiment analysis and NLP models when deal-
ing with complex contexts.

Results of Different Prompt Template: The Ta-
ble 7 and 8 presents the classification results under
different language prompt templates. The results
show that for Implicit OS, the prompt classifica-
tion results using English templates outperformed
those using Chinese templates for all three models.
A similar pattern was observed for Explicit OS.

Discussion: This could be because most open-
source LL.Ms are typically trained on English cor-
pora, which are often more prevalent than corpora
in other languages. This means that the models
may have a stronger semantic understanding of En-
glish than of Chinese. Additionally, Chinese, with
its inherent high compression and polysemy, may
make it more difficult for models to accurately un-
derstand intent when expressing complex tasks (for
instance, the word “offensive” in English has mul-
tiple meanings in Chinese, including offensive, ag-
gressive, rude, unpleasant, etc.). When translat-
ing to an English template, the Chinese expression
might naturally be supplemented with more seman-
tic details or logical information, making it easier
for the model to infer the task’s intent.

5.3.3 LLMs in Implicit Offensive Speech

The experimental setup is detailed in the Ap-
pendix D.1. Appendix D.2 presents the clas-
sification performance of LLMs on fine-grained
labels in implicit OS, with all detailed results
included.  According to the experimental re-
sults, Qwen exhibited the best overall classifica-
tion performance, while Llama performed par-
ticularly well in the Visual signs category (as
shown in Figure 2). At the same time, for
all implicit OS categories, especially in the
metaphor (F1-Llama=0.6456, F1-Mistral=0.7065,
F1-Qwen=0.8440), irony (F1-Llama=0.6156, F1-
Mistral=0.6729, F1-Qwen=0.7979), and black hu-
mor (F1-Llama=0.5714, F1-Mistral=0.5401, F1-
Qwen=0.6968), all three models showed subopti-
mal performance.

Discussion: The results show that Qwen2.5 ex-
cels in implicit OS classification, likely because
Qwen implements Chinese-specific optimizations
through vocabulary expansion with an extensive
set of Chinese-centric tokens, enhanced subword
regularization trained on large web-crawled Chi-
nese corpora containing modern slang, and adap-
tive segmentation rules for Chinese morphology.

In contrast, although Llama3.1 and Mistral employ
Chinese fine-tuning, their linguistic limitations per-
sist. Llama3.1 excels in the Visual Signs cate-
gory, benefiting from its multimodal training and
optimized feature extraction and decision bound-
aries. All three models show poor performance in
the metaphor, irony, and black humor categories,
which require a deep understanding of the ironic
contradiction between literal meaning and actual
intent. The shortcomings of LLMs in these tasks
mainly lie in their ability to understand complex
cultural contexts and puns. Implicit OS is closely
tied to specific cultural and linguistic habits, with
certain expressions (such as black humor) being
common in some cultures but difficult to under-
stand in others. Although LLMs are trained in mul-
tilingual and multicultural contexts, they still face
limitations in capturing culturally specific implicit
expressions.

6 Conclusion

In this paper, we introduce a OS taxonomy system.
All samples are labeled with Non-OS, Explicit OS,
and Implicit OS, with Implicit OS further catego-
rized into 10 different labels (circumlocution, ho-
mophones, metonymy, context, metaphor, irony, vi-
sual signs, extra knowledge, humiliation and black
humor). Based on this taxonomy system, we have
constructed the most comprehensive Chinese OSD
dataset to date, particularly focusing on implicit
OS labels. Our objective is to advance the devel-
opment of Chinese OSD, particularly by address-
ing the existing gap in the detection of Chinese im-
plicit OS.

Furthermore, we present several of the most pop-
ular and advanced baseline models for offensive
speech classification and discussion. Experimen-
tal results show that pre-training and fine-tuning in
Chinese corpora significantly improve the classifi-
cation accuracy of PLMs for this task. In our ex-
ploration of LLMs, we investigate the impact of
prompt engineering on the performance of zero-
shot tasks in generative LLMs. At the same time,
we found that although LLLMs show some poten-
tial in handling implicit OS, their ability to process
more subtle types of OS remains limited, leading
to unsatisfactory results. Future work can focus on
several directions, including the sarcasm detection
(Liu et al., 2024; Zhu et al., 2024; Lin et al., 2024),
the refinement of prompt engineering (Lee et al.,
2024), and the expansion of our dataset.



Limitations

The limitations of this paper primarily lie in the fol-
lowing aspects. (1) Annotation Errors: Since our
annotations are subjective, although various strate-
gies were employed to minimize annotation errors,
there remains a possibility of inaccuracies in the
labeling. (2) Baseline Models: The baseline mod-
els we employed are all open-source models. How-
ever, we acknowledge that incorporating other ad-
vanced closed-source models (such as GPT4, etc.)
would strengthen the comparison.

Ethical Considerations

Data Collection & Privacy Compliance

This study complies with China’s Personal Infor-
mation Protection Law (PIPL). The dataset was
constructed from publicly accessible content on
Weibo and Douyin. Data acquisition strictly fol-
lowed the platforms’ Developer API terms of ser-
vice and privacy policies (e.g., Weibo Open API).
Only text content explicitly marked as public by
users was collected, excluding private messages,
geolocation tags, or biometric data. All person-
ally identifiable information (PII), including user-
names, user IDs, and profile links, was perma-
nently removed using regular expression matching.
No sensitive attributes (e.g., ethnicity, political af-
filiation) were inferred or stored.

Annotation Process

The dataset contains content that may include dis-
turbing or offensive materials, but no sensitive per-
sonal identifiers were involved in the annotation
process. All annotation work was exclusively con-
ducted by trained research team members who vol-
untarily participated after thorough protocol ori-
entation. Prior to engagement, each annotator
signed informed consent forms specifically detail-
ing: 1) the non-personal nature of the data con-
tent, 2) potential exposure to objectionable mate-
rial patterns, and 3) their unconditional right to
pause or terminate participation. To ensure ethi-
cal practice, we implemented three safeguard mea-
sures: mandatory cool-down intervals between an-
notation sessions, real-time access to counseling
support, and anonymous well-being check-ins con-
ducted weekly by project supervisors.

Intended Use

The dataset was created solely for academic re-
search purposes. Our work is not aimed at any

specific group or individual, but rather focuses on
providing reliable research outcomes to promote
social harmony and public safety.

We are committed to open-sourcing our dataset
in order to foster the advancement of Chinese OSD
research. We believe that by sharing this resource,
we can provide more opportunities for academic
and applied research, thus promoting innovation
and development in the field. While we are aware
that open-sourcing the dataset may present certain
risks, we firmly believe that the potential benefits
far outweigh these risks.

Accountability

Users may submit the following requests through
the designated contact: Correction of labeling er-
rors; Reporting of abusive behavior (processed
within 72 hours upon official verification of ac-
count ownership by the platform).
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A Data Collection

A.1 Keyword-based Collection

We identified four main themes for keyword search:
Gender, LGBTQ+, Fans Conflict, and Politics.
Based on the keywords listed in the Table 9, we
conducted searches on Weibo and Douyin and col-
lected the relevant data.

Topic Keywords
Gender M, Lotk N Bk B BB, i, L,
W, BAL A2, RS, RS, Bete, B, K, KRG
LGBTQ+ IS, V3T, Lolel, v, S, amifat, ol

41 fi T, gay. les, F5ER

Fans Conflict

e, R TTIEL FRSTIE, Tl KRIEL PR, Kpop,
FhE, UOIERE, yez, B 5, RE, Mol MEDT, MER

Politics

B, BT B, PN, PAES, L, i il
B s, B, S, P, By

Table 9: The keywords used for each theme.

B Data Annotation

B.1 Annotation Guidelines

We provided annotators with annotation guidelines.
In the first stage, all tweets were annotated as either
Non-OS or OS, with the definition of Offensive as
follows:

Offensive: OS generally denotes ver-
bal expressions that are likely to cause
discomfort, anger, humiliation, or other
adverse emotional responses from oth-
ers. Such expressions may encompass
content that involves belittlement, insult,
and discrimination directed at individu-
als or groups, spanning various dimen-
sions including race, gender, religion,
sexual orientation, and physical charac-
teristics (Sekkate et al., 2024).

Subsequently, all instances of OS were further
annotated as either Explicit OS or Implicit OS,
with the definitions of Explicit OS and Implicit
OS as indicated in Section 3.1. The second stage
involved fine-grained label annotation of Implicit
OS, with the definitions provided in Section 3.2 of
the main text.

In our dataset, the data format is as follows:

JFE RS A O IeT T, implicit, [circumlocu-
tion, extra knowledge]

IR TKIL G 2R IARK AL, explciit, none

5 Wl AT AT AR 17 e B L GRS R TORAS N —
N, non-offen, none
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Figure 3 is the Label Studio interface used dur-
ing the two-stage annotation process. In the first
stage, we first annotate Non-OS and OS content,
and then classify OS into Explicit OS and Implicit
OS. In the second stage, we perform fine-grained
annotation of Implicit OS into 10 categories.

Label Studio

#18621

Projects / CHNHate / Labeling
L

1 EFSMGES, ARk
Choose text sentiment

offensivell! non-affensivel?!

Label Studio

#18621

= Projects / CHNHate / Labeling

< 2

1 FFOMUEE, BEARERY

Choose text sentiment
explicit offensive!l!

implicit offfensive!?!

Label Studio = Projects / New Project #3 / Labeling

#20047

< >

1 RS T AR

Choose text sentiment

black humori! [ homophones'?  irony!” cireumlocution'*  context'*!

extra knowledge'®! humiliation”! metaphor'®’ visual signs'®! metonymy'!

Figure 3: Data annotation on Label Studios.

B.2 Word Cloud Distribution

To investigate the differences between annotated
Implicit OS and Explicit OS, we plotted word
clouds for both categories based on word fre-
quency, as shown in the Figure 4. It can be ob-
served that Implicit OS often includes abbrevia-
tions, euphemisms, and metaphors, while Explicit
OS tends to involve specific groups and insulting
language.

C LLMs Performance Details in Binary
Classification Task

Tables 11 and 12 present additional model classi-
fication results for Task 2, including models not
mentioned in the main text, such as hfl-Llama3-
8B¢, Meta-Llama3.1-8B7 (Al@Meta, 2024a), and

¢https://huggingface.co/hfl/llama-3-chinese-8b-instruct-
v3

7https://huggingface.co/meta-llama/Llama-3.1-8B-
Instruct
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Figure 4: Word Cloud Distribution of Implicit OS (Right) and Explicit OS (Left).

Meta-Llama3.2-3B8 (Al@Meta, 2024b). Among
them, we selected the Llama3.1-8B (fine-tuned by
shenzhi-wang) model, which showed the best clas-
sification performance, for inclusion in the main
text experiments.

D LLMs Performance Details in
fine-grained Implicit OS

D.1 Experiment Setup

For this experiment, we first divided Implicit
OS into 10 subcategories based on different fine-
grained labels, with each subcategory represent-
ing a specific type of implicit OS. Next, we com-
bined the OS data from these subcategories with
Non-OS data to form 10 sub-datasets. Given that
different sub-datasets may have issues with sam-
ple imbalance, particularly with relatively fewer
OS samples, we applied undersampling to the Non-
OS data within these sub-datasets to balance the
number of samples between the OS and Non-OS
categories. Undersampling was implemented by
randomly removing some of the Non-OS samples,
ensuring that the class distribution in each sub-
dataset remained as balanced as possible.

D.2 Results of fine-grained Implicit OS

Table 13 presents detailed classification results of
LLMs on different fine-grained Implicit OS cate-
gories, with metrics including F1, Precision, and
Recall. To provide a clearer and more intuitive pre-
sentation of the results, we have plotted bar charts
(as shown in the Figure 5-Figure 7).

Shttps://huggingface.co/meta-llama/Llama-3.2-3B-
Instruct
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E PLMs Parameter Display

Table 10 illustrates the specific parameter quanti-
ties of the PLM utilized in this paper.

Models Parameter Number
BERT-based-chinese 103M
HateBERT 110M
ToxiGen-HateBERT 110M
LFTW R4 125M
RoBERTa-hate-latest 125M
GPT-2 137M
DeBERTa-v3 304M
ModernBERT 396M
XLM-RoBERTa 561M

Table 10: Detailed PLMs Parameter Numbers.



Model Template Non-OS Implicit OS All Macro
F1 Precision  Recall F1 Precision  Recall F1 Precision  Recall
Mistral-7B Chinese  0.7199  0.8513  0.6236 0.7565 0.6671 0.8737 0.7382  0.7592 0.7487
English  0.7344  0.8298  0.6586 0.7568  0.6801 0.8431 0.7456 0.7550  0.7509
Llama3-8B Chinese  0.7370 0.8264  0.6026 0.7378  0.6498  0.8535 0.7374 0.7381 0.7281
(hfl) English  0.7939  0.8466  0.7474 0.7897  0.7425 0.8432 0.7918 0.7945  0.7953
Llama3.1-8B Chinese  0.7468  0.6125  0.9565 0.4420 0.8551 0.2980 0.5944 0.7338 0.6273
(Meta) English  0.7904  0.6701 0.9633 0.6031 09136 0.4501 0.6968 0.7919 0.7067
Llama3.1-8B Chinese  0.8101 0.6934 09740 0.6540 09432 0.5005 0.7320 0.8183  0.7372
(shenzhi-wang)  English ~ 0.8428  0.7538  0.9555 0.7557 09253 0.6386 0.7992 0.8396 0.7971
Llama3.2-3B Chinese  0.6998  0.5422 09865 0.0708 0.7044  0.0373 0.3853 0.6233  0.5119
(Meta) English  0.6264  0.6884  0.5747 0.6382  0.5870  0.6991 0.6323 0.6377 0.6369
Qwen2.5-7B Chinese  0.8413 0.7347 09123 0.7774 0.8727  0.7009 0.8093 0.8037  0.8066
English  0.8380 0.9083 0.7778 0.8392 0.7794 0.9091 0.8386 0.8438  0.8434

Table 11: Results of Binary Non-OS & Implicit OS with LLMs. The best results are highlighted in bold.

Model Template Non-OS Explicit OS All Macro
F1 Precision  Recall F1 Precision  Recall F1 Precision  Recall
Mistral-7B Chinese  0.7407 09114 0.6239 0.7811  0.6745 0.9278 0.7609 0.7929  0.7759
English  0.7606  0.8962  0.6606 0.7859  0.6923  0.9089 0.7733  0.7942  0.7848
Llama3-8B Chinese  0.7124  0.8718  0.6022 0.7556  0.6539 0.8946 0.7340 0.7629 0.7484
(hfl) English  0.8072  0.8873  0.7403 0.8083 0.7418 0.8881 0.8078 0.8145  0.8142
Llama3.1-8B Chinese 0.7736  0.6496  0.9563 0.5350 0.8805 0.3842 0.6543 0.7650 0.6703
(Meta) English  0.8059 0.6937 09615 0.6417 09150 0.4941 0.7238  0.8043  0.7278
Llama3.1-8B Chinese  0.8432  0.7434 09740 0.7352 0.9508  0.5993 0.7892  0.8471 0.7867
(shenzhi-wang)  English  0.8640 0.7886  0.9555 0.7952  0.9292  0.6950 0.8296 0.8589  0.8252
Llama3.2-3B Chinese  0.7099  0.5543 0.9868 0.1063 0.7842  0.0570 0.4081 0.6692 0.5219
(Meta) English  0.6348 0.7099 0.5741 0.6477 0.5878 0.7213 0.6413  0.6488  0.6477
Qwen2.5-7B Chinese  0.8694  0.8303 09123 0.8254 0.8808 0.7765 0.8474 0.8555 0.8444
English  0.8543 09476 0.7778 0.8573  0.7820 0.9488 0.8558  0.8648  0.8633

Table 12: Results of Binary Non-OS & Explicit OS with LLMs. The best results are highlighted in bold.

Model Metric  Circumlocation Homophones Metonymy Context Metaphor Irony Visual signs Extra Knowledge Humiliation Black humor
F1 0.8464 0.8515 0.8453 0.8079 0.7065 0.6729 0.7881 0.7621 0.7254 0.5401
Mistral-7B Precision 0.8474 0.8187 0.8355 0.8275 0.6811 0.6615 0.6721 0.7599 0.6436 0.4815
Recall 0.8454 0.8870 0.8553 0.7892 0.7340 0.6846 0.9527 0.7643 0.8310 0.6149
F1 0.7812 0.8191 0.7937 0.6848 0.6456 0.6156 0.8502 0.6465 0.7209 0.5714
Llama3.1-8B  Precision 0.9843 0.9786 0.9814 0.9782 0.9715 0.9660 0.9722 0.9553 0.9466 0.8986
Recall 0.6476 0.7043 0.6663 0.5268 0.4835 04517 0.7554 0.4886 0.5822 0.4189
Fl1 0.9217 0.9289 0.9210 0.9093 0.8440 0.7979 0.8447 0.8845 0.8341 0.6968
Qwen2.5-7B  Precision 0.9366 0.9247 0.9307 0.9401 0.8406 0.7761 0.7503 0.8996 0.7796 0.6667
Recall 0.9073 0.9331 09116 0.8805 0.8474 0.8209 0.9662 0.8700 0.8967 0.7297

Table 13: Results of LLMs on different fine-grained Implicit OS categories.
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Figure 5: Results on Different Fine-grained Implicit OS labels with Macro-F1 as the Evaluation Metric.
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Figure 6: Results on Different Fine-grained Implicit OS labels with Macro-Precision as the Evaluation Metric.
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Figure 7: Results on Different Fine-grained Implicit OS labels with Macro-Recall as the Evaluation Metric.
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