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Abstract

Learning from AI feedback (LAIF) is a popular paradigm for improving the
instruction-following abilities of powerful pre-trained language models. LAIF
first performs supervised fine-tuning (SFT) using demonstrations from a teacher
model and then further fine-tunes the model with reinforcement learning (RL) or
direct preference optimization (DPO), using feedback from a critic model. While
recent popular open-source models have demonstrated substantial improvements in
performance from the RL step, in this paper we question whether the complexity of
this RL step is truly warranted for AI feedback. We show that the improvements of
the RL step are virtually entirely due to the widespread practice of using a weaker
teacher model (e.g. GPT-3.5) for SFT data collection than the critic (e.g., GPT-4)
used for AI feedback generation. Specifically, we show that simple supervised
fine-tuning with GPT-4 as the teacher outperforms existing LAIF pipelines. More
generally, we find that the gains from LAIF vary substantially across base model
families, test-time evaluation protocols, and critic models. Finally, we provide a
mechanistic explanation for when SFT may outperform the full two-step LAIF
pipeline as well as suggestions for making LAIF maximally useful in practice.
Code is available at: https://github.com/architsharma97/dpo-rlaif.

1 Introduction

As the raw capabilities of open-source large language models (LLM) improve through pre-training at a
large scale [Touvron et al., 2023a,b, Jiang et al., 2023, 2024, Bai et al., 2023, Bi et al., 2024], methods
for effectively ‘aligning’ these models; i.e., steering them to follow user instructions effectively and
safely, has garnered increasing attention. Supervised fine-tuning (SFT) with large datasets of user
queries and human-written responses is one popular approach. Further refining a model fine-tuned
with SFT using reinforcement learning from human feedback (RLHF; Christiano et al. [2017]) has
been shown to further improve the quality of model responses, as judged by humans [Ouyang et al.,
2022, Stiennon et al., 2020]. However, collecting the data for SFT and RLHF is expensive, requiring
human annotations for both the SFT and preference rankings over several candidate responses to
a query to be used as feedback for the RL stage. Given the high cost of data collection as well as
the high level of disagreement among human annotators, many works such as Bai et al. [2022] and
Lee et al. [2023] have replaced the human annotators in both the SFT and RLHF stages with strong
language model annotators such as GPT-4 [Achiam et al., 2023]. The corresponding techniques,
supervised model distillation [Taori et al., 2023, Chiang et al., 2023, Ding et al., 2023] and learning
from AI feedback (LAIF; Bai et al. [2022], Lee et al. [2023], Cui et al. [2023]), have proven effective
in training state-of-the-art open source models [Tunstall et al., 2023, Ivison et al., 2023, Intel, 2023,
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Teknium, 2023]. However, plugging in LLMs to substitute human annotators in the same RLHF
pipeline may not be the best way to leverage such LLMs. First, LLMs are often better at generating
answers for instructions than discriminative tasks [West et al., 2023], and labeling preferred answers
for AI feedback is an example. Further, while humans may find comparing answers incurs lower
cognitive cost than producing answers themselves, for modern LLMs, the cost of generating a
preference comparison or ranking may actually be higher than simply generating a demonstration,
owing to the longer input context when comparing multiple responses. Therefore, while LAIF may
seem like a more convenient variant of RLHF prima facie, we ask: what kind of data from strong
LLMs is more effective for learning instruction-following: completions for SFT or AI feedback for RL?

Figure 1: Supervised fine-tuning (SFT) on strong
teachers can accounts for improvements from learn-
ing from AI feedback (LAIF). LAIF from strong mod-
els such as GPT-4 can result in substantially better
instruction-following LLMs than supervised SFT alone
on popular datasets such as ShareGPT [Chiang et al.,
2023] constructed using GPT-3.5 completions (GPT-
3.5 SFT + GPT-4 AIF). However, simply performing
SFT on completions from GPT-4 can result in a better
model (GPT-4 SFT), suggesting that improvement in
performance from LAIF is partly because the default
ShareGPT completions are from a weak teacher (GPT-
3.5). Furthermore, LAIF (GPT-4 SFT + GPT-4 AIF)
does not result in a significantly better model compared
to GPT-4 SFT alone.

To answer this question, we compare the effec-
tiveness of the LAIF pipeline with doing SFT on
demonstrations directly generated from the an-
notator language model. In our experiments, we
align a variety of pre-trained base language mod-
els, both with SFT and LAIF, using the prompts
from the ShareGPT dataset [Chiang et al., 2023].
We use SFT demonstrations from three teacher
language models, namely, GPT-3.5, GPT-4, and
Claude, and use two strong language models
as critics, GPT-4 and Claude, for collecting AI
feedback. We evaluate our fine-tuned models
using AlpacaEval [Li et al., 2023]. The exper-
imental setup is described in further detail in
Section 4. In our experiments, we find that
two conditions are necessary for LAIF to signif-
icantly outperform SFT: (a) a sufficiently strong
pre-trained base model and, (b) a capability mis-
match between the teacher used for the SFT data
collection and the critic used for collecting AI
feedback. The latter condition has surprising
consequences: if the target completions are suf-
ficiently performant and capability gap between
models used for SFT and AI feedback is min-
imal, then simply doing SFT can suffice. We
observe this in Figure 1, where SFT on the com-
pletions generated by GPT-4 outperforms GPT-
3.5 SFT + GPT-4 feedback. This suggests that
LAIF from a strong critic may be compensating
for a weak teacher in popular SFT datasets like
ShareGPT that are generated using GPT-3.5, and we may be overestimating the effectiveness of AI
feedback. We further try to analyze these findings in a more principled way in Section 5, and provide
a possible mechanistic intuition in a simplified bandit setting for why SFT might perform comparably
or even outperform LAIF.

Finally, Section 6 provides practical suggestions and discussions based on the experimental and theo-
retical insights in the previous sections. First, one should account for the distribution of completions
in instruction-tuning datasets [Taori et al., 2023, Chiang et al., 2023, Ding et al., 2023] before evalu-
ating AI feedback based methods. Further, we should consider updated instruction-tuning datasets
created using more recent state-of-the-art LLMs, like GPT-4 (as of February 2024). Second, while
our experiments suggest that SFT on strong teacher completions can be just as effective as LAIF, we
caution readers into generalizing these findings to RLHF setting and highlight why preference-based
RL might be superior when collecting human feedback due to inherent cognitive load of collecting
demonstrations. Third, our experiments further support the importance of pre-training for effective
instruction-following, both in terms of absolute performance and also in its ability to fine-tune from
AI feedback. Finally, we also provide possible ways to improve the effectiveness of AI feedback
and hypothesize how AI feedback could improve over SFT over target distributions from strong
teacher LLMs. Overall, AI feedback has several desirable features that make it a compelling avenue
for scalable oversight and effective alignment, but current evaluation may be overestimating the
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significance of improvements in instruction-following for open-source LLMs and we hope that this
paper will inspire investigation into more effective LAIF approaches.

2 Related Work

Modern language models rely on a two-stage pipeline that first learns representations with large-scale
unsupervised learning and then adapts, or fine-tunes, those representations to the task of interest;
this strategy initially proved effective for isolated word embeddings [Collobert et al., 2011] and
more recently has been adopted for sequence-level representations [Devlin et al., 2019, Radford and
Narasimhan, 2018]. Virtually all of the most powerful language models are pre-trained with a simple
maximum likelihood objective over a large, unsupervised dataset [Radford and Narasimhan, 2018,
Radford et al., 2019, Brown et al., 2020, Touvron et al., 2023a,b]. Owing to the drastically smaller
computational demands of fine-tuning, considerably more diversity exists in the objectives used for
fine-tuning, including supervised objectives such as imitation [Collobert et al., 2011, Devlin et al.,
2019, Radford et al., 2019, Raffel et al., 2020, Taori et al., 2023] and ranking losses [Yuan et al.,
2023] as well as reinforcement learning from heuristic rewards [Paulus et al., 2018], learned rewards
trained from human reward scores [Böhm et al., 2019] or preference annotations [Ziegler et al., 2020,
Ouyang et al., 2022, Bai et al., 2022, Rafailov et al., 2023].

Simultaneous with the development of new fine-tuning objectives, several works have focused on the
source of data used for fine-tuning. While human-annotated data has been widely used [Collobert
et al., 2011, Devlin et al., 2019, Radford and Narasimhan, 2018, Ouyang et al., 2022, Conover et al.,
2023], more scalable synthetic data sources have recently been explored, using language models
themselves to generate some or all of the fine-tuning data. Bai et al. [2022], Chiang et al. [2023],
Taori et al. [2023], Teknium [2023] show that outputs generated by a high-quality language model
can be distilled into a smaller language model through supervised imitation. Bai et al. [2022] also
show that a large language model can effectively generate preferences over model samples, which are
ultimately used to train a reward model used for further RL-based fine-tuning, which is referred to as
learning from AI feedback (LAIF). Tunstall et al. [2023], Ivison et al. [2023], Intel [2023] further
explore using model-generated datasets with various combinations of supervised and reinforcement
learning-based fine-tuning objectives, suggesting that LAIF can produce improvements over purely
supervised fine-tuning from AI feedback. However, notably, commonly-used datasets for supervised
training [Taori et al., 2023, Ding et al., 2023, Geng et al., 2023] contain substantial amounts of
data generated by GPT-3.5 [OpenAI, 2023], while the more recently-collected AI datasets for LAIF
contain annotations generated by the stronger GPT-4 model [Ding et al., 2023]. The ramifications of
this discrepancy, and how the effectiveness of LAIF is affected by the teacher and critic quality is the
focus of this work.

3 Algorithmic Overview of LLM Fine-tuning

The dominant approaches to fine-tuning LLMs as general dialogue agents are supervised fine-tuning
(SFT) and preference-based reinforcement learning from either human or AI feedback (RLHF or
LAIF, respectively).

Supervised fine-tuning. Consider a dataset DSFT = {x, y}, where x is one or more turns of dialogue
history1 and y is the target response (a sequence of tokens) for this dialogue history, which the model
is trained to generate. Specifically, an autoregressive language model pθ parameterized by θ is trained
to minimize the negative log likelihood of the responses, given the histories:

LSFT = −E(x,y)∼D log pθ(y | x) (1)

The targets y may be written by either humans or strong LLM teachers.

RLHF & LAIF. Motivated by the difficulty of gathering high-quality target responses y at scale from
humans, an alternative to purely supervised fine-tuning collects preference annotations over pairs
of candidate responses y, y′ to a dialogue history x. Typically, a model fine-tuned with SFT is used
to generate the pair of responses,2 and humans for RLHF or strong LLM critics for LAIF annotate

1In many cases, x contains a ‘system prompt’ prefix that is used to steer the high-level behaviors of the
language model across dialogues.

2Or larger sets, but for simplicity, we consider pairs here.
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which better responds to the input according to some set of criteria. We refer to the preferred response
as yw and the dispreferred response as yl, producing a dataset of the form Dp = {xi, yiw, y

i
l}. Using

a theoretical model of human discrete choice such as the Bradley-Terry model [Bradley and Terry,
1952], which relates discrete choices to implicit goodness scores of the underlying options, we can
train a reward model with maximum likelihood using this preference data. For the Bradley-Terry
model, the reward modeling loss is:

LBT = −E(x,yw,yl)∼Dp
log pϕ(yw ≻ yl | x) (2)

= −E(x,yw,yl)∼Dp
log σ (rϕ(x, yw)− rϕ(x, yl)) (3)

where σ denotes the sigmoid, and rϕ denotes the reward function with parameters ϕ to fit the goodness
score of a completion y for an input prompt x. The equality between the two RHS expressions is due
to choice of the Bradley-Terry model. Using a reward model trained with this objective, the final step
is to fine-tune a generative language model policy πθ that generates high-scoring responses. Typically,
πθ is initialized from a model trained with SFT πSFT, and regularized to keep the KL divergence
between the πθ and πSFT small, giving the final policy search objective

π∗ = max
πθ

Ex∼D,y∼πθ(·|x) [rϕ(x, y)− βKL (πθ(·|x), πSFT(·|x))] , (4)

where D is a dataset of unlabeled prompts and β controls the strength of the KL regularization.

The original form of RLHF for language models [Böhm et al., 2019, Ziegler et al., 2020] used
relatively expensive online reinforcement learning algorithms such as A2C [Mnih et al., 2016] or
PPO [Schulman et al., 2017]. More recently, Rafailov et al. [2023] show that the optimal policy
for the learned reward can be extracted in closed form, essentially skipping the need to perform
iterative, approximate policy learning. The resulting algorithm, direct preference optimization (DPO),
is simpler to tune and less computationally demanding than prior methods, while optimizing the same
objective. We therefore use DPO as the algorithm for LAIF in our experiments. The DPO loss for the
language model policy πθ is

LDPO = −Ex,yw,yl∼Dp
log σ

(
β log

πθ(yw | x)
πSFT(yw | x)

− β log
πθ(yl | x)
πSFT(yl | x)

)
, (5)

which trains the language model policy πθ directly, without the need to first train a separate reward
model rϕ.

4 Experiments

In light of increasing usage of LAIF, the primary question we want to investigate is whether preference-
based RL from AI feedback, produced by blackbox LLMs, like GPT-4 is more effective at aligning
language models compared to simple supervised fine-tuning on completions from these LLMs. To
this end, we first explain the experimental setup for comparing LAIF and SFT in 4.1. With this
experimental setup, we observe in 4.2 that LAIF can result in substantially more capable models than
those obtained by instruction-tuning on current public SFT datasets. However, we also find that using
a stronger teacher for SFT consistently matches or outperforms LAIF. This surprising result spurs
deeper investigation into effectiveness of LAIF, where we find that using a stronger SFT distribution
also limits any further gains from AI feedback.

4.1 LAIF Setup and Data Scaling for SFT

Datasets & Models. To systematically compare SFT and LAIF on their effectiveness for instruction
following, it is important to control the dataset of instructions used to train both the methods. To this
end, we fix the dataset of prompts to be single-turn instructions derived from ShareGPT [Chiang et al.,
2023]. We consider a variety of performant pre-trained LLMs for our experiments: Llama [Touvron
et al., 2023a,b], Mistral [Jiang et al., 2023] and Mixtral [Jiang et al., 2024], Yi [01.AI, 2023] and
DeepSeek [Bi et al., 2024].

Terminology. We will use the strong LLMs like GPT-4 in three different roles: as a teacher where
the LLM generates a target completion for an instruction, as a critic where the LLM gives feedback
on which completion it prefers for a given instruction, and similarly as an evaluator where it labels
the preferred completion on a held out set of instructions.
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Figure 2: SFT can perform comparably or better than LAIF across various model sizes and
classes. The same set of prompts are used for all three settings and for each model, and the oracle
LLM either generates a completion (for SFT) or a preference label on two completions (for LAIF).
For LAIF, SFT is an important precursor, so we SFT on 10% of the total prompts, and LAIF is done
on the remaining 90%. For the other settings, the full set of prompts are used for SFT. While LAIF
improves the performance compared to SFT on the default ShareGPT completions, SFT on GPT-4
completions consistently matches or outperforms LAIF.

Setup. When fine-tuning these pre-trained models with SFT, we consider the default target distribution
in ShareGPT, which is sampled from GPT-3.5 as the teacher. We also generate completions from GPT-
4 (gpt-4-0314) and Claude (claude-v1) for the same set of instructions For LAIF, we consider the
following pipeline:

1. Split the training prompts for SFT and LAIF. Fine-tune the base model on completions from
teacher Mteacher to minimize LSFT.

2. For prompts in the AIF split, create a dataset by sampling two completions for every prompt
and label the preferred completion using Mcritic to create Dp.

3. Fine-tune the instruction-tuned model using LDPO.

Prompt split for SFT and AIF. For a controlled study comparing AIF and SFT, one would ideally
compare the performance of a base LLM fine-tuned to minimize LDPO on a preference dataset
Dp containing all prompts, to that of a base LLM fine-tuned to minimize LSFT on all prompts.
However, prior works have found instruction-tuning to be a necessary precursor for successful RL
fine-tuning [Ouyang et al., 2022, Touvron et al., 2023b, Rafailov et al., 2023, Tunstall et al., 2023],
which motivates the inclusion of first step in the pipeline. However, we still want to predominantly
evaluate the effectiveness of AIF, therefore we want to use majority of the prompts for AIF. We
observe in Figure 6 that when we evaluate the SFT-only instruction following performance of
Llama7B as instruction prompts are scaled, performance improves rapidly as instruction-tuning data
is increased initially, but the improvement is minimal as the SFT data is further increased. This also
corroborates observations in prior work [Zhou et al., 2023, Touvron et al., 2023b]. Therefore, we use
10% of the available prompts for the SFT stage and the rest of them to generate the AIF dataset. This
provides a strong initialization for LAIF while still leaving a large disjoint set of prompts to use for
training on AI feedback.

Response Pairs for AI Feedback. To sample response pairs for AI feedback, we construct preference
pairs by using one completion from Mteacher and one completion from πSFT. In a typical RL
pipeline, the preference dataset is generated by sampling two completions from πSFT for every prompt.
However, we find that using the completions from Mteacher as one of the inputs in the preference
pair results in better performing models. Thus, we evaluate LAIF in the most favorable possible
circumstances by using this scheme to construct preference pairs.
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Evaluation protocol. We evaluate all the instruction-tuned models using AlpacaEval [Li et al.,
2023], where an evaluator model Meval compares the outputs of the current model with the outputs
of instruction-tuned GPT-3 (text-davinci-003), and these preference labels are averaged over 805
instructions to give a win rate for the model. This evaluation protocol essentially compares how well
a given model adheres to the preferences of Meval. The evaluation questions in AlpacaEval have
no overlap with our training prompts from ShareGPT. To minimize discrepancy between the critic
preferences and evaluation preferences, we will use the same model for both, that is Meval = Mcritic,
reducing concerns about overoptimization [Gao et al., 2022]. Further, we also use the same prompt
template for labeling training preferences and computing evaluation win rates. For all the experiments,
we restrict Mcritic to be GPT-4 or Claude, and the prompt template for them is shown in Appendix B.

Further details about dataset construction, hyperparameters for SFT and DPO can be found in
Appendix A. We use DPO for all the experiments in this section for its computational simplicity and
effectiveness, but we also provide additional PPO based experiments in Appendix D.

4.2 Fine-tuning under Different Target Distributions

Figure 3: We make a similar observation that SFT
performs comparably to LAIF when Claude as is
used as an oracle. LAIF with AI feedback from does
not significantly outperform SFT on Claude comple-
tions, and the performance improvement from LAIF is
explained by the use of a weaker SFT target distribution
(GPT-3.5). The results for effectiveness of SFT may
apply more generally to strong LLMs beyond GPT-4.

Comparing ShareGPT SFT and LAIF. First,
we compare fine-tuning various base LLMs
with SFT on the default target completions in
ShareGPT, i.e, Mteacher = GPT-3.5. We use
Mcritic = GPT-4 in Figure 2 and Mcritic =
Claude in Figure 3 for AI feedback. We find that
LAIF can substantially improve instruction fol-
lowing performance over instruction-tuning on
GPT-3.5 across all base models. For both GPT-4
and Claude feedback, we find that instruction-
following performance can improve by over
10% in absolute win rate. The only exception
is the LAIF with GPT-4 feedback for Llama
7B where the improvement is far more modest;
we investigate this outlier later in greater depth.
Using completions from Mcritic for SFT.
While LAIF provides substantial improvement
over SFT, there is an important discrepancy: The
default SFT samples in ShareGPT are from a rel-
atively weaker model, while the AI feedback is collected from the stronger model Mcritic (GPT-4
or Claude). What if we use the stronger LLM Mcritic as a teacher? We evaluate LLMs fine-tuned
with SFT on GPT-4 completions in Figure 2 and on Claude completions in Figure 3, and we find that
these SFT models consistently outperform or match LAIF for all base models. This strongly suggests
the performance of SFT models was limited by the quality of the instruction-tuning data; accounting
for the SFT distribution is important when evaluating models using AI feedback.

Figure 4: SFT on strong distribution minimizes any
improvements from LAIF. We consider LAIF starting
with GPT-4 completions as the target distribution for
SFT in the first step, and also to generate preference la-
bels for RL. We find surprisingly minimal improvements
in performance when compared to SFT on completions
sampled from GPT-4 for all prompts. This experiment
suggests that SFT on the target completions from the
strong critic can minimize any further gains from LAIF.

We note that this phenomenon is not self-evident
apriori. One would expect that a model trained
with an explicitly preference-based objective,
in the favorable setting where the same ranking
model is used both as critic and evaluator, would
perform better on the fundamentally preference-
based AlpacaEval evaluation. Instead, we find
that a model trained on SFT, where the objective
is less congruent with the evaluation, performs
comparably or better. We offer possible expla-
nations to this in Section 5.

What if we use completions from Mcritic in
LAIF too? A natural question to ask is how
does LAIF performs when we use completions
from Mcritic during the SFT step of LAIF (ie
Step 1). In this experiment, the completions
from Mcritic on 10% of the prompts are used to
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train the SFT model πSFT, and pairs of Mcritic and πSFT completions are used for the rest of the
prompts to form the AI feedback data. These preference pairs are labeled by the same Mcritic. While
the SFT on 10% Moracle completions is substantially better than before, we find that benefits of the
complete LAIF pipeline are dramatically diminished, providing little to no benefit over SFT
alone, when Mcritic is used as teacher too. This finding holds when using either GPT-4 in Figure 4
and Claude in Figure 7 as the teacher/critic and for various base LLMs.

The results in this section suggest the following hypothesis: AI feedback is effective when there is a
discrepancy between the SFT distribution and the evaluator, that is, Mteacher is worse than Mcritic.
This is implied by the observation that LAIF pipeline, with SFT targets generated by Mcritic, performs
similarly or worse than simple SFT with Mcritic as the teacher too. But, the same LAIF pipeline
substantially improves the model when Mteacher is worse than Mcritic (i.e., GPT-3.5 as the teacher
and GPT-4 as the critic).

5 Possible Mechanistic Explanations for the Ineffectiveness of LAIF

The experiments in Section 4 suggest a surprising result that SFT on the right target distribution can
match or even outperform LAIF, especially when one considers that the preferences used during
training and evaluation are generated by the same model and using the same prompting template. The
LAIF objective of maximizing the (implicit) reward implied by the training preferences is closely
aligned with the evaluation objective of generating the preferred completion. Why then would a
model fine-tuned to maximize the log-likelihood on potentially suboptimal completions outperform
LAIF on this evaluation? Note, even the completions sampled directly from Mcritic are not necessarily
optimal for the reward function implied by the evaluator, and optimizing LSFT on a finite dataset does
not guarantee the recovery of the optimal policy [Ross et al., 2011]. In this section, we consider some
empirically motivated hypotheses for why LAIF might be ineffective compared to SFT in our current
experiments.

Current base LLMs are insufficiently responsive to AI feedback. Most base LLMs improve
substantially from GPT-4 feedback when instruction-tuned on GPT-3.5 completions in ShareGPT in
Figure 1, except for Llama models. Particularly for Llama 7B, where the absolute performance is
also low, LAIF seems to be relatively ineffective at improving performance (see both Figure 1 and
Figure 4). There are two possible reasons: either the preference dataset generated by Llama 7B (after
SFT) is not informative enough to learn from, or the base model has limited ability to improve from
RL fine-tuning. We consider the following experiment to resolve this: We fine-tune the Llama 7B
SFT model with DPO on the preference dataset generated from samples from Mistral 7B, fine-tuned
with SFT on GPT-3.5. Similarly, we fine-tune Mistral 7B with SFT on the preference dataset using
samples from Llama 7B. Surprisingly, we find in Table 1 that performance after swapping preference
datasets is close to the original performance of the models. That is, Mistral 7B performs nearly as
well training on preferences generated by Llama 7B as it would training on its own preferences.

Preference Distribution Dp

Llama 7B Mistral 7B

Base
LLM

Llama 7B 45.0 (1.76) 47.6 (1.76)
Mistral 7B 68.5 (1.64) 71.1 (1.60)

Table 1: LAIF with preference data responses sampled
from a different model than the base model being fine-
tuned. We find that the final performance after fine-
tuning is affected more by the choice of the base LLM,
as Mistral 7B reaches a similar performance when fine-
tuning on preferences over Llama 7B responses, whereas
Llama7B does not improve significantly when trained
on preferences over responses generated by Mistral 7B.

This suggests that the performance of a model
when learning from preferences may be tied to
the base LLM itself, rather than exclusively the
exploration performed during the sampling of
the preference data responses. DPO fine-tunes
a LLM by a solving a classification problem,
where the model learns to discern preferred com-
pletions from dispreferred completions based on
preference labels. Improvements in instruction-
following performance when solving this clas-
sification performance may be tied to the under-
lying representation space of the models. Based
on the fact that LAIF on Llama 7B does not im-
prove substantially over SFT on GPT-3.5 responses alone, a possible hypothesis is that all the current
base LLMs may provide limited improvements over GPT-4 SFT because the representation space
does not improve further for instruction-following by improving the RLHF objective, even though
the preference data with right base LLM can lead to more performant instruction-following model
than SFT.

7



Completions sampled from SFT models are substantially poorer than completions sampled from
Moracle. Oracle models like GPT-4 and Claude are high-quality instruction-following LLMs; thus,
the completions generated by these LLMs would be higher-quality than the completions generated
by SFT models considered in our experiments. Assuming that Mcritic completions rank sufficiently
higher than πSFT completions according to Meval’s ranking over all possible responses, would it
better be to imitate the completions from Mcritic or improve the LLM via via LAIF?

Consider an illustrative bandit problem in Figure 5 with a discrete action space of size 100, where the
model completions from a strong teacher distribution completions (hyphenated black) rank around the
80th percentile under some ‘true’ reward function (light dashed line), whereas the model completions
from a weak student πs (hyphenated blue) rank around the 40th percentile. The SFT policy (red) is
learned by minimizing LSFT on 500,000 actions sampled from the teacher distribution. For LAIF
(yellow), we sample 500,000 pairs of completions and label preferences on each pair of completions
using the true reward. We fit a reward function by minimizing LBT and compute the optimal LAIF
policy analytically as πrϕ(a) ∝ πs(a) exp(rϕ(a)/β), where rϕ(·) is the learned reward function
(light solid line), πs denotes the initial student distribution, and the temperature β = 0.1. We find
that while the SFT policy has a higher variance than the LAIF policy, it has a higher expected reward
by simply imitating the actions sampled from the teacher. On the other hand, we observe that while
LAIF policy improves the student policy, it is still substantially suboptimal.
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Figure 5: Fine-tuning a weak student with LAIF
underperforms relative to SFT on a strong teacher in
a synthetic bandit problem with 100 possible actions. We
assume the completions from the teacher (black) rank
relatively highly (centered around 80th percentile). The
improvements in LAIF (yellow) are limited because the
actions sampled for labeling preferences are tied to the
initial student distribution (blue). In this scenario, where
the teacher distribution is sufficiently stronger than the
student distribution, simple SFT on the teacher’s samples
(red) may be more effective than LAIF on samples from
a weak student. The actions are sorted by their true
reward, which is used to generate a teacher labeled
preference dataset over samples from the student.

We make several observations about this result.
First, the student fails to outperform the teacher
due to inadequate exploration; the preference
dataset simply does not contain any high-quality
responses to reinforce. Therefore, even though
the teacher policy is suboptimal under the eval-
uation reward, imitating the teacher still out-
performs LAIF with preferences annotated by
Mcritic. Finally, while theoretically one could
improve the LAIF policy further by setting a
lower β, in practice, we are limited by the im-
perfect learned reward which can be exploited
as the temperature is decreased.

However, this experiment also suggests that
LAIF may be able to learn a policy that improves
over the SFT policy if the samples from the stu-
dent policy include actions above the 80th per-
centile. Further, with the small temperature val-
ues used in practice (e.g., Rafailov et al. [2023]),
the LAIF policy may have much lower variance
than policies trained with SFT. Nonetheless, if
the mode is located around high reward comple-
tions, the LAIF policy can have higher expected
return. In contrast, the SFT policy may end up
with higher variance by virtue of minimizing an
imitation loss and thus lower expected reward.3

6 Going Forward

In light of our results, we suggest several points of consideration for future implementations of LAIF.

Improve Datasets for Instruction-Tuning. In Section 4.2, we showed how the performance gains
of LAIF over the SFT might be partially attributed to mismatch between the evaluator (Mcritic)
and the model used to collect the SFT data (Mteacher). Just like ShareGPT [Chiang et al., 2023],
numerous other AI-generated instruction-tuning SFT datasets such as Alpaca [Taori et al., 2023],
Self-Instruct [Wang et al., 2022], UltraChat [Ding et al., 2023] are collected using relatively weaker

3However, the relationship between policy variance and quality depends on whether evaluation is performed
by expected reward (for which a single very bad response can ‘spoil’ an otherwise strong model) or win rates
(for which the contribution of a single very bad response to overall model scoring is limited).

8



GPT-3.5 models. It is important to consider and account for the instruction-tuning distribution when
studying RLHF and LAIF, as our experiments show that it can drastically change the conclusions.
The next generation of distilled models can also benefit from improved instruction-tuning datasets
sampled from more recent and performant LLMs. Further, versioning and continual updating of these
datasets will reduce drift in quality between SFT and AI feedback datasets. Some recent datasets are
collecting better instruction-tuning datasets, such as the GPT4-LLM dataset Peng et al. [2023], also
demonstrating better instruction-tuned models. More such datasets would not only result in stronger
SFT fine-tuned models but would also help the community study the new and existing AI feedback
mechanisms, which often rely on state-of-the-art models as evaluators, in a fairer setting.

Implications for RLHF. As motivated in the introduction and shown by our experiments, using
LLMs for generating completions or providing feedback in the RLHF pipeline introduces new
considerations for data collection and algorithms to use for optimization, specifically that SFT on
the right target distribution can be much more performant. While one may be tempted to conclude
that SFT may suffice in case of human completions and human feedback, the performance gains of
RLHF over SFT are well documented Ouyang et al. [2022], Bai et al. [2022], Rafailov et al. [2023].
We postulate that this dichotomy is due to how data collection works for RLHF and LAIF. In RLHF,
the completions for the SFT stage are collected by humans, whereas most LAIF instruction tuning
SFT datasets use LLMs for completion generation.4 Humans, when asked to generate completions,
may not be sufficiently incentivized to generate high-quality completions for instructions, especially
when collecting data at scale. For example, writing detailed and insightful answers for every question
may be a demanding task, and humans may also not be sufficiently informed to write such answers.
However, humans may implicitly prefer longer detailed answers [Singhal et al., 2023], and thus, when
giving feedback on completions for RLHF, may encourage such behavior. This discrepancy between
the quality of human completions and what humans prefer may explain the effectiveness of RLHF
over SFT.

Additionally, in terms of data collection efficiency for human feedback, it is easier for humans to
generate preference labels as opposed to generating completions. However, in the case AI feedback,
the computational cost of collecting preferences may be higher than generating completions as
the length of the context for collecting preferences is usually considerably longer than total length
(context and generation) of the output while collecting completions.

Is AI Feedback Simply Ineffective? In this paper, our limited claim is that adapting preference-based
learning from the RLHF framework by replacing humans with AI might lead to sub-optimal outcomes
from the perspectives of both downstream performance and cost-effectiveness. Our experiments
suggest that the performance gains of LAIF depend upon several factors that can impact final
performance in non-obvious ways, such as the base pre-trained model size and class, the SFT data
distribution, and the quality of the exploration performed in the generated responses in the preference
data. Nonetheless, our discussion in Section 5 suggests that if (1) preference datasets contain
adequate exploration and (2) AI feedback provides high-quality preference labels, learning from AI
feedback may be a promising and scalable approach to training capable instruction-following models.
Moreover, alignment can have broader goals than improving instruction following abilities [Ouyang
et al., 2022, Bai et al., 2022], in which case AI feedback can be leveraged for inducing safe and
desirable behavior in a cheap and automated fashion.

7 Conclusion
In this paper, we critically evaluate the current prevalent paradigm of LAIF, which replaces humans
with strong LLM annotators for labeling feedback. We observe in our experiments that current gains
observed by open-source LAIF models might be an artifact of the capability mismatch between the
models generating SFT data and the AI feedback, and effectiveness of LAIF for strong-instruction
following LLMs may be overestimated. We also showed that LAIF gains do not translate univer-
sally across models, evaluators, and oracle models. We our analysis is limited, we provide some
mechanistic insight into this behavior via a simplified bandit setting. Finally, we provide some
practical suggestions and discuss the implications of these results for future LAIF and RLHF research.
Concretely, we recommend periodic versioning and regular updates to AI-generated instruction fine-
tuning datasets with the release of more powerful language models. More design and investigation is
needed to extract the best possible performance from LAIF methods.

4There are some exceptions to this such as the OpenAssistant Conversations Dataset Köpf et al. [2023].
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A Detailed Experimental Setup and Hyperparameters

A.1 Data Processing

We use ShareGPT [Chiang et al., 2023] for all our experiments. We filter the prompt to only
single-turn conversations, which gives us about 46,000 (instruction, completion) pairs, where the
completions are sampled from GPT-3.5. To preprocess the dataset, we use truncate every prompt
to a maximum of 256 tokens, and truncate the completion such that the total length of the prompt
and completion combined does not exceed 512 tokens. We use the following template for all our
instruction-tuning experiments:

\n\nHuman: {instruction}\n\nAssistant: {completion}<eos>

A.2 Training Settings and Hyperparameters

For SFT runs, we train the models on 9 epochs and evaluate every 3 epochs. From here, we select
the best checkpoint to report. We use a batch size of 8 and conduct a hyperparameter sweep for
learning rate across {1e–7, 5e–7, 1e–6}. We found some models to converge faster than others. For
instance, for the Mistral-7B and Mixtral-8x7B models, converged within 3 epochs, so we conducted
our hyperparameter sweep over 3 epochs and evaluated the model every epoch.

For DPO, we select the best SFT checkpoint and train on top of it. We do DPO training for 3 epochs
and evaluate every epoch. Learning rate for DPO runs is fixed at 5e–7 and beta at 0.05 for all models.
We have also released the code and datasets for reproducing the experiments. Training was done on
A100 80GB instances and took around 1 hour per epoch for a 7B model when trained on 100% of the
training examples.

B Preference Labeling and Evaluation Prompt Templates

Prompt template used by GPT-4 in AlpacaEval [Li et al., 2023]:

<|im_start|>system
You are a helpful instruction-following assistant.
<|im_end|>
<|im_start|>user
Select the output (a) or (b) that best matches the given instruction. \
Choose your preferred output, which can be subjective. Your answer should \
ONLY contain: Output (a) or Output (b). Here’s an example:

# Example:
## Instruction:
Give a description of the following job: "ophthalmologist"

## Output (a):
An ophthalmologist is a medical doctor who specializes in the diagnosis \
and treatment of eye diseases and conditions.

## Output (b):
An ophthalmologist is a medical doctor who pokes and prods at your eyes \
while asking you to read letters from a chart.

## Which is best, Output (a) or Output (b)?
Output (a)

Here the answer is Output (a) because it provides a comprehensive and \
accurate description of the job of an ophthalmologist. In contrast, \
output (b) is more of a joke.

# Task:
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Now is the real task, do not explain your answer, just say Output (a) \
or Output (b).

## Instruction:
{instruction}

## Output (a):
{output_1}

## Output (b):
{output_2}

## Which is best, Output (a) or Output (b)?
<|im_end|>

Prompt template for Claude:

Human: Select the output (a) or (b) that best matches the given instruction. \
Choose your preferred output, which can be subjective. Your answer should \
ONLY contain: Output (a) or Output (b). Here’s an example:

# Example:
## Instruction:
Give a description of the following job: "ophthalmologist"

## Output (a):
An ophthalmologist is a medical doctor who specializes in the diagnosis \
and treatment of eye diseases and conditions.

## Output (b):
An ophthalmologist is a medical doctor who pokes and prods at your eyes \
while asking you to read letters from a chart.

## Which is best, Output (a) or Output (b)?
Output (a)

Here the answer is Output (a) because it provides a comprehensive and accurate \
description of the job of an ophthalmologist. In contrast, output (b) is more \
of a joke. Now is the real task, remember to only include Output (a) or Output (b) \
in your answer, not the explanation.

# Task:
Now is the real task, do not explain your answer, just say Output (a) or Output (b).

## Instruction:
{instruction}

## Output (a):
{output_1}

## Output (b):
{output_2}

## Which is best, Output (a) or Output (b)?

Assistant:
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Figure 6: The performance improvements from increasing the number of training points SFT on
100% of the training prompts yields minimal improvements over SFT on 10% of the training prompts.
Hence, for our LAIF setting, we first perform SFT on only 10% of the training examples, and we use
the remaining for LAIF.

C Additional Results

In Figure 4, we evaluate the performance of various models when both completions and AI feedback
is generated by GPT-4. We conduct a similar experiment with Claude in Figure 7, where the a Llama
7B is trained is fine-tuned with SFT on 10% of the prompts, followed by LAIF on 90% of the prompts
with AI feedback from Claude. We find that a model instruction-tuned using LAIF underperforms a
model fine-tuned using SFT on Claude completions on all prompts, replicating the observation in a
similar setup with GPT-4.

Figure 7: SFT on strong distribution minimizes any improvements from LAIF. We consider LAIF starting
with Claude completions as the target distribution for SFT in the first step, and also to generate preference labels
for RL. We find SFT on Claude completions for all prompts (SFT 100%) outperforms LAIF, where we observe
no improvement from LAIF. This experiment suggests that SFT with the right target distribution can potentially
minimize any further gains from LAIF, even when starting with SFT on completions from the oracle model.

D PPO-based RLAIF Experiments

In this section, we present attempt to verify if our findings also hold in the RLAIF setting, i.e., where
the policy is trained using an online reinforcement learning algorithm such as PPO, rather than an
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offline equivalent such as DPO. The standard RLAIF pipeline has three stages: 1.) SFT fine-tuning,
2.) reward training, and 3.) PPO fine-tuning. Following the same protocol as Bai et al. [2022] and ?,
we adapt the standard RLHF pipeline [Christiano et al., 2017] for AIF, by replacing humans with a
strong AI model, both as a teacher for SFT fine-tuning data collection and as a critic for preference
collection for reward modeling. Next, we discuss our experimental setup in detail.

Experimental Setup

Data: Similar to our DPO-AIF experiments, we use the 10% prompts and completions from the
ShareGPT [Chiang et al., 2023] for SFT fine-tuning, and the remaining 90% of the prompts for
reward modeling and PPO fine-tuning. We use the same prompts for reward modeling and PPO
fine-tuning to negate the concerns about reward overoptimization [Gao et al., 2022].

To preprocess the dataset, we use truncate every prompt to a maximum of 256 tokens, and truncate
the completion such that the total length of the prompt and completion combined does not exceed
512 tokens. We use the following template for all all three stages of the PPO training.

\n\nHuman: {instruction}\n\nAssistant: {completion}<eos>

We limit the generations during preference data collection and the PPO training to a maximum of 512
tokens, including the prompt.

SFT Fine-tuning: We start with a pre-trained Mistral [Jiang et al., 2023] model, and fine-tune it
using the single-turn instructions from the ShareGPT data [Chiang et al., 2023]. We use the same
SFT checkpoints for DPO and LAIF experiments to ensure fair comparison.

Reward Modeling: For reward modeling, we use the same response pairs that were used for DPO
training, i.e., we sample one completion in the pair from Mteacher and the other from πSFT, i.e., the
pair contains one completion each sampled from GPT-3.5 and from the SFT fine-tuned Mistral model.
We use GPT-4 as the critic for preference data collection. We hold the last 512 preference data
instances for as the validation set and use the remaining preferences for training the reward model.
We trained the reward model using the Adam optimizer with the default hyper parameters, the global
batch size of 8, and tried the following learning rates: {1e-4, 5e-5, 1.41e-5, 5e-6}, and trained for 5
epochs. We selected the checkpoint with the best validation accuracy. Our best reward model was
trained with 5e-5 learning rate and had a validation accuracy of 84.18%. Figure 8 shows the reward
modeling evaluation accuracy across steps for different learning rates.

Figure 8: The highest point for each LR curve is highlighted. Our best reward model is the model trained with
lr=5e-5, which reaches an accuracy of 84.18%.

PPO Fine-Tuning: We use the same prompts and split from the reward modeling stage for PPO
fine-tuning. The prompts are truncated to a maximum length of 256, and limit the total sequence
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length to 512. We use the last 512 prompts for validation. We trained our model with the Adam
optimizer with the default hyper parameters, and used the adaptive KL controller from Ouyang
et al. [2022] . We did the hyper parameter search on two dimensions, the initial KL coefficient
(init_kl_coef), and the learning rate (lr), and used the reward model score for the checkpoint selection.

We use LoRA for PPO fine-tuning to fit our computational constraints. We used the following
hyperparameters: r = 16, α = 32, and a dropout of 0.05. Figure 9 and Figure 10 show the training
and validation reward score evolution during the course of the training. We find that the reward score
improves over the baseline SFT model for almost all hyperparameter combinations. We select the
checkpoint with the best validation reward score for the downstream AlpacaEval evaluation.

Figure 9: Train reward over PPO iterations.

Figure 10: Validation reward over PPO iterations.
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init_kl_coef lr AlpacaEval Delta
1 1.00E-06 -0.9
1 5.00E-07 2.307

0.1 5.00E-07 1.767
0.1 1.00E-07 2.506
1 5.00E-06 3.361

Table 2: AlpacaEval score delta between the SFT and the best checkpoint according to the validation
reward score for various configurations tested.

Results. Table 2 shows the improvement in the AlpacaEval win rate over the SFT checkpoint when
fine-tuning using PPO. In our experiments, we observe that the PPO-AIF gives at most 3.36% points
improvement over the SFT model. PPO-AIF yields considerably less than the improvement (3.361
points) when compared to DPO-AIF (14.43 points), though we expect that this may be an artifact
of our limited computational budget. However, this is substantially less (≈ 20 points) than what
we achieve by just doing SFT with a data from a strong teacher such as GPT-4. Hence, the our
observation that doing SFT with a stronger teacher (GPT-4) often yields better performance than
doing AIF with a stronger critic (GPT-4) on a weaker SFT model (GPT-3.5 SFT), stands in the case
of PPO-AIF.
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NeurIPS Paper Checklist

1. Claims
Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?
Answer: [Yes]
Justification: Section 4 backs our claims with experiments.
Guidelines:

• The answer NA means that the abstract and introduction do not include the claims
made in the paper.

• The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

• The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

• It is fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?
Answer: [Yes]
Justification: We provide some discussion in Section 7.
Guidelines:

• The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

• The authors are encouraged to create a separate "Limitations" section in their paper.
• The paper should point out any strong assumptions and how robust the results are to

violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

• The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

• The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

• The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

• If applicable, the authors should discuss possible limitations of their approach to
address problems of privacy and fairness.

• While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory Assumptions and Proofs
Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?
Answer: [NA]
Justification: No theoretical results presented.
Guidelines:

• The answer NA means that the paper does not include theoretical results.
• All the theorems, formulas, and proofs in the paper should be numbered and cross-

referenced.
• All assumptions should be clearly stated or referenced in the statement of any theorems.
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• The proofs can either appear in the main paper or the supplemental material, but if
they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

• Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

• Theorems and Lemmas that the proof relies upon should be properly referenced.
4. Experimental Result Reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?
Answer: [Yes]
Justification: Section 4, Appendix A and we have provided an anonymized repository for
our code.
Guidelines:

• The answer NA means that the paper does not include experiments.
• If the paper includes experiments, a No answer to this question will not be perceived

well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.

• If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.

• Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

• While NeurIPS does not require releasing code, the conference does require all submis-
sions to provide some reasonable avenue for reproducibility, which may depend on the
nature of the contribution. For example
(a) If the contribution is primarily a new algorithm, the paper should make it clear how

to reproduce that algorithm.
(b) If the contribution is primarily a new model architecture, the paper should describe

the architecture clearly and fully.
(c) If the contribution is a new model (e.g., a large language model), then there should

either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code
Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?
Answer: [Yes]
Justification: We have shared all the code and data used in the anonymized code repository.
Guidelines:

• The answer NA means that paper does not include experiments requiring code.
• Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

• While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).
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• The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

• The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

• The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

• At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

• Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLs to data and code is permitted.

6. Experimental Setting/Details
Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?
Answer: [Yes]
Justification: Section 4 and Appendix A.
Guidelines:

• The answer NA means that the paper does not include experiments.
• The experimental setting should be presented in the core of the paper to a level of detail

that is necessary to appreciate the results and make sense of them.
• The full details can be provided either with the code, in appendix, or as supplemental

material.
7. Experiment Statistical Significance

Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?
Answer: [Yes]
Justification: We have tried our best to report error bars and statistical significance, but we
are limited by the computational cost of collecting teacher datasets repeatedly.
Guidelines:

• The answer NA means that the paper does not include experiments.
• The authors should answer "Yes" if the results are accompanied by error bars, confi-

dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.

• The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).

• The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

• The assumptions made should be given (e.g., Normally distributed errors).
• It should be clear whether the error bar is the standard deviation or the standard error

of the mean.
• It is OK to report 1-sigma error bars, but one should state it. The authors should

preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

• For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

• If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.

8. Experiments Compute Resources
Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?
Answer: [No]
Justification: We do not provide the resources for every experiment, but we have provided
the details of our computational resources in Appendix A.
Guidelines:
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• The answer NA means that the paper does not include experiments.
• The paper should indicate the type of compute workers CPU or GPU, internal cluster,

or cloud provider, including relevant memory and storage.
• The paper should provide the amount of compute required for each of the individual

experimental runs as well as estimate the total compute.
• The paper should disclose whether the full research project required more compute

than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

9. Code Of Ethics
Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?
Answer: [Yes]
Justification: [NA]
Guidelines:

• The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.
• If the authors answer No, they should explain the special circumstances that require a

deviation from the Code of Ethics.
• The authors should make sure to preserve anonymity (e.g., if there is a special consid-

eration due to laws or regulations in their jurisdiction).
10. Broader Impacts

Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?
Answer: [NA]
Justification: While large language models (LLMs) are an incredibly important tool with
substantial social implications, this paper provides a critical study of alignment with auto-
matic AI feedback, which does not introduce any additional social and ethical considerations
beyond those for LLMs.
Guidelines:

• The answer NA means that there is no societal impact of the work performed.
• If the authors answer NA or No, they should explain why their work has no societal

impact or why the paper does not address societal impact.
• Examples of negative societal impacts include potential malicious or unintended uses

(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.

• The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

• The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

• If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

11. Safeguards
Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?
Answer: [NA]
Justification: We do not release models. We modify publicly available instruction-tuning
and preference datasets that were already available.
Guidelines:

• The answer NA means that the paper poses no such risks.
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• Released models that have a high risk for misuse or dual-use should be released with
necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

• Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

• We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

12. Licenses for existing assets
Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?
Answer: [Yes]
Justification: We have cited relevant sources throughout the paper.
Guidelines:

• The answer NA means that the paper does not use existing assets.
• The authors should cite the original paper that produced the code package or dataset.
• The authors should state which version of the asset is used and, if possible, include a

URL.
• The name of the license (e.g., CC-BY 4.0) should be included for each asset.
• For scraped data from a particular source (e.g., website), the copyright and terms of

service of that source should be provided.
• If assets are released, the license, copyright information, and terms of use in the

package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.

• For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.

• If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.

13. New Assets
Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?
Answer: [Yes]
Justification: We provide a complete documentation in our repository alongside the paper.
Guidelines:

• The answer NA means that the paper does not release new assets.
• Researchers should communicate the details of the dataset/code/model as part of their

submissions via structured templates. This includes details about training, license,
limitations, etc.

• The paper should discuss whether and how consent was obtained from people whose
asset is used.

• At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.

14. Crowdsourcing and Research with Human Subjects
Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?
Answer: [NA]
Justification: Human subjects were not involved in any study.
Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

• Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.
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• According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

15. Institutional Review Board (IRB) Approvals or Equivalent for Research with Human
Subjects
Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?
Answer: [NA]
Justification: Human subjects were not involved in any experiment.
Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

• Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.

• We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

• For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.
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