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Abstract
A successful negotiation requires a range of ca-001
pabilities, including comprehension of the con-002
versation context, Theory-of-Mind (ToM) skills003
to infer the partner’s motives, strategic reason-004
ing, and effective communication, making it005
challenging for automated systems. Despite the006
remarkable performance of LLMs in various007
NLP tasks, there is no systematic evaluation of008
their capabilities in negotiation. Such an eval-009
uation is critical for advancing AI negotiation010
agents and negotiation research, ranging from011
designing dialogue systems to providing peda-012
gogical feedback and scaling up data collection013
practices. This work aims to systematically014
analyze the multifaceted capabilities of LLMs015
across diverse dialogue scenarios throughout016
the stages of a typical negotiation interaction.017
Our analysis highlights GPT-4’s superior per-018
formance in many tasks while identifying spe-019
cific challenges, such as making subjective as-020
sessments and generating contextually appro-021
priate, strategically advantageous responses.022

1 Introduction023

Large Language Models (LLMs), known for their024

impressive understanding and reasoning capabil-025

ities, are increasingly being utilized as AI nego-026

tiation agents (Fu et al., 2023). However, prior027

research on LLM-based negotiation agents lacks028

a systematic analysis and evaluation of the di-029

verse abilities required for effective negotiation (Fu030

et al., 2023; Gandhi et al., 2023; Abdelnabi et al.,031

2023). To develop more advanced AI negotiat-032

ing agents, it is crucial to assess the various ca-033

pabilities necessary for negotiation. Systematic034

evaluation of LLMs through diverse negotiation035

tasks can provide interpretable insights by break-036

ing down the complex negotiation process into sin-037

gle tasks. This approach significantly enhances038

the utility and value of LLMs for various purposes039

in negotiation dialogues (e.g., designing end-to-040

end (Lewis et al., 2017) and modular negotiation041
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Figure 1: Overview of the key capabilities (C1-C4)
required for a successful negotiation. We design tasks
aligned with these abilities to assess how LLMs can
advance different aspects of negotiation research. The
negotiation scenario is based on Chawla et al. (2021b).

dialogue systems (He et al., 2018), for providing 042

pedagogical feedback through ToM (Johnson et al., 043

2019), and for scaling up data collection practices 044

by automating the collection of utterance-level an- 045

notations (Yamaguchi et al., 2021)). 046

For a sophisticated evaluation of the multifaceted 047

capabilities of LLMs in negotiation, it is essential to 048

consider the core competencies required by agents 049

in a realistic yet challenging bilateral multi-issue 050

negotiation scenario (Fershtman, 1990), as illus- 051

trated in Figure1. Players begin with predefined 052

value preferences for certain issues (e.g., food, wa- 053

ter, firewood) and engage in dialogue to divide 054

all available items, aiming to maximize their to- 055

tal value. To succeed, a negotiation agent must 056

understand the negotiation context and outcome 057
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(C1), grasp the dialogue’s structure (e.g., intent)058

and semantics (e.g., linguistic strategies) (C2), in-059

fer the partner’s preferences through conversation060

(C3), and generate coherent, strategically apt re-061

sponses given negotiation context and conversation062

(C4). These challenges highlight negotiation as a063

rigorous AI research testbed.064

To this end, we propose a comprehensive frame-065

work that systematically analyzes state-of-the-art066

LLMs in negotiations across 35 tasks, considering067

the varied skills required by competent negotia-068

tion agents. Specifically, successful negotiation re-069

quires the Theory of Mind (ToM) (Frith and Frith,070

2005)—the ability to understand the opponent’s071

perspective—and the capacity to infer subjective072

aspects like affective states, beyond objective in-073

formation. Our framework encompasses a range074

of partner modeling and subjective tasks, defined075

along three crucial axes: 1) Objectivity (Objective076

vs. Subjective tasks), 2) Time Stage of the negoti-077

ation (Start, During, and End), and 3) Task Type078

(Comprehension, Annotation, Partner Modeling,079

and Generation), aligned with the core competen-080

cies necessary for successful negotiations (Figure081

1). All evaluation codes and data used are released082

at {Placeholder}. Our contributions are as follows:083

1. We design a novel methodology to evaluate084

the multifaceted capabilities of LLMs in nego-085

tiations. While our framework is specifically086

designed with the goal of supporting negotia-087

tion research, the resulting methodology also088

captures nuances common to other dialogue089

tasks (Section 2).090

2. We evaluate zero-shot out-of-the-box capabili-091

ties of LLMs on 35 tasks based on 4 dialogue092

datasets capturing diverse negotiation scenar-093

ios. Our overall trends show the superiority094

of GPT-4, finding that it often outperforms095

even the Flan-T5 baseline which is specifi-096

cally fine-tuned for the corresponding task097

(Section 4). Additionally, all models show098

poor correlations with human judgments on099

subjective assessments about the negotiation.100

3. Through an evaluation with expert human an-101

notators, we find that GPT-4 performs compa-102

rably to humans in response generation. We103

perform an error analysis, discussing the Co-104

herence and strategic failures that still persist105

in the compared LLMs (Section 4.4).106

4. We uncover intriguing results, finding the ef- 107

fectiveness of CoT and few-shot prompting. 108

Also, by evaluating LLMs’ prediction balance, 109

we confirm GPT-4’s superior robustness com- 110

pared to other models (Section 5). 111

2 Methodology 112

We evaluate the multifaceted capabilities of LLMs 113

in negotiations with a three-step framework (Fig- 114

ure 2): 1) Designing tasks from human-human 115

dialogue datasets, 2) Constructing task-specific 116

prompts, and 3) Evaluating and analyzing various 117

proprietary and open-source LLMs. 118

2.1 Datasets 119

Three key requirements guided our dataset selec- 120

tions: 1) Well-structured design with concrete 121

player preferences and outcomes, 2) Diversity in 122

task scenarios, and 3) Availability of metadata for 123

testing holistic LLM abilities. Based on these crite- 124

ria, we selected four datasets: CRA (DeVault et al., 125

2015), DND (Lewis et al., 2017), CA (Chawla et al., 126

2021b), and JI (Yamaguchi et al., 2021). Table 127

1 provides an overview of these datasets. Each 128

dataset captures a distinct scenario but is based on 129

the Multi-Issue Bargaining Task (MIBT) frame- 130

work (Fershtman, 1990), which involves bilateral 131

negotiations over fixed quantities of issues (Table 132

1). Players have predefined preferences (called val- 133

ues) for each issue, defining their priority order. 134

In MIBT, players engage in dialogue to divide 135

available items to maximize their total points, com- 136

puted by the inner product of preferences and ac- 137

quired items in the final deal. MIBT captures var- 138

ious real-world negotiations and has been widely 139

adopted in NLP, beyond NLP (Mell and Gratch, 140

2017; Acharya and Ortner, 2013; Lau et al., 2008), 141

and industry as well (e.g., iDecisionGames1). 142

Some datasets, like CA, report subjective metrics 143

such as satisfaction from the outcome and likeness 144

towards their partner. Others include utterance- 145

level dialogue act (e.g., CRA) and strategy (e.g., 146

CA) annotations. We use this metadata to design a 147

variety of tasks to evaluate LLMs. 148

2.2 Task Design 149

We build 35 tasks based on the aforementioned 150

datasets, guided by the principle that Every task 151

is designed from the perspective of an agent ne- 152

gotiating for itself. This is crucial as it governs 153

1https://idecisiongames.com/promo-home
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Figure 2: Our methodology for systematically evaluating LLMs in negotiation dialogues. Part A (top) describes the
pipeline for creating task-specific prompts from a negotiation dataset and evaluating various LLMs with them. Part
B (bottom) depicts the tasks categorized by Objectivity, Time Stage, and Task Type (Section 2.2).

Dataset Scenario Issues # of Dialogues

CRA Artifacts trading (Painting, Lamp, Album) 119
DND General items (Ball, Hat, Book) 6,251
CA Campsite Neighbors (Food, Water, Firewood) 1,030

JI Job Recruiter-Worker
(Salary, Day-off, Position,

Company, Workplace)
2,639

Table 1: The datasets used in our analysis. Depending
on the dataset and task, we sample and build test in-
stances per task (capped at 200) at either the utterance
level or the dialogue level for our evaluation. The train-
ing data is used for fine-tuning our baseline model.

the information used in the prompts (e.g., explicit154

partner preferences are not visible).155

To categorize these tasks systematically, we use156

three criteria: 1) Objectivity, 2) Time stage, and157

3) Task Type (Figure 2). While tailored for spe-158

cific negotiation scenarios, these criteria also apply159

to traditional task-oriented and open-domain dia-160

logues, making our evaluation framework broadly161

applicable. Detailed descriptions of each task are162

provided in Table 4 in the Appendix A.163

2.2.1 Objectivity164

Most tasks are objective, testing whether models165

can accurately answer questions about the objec-166

tive facts of a negotiation and are evaluated using167

standardized metrics. In contrast, a few tasks are168

subjective where there is no one correct answer.169

These include predicting outcome satisfaction and170

partner likability as reported by human players in 171

post-surveys. Subjective measures are crucial for 172

successful task outcomes, especially in repeated in- 173

teractions between stakeholders, as they affect user 174

perception of agents (Oliver et al., 1994; Mell et al., 175

2019; Chawla et al., 2021a). Therefore, we design 176

tasks to assess whether model predictions align 177

with human-reported outcomes by computing cor- 178

relations. Response generation is also considered 179

as a subjective task, evaluated through automatic 180

and human assessments. 181

2.2.2 Time Stage 182

A negotiation dialogue typically unfolds in three 183

stages: Start, During, and End. This distinction 184

impacts the information used in prompts, as an 185

agent can only access information available at each 186

stage from its own perspective. 187

At the start, before any dialogue occurs, the 188

agent knows only the basic information from the 189

negotiation context, including the scenario descrip- 190

tion, item counts, and priority values (Figure 2). 191

During the dialogue, the agent has access to the 192

partial historical conversation. At the end, tasks 193

use the entire dialogue within their prompts. 194

2.2.3 Task Type 195

Based on prior research, we categorize all subtasks 196

into four types (i.e., Comprehension (Twitchell 197

3



et al., 2013; Nouri et al., 2013), Annotation (Hed-198

daya et al., 2023), Generation (Lewis et al., 2017),199

and Partner modeling (Zhang et al., 2020; Chawla200

et al., 2022)), aligning with traditional higher-level201

modeling tasks.202

Comprehension: These tasks assess the model’s203

ability to understand the negotiation context and204

outcome, which is fundamental for any sensible205

negotiation agent (Cao et al., 2015). In the Start206

stage, tasks include identifying the total number207

of items, issue priorities, and maximum points the208

agent can gain. In the End stage, they evaluate the209

model’s understanding of the final outcomes, in-210

cluding the final deal details (Twitchell et al., 2013)211

and subjective measures of satisfaction and part-212

ner likability (Curhan et al., 2010). Proficiency in213

these tasks aids in automatically evaluating human-214

human or human-agent negotiations.215

Annotation: These tasks involve annotating ut-216

terances with their semantics and functions, such217

as dialogue acts (e.g., disagree, propose) and lin-218

guistic strategies (e.g., elicit-preference, self-need),219

as well as parsing incoming offers (Chawla et al.,220

2021b). Annotation is crucial for the Natural Lan-221

guage Understanding (NLU) module in a modular222

dialogue system, especially during the negotiation223

to understand the partner’s utterances and decide224

the agent’s next actions.225

Partner Modeling: This is vital during the nego-226

tiation for understanding the other party’s strategy227

and priorities, and adapting accordingly for favor-228

able outcomes. These tasks are closely related to229

evaluating the ToM ability of LLMs in inferring230

the mental states of the partner during negotiations.231

We focus on predicting the partner’s priorities and232

subjective assessments, such as satisfaction with233

an outcome and likability towards the other party.234

Generation: This task involves generating re-235

sponses based on context and dialogue history, in-236

cluding crafting offers and counteroffers, respond-237

ing to incoming offers, and other communicative238

elements that advance the negotiation. This is an239

essential requirement for a conversational agent240

and tests whether the models can reason through241

the current state and respond in a way that is both242

contextually appropriate and strategically advanta-243

geous.244

2.3 Building Task-specific Prompts245

To assess LLMs’ capabilities on our proposed tasks,246

we create task-specific prompts using a standard-247

ized template. As shown in Figure 2, the zero-shot248

prompt template includes five elements: 1) task 249

description, 2) issue counts and values, 3) dialogue 250

or utterance, 4) additional information, and 5) the 251

question. For each task, each element is filled with 252

relevant information from the dataset instance to 253

complete the task-specific prompt. The inclusion of 254

dialogue and utterances depends on the time stage 255

and task definition, while additional information 256

like dialogue acts and strategy types is included 257

only for annotation tasks. 258

For our analysis in Section 5, we also explore 259

alternative prompting strategies, such as few-shot 260

prompting and Chain-of-Thought (CoT) (Wei et al., 261

2023). Detailed task descriptions, including ques- 262

tions and applicable datasets, and prompt examples 263

are provided in Appendix A and B, respectively. 264

3 Experiment Design 265

Our primary goal is to analyze the effectiveness of 266

state-of-the-art LLMs for strategic negotiation in- 267

teractions. Here, we discuss the compared models 268

and evaluation metrics for the results presented in 269

Section 4 (overall zero-shot results) and Section 5 270

(task-specific analysis to gain further insights). 271

3.1 Baselines 272

We use the Majority-label voting model and a task- 273

wise fine-tuned Flan-T5 (base) (Chung et al., 2022) 274

as baselines. Flan-T5 was chosen for its strong 275

performance across various NLP tasks and its flex- 276

ibility in handling diverse input and output for- 277

mats. For fine-tuning, we use the AdamW opti- 278

mizer (Loshchilov and Hutter, 2019) with an initial 279

learning rate of 5e-5 and a linear scheduler. Mod- 280

els are trained for up to 5 epochs with a batch size 281

of 8, selecting the best-performing checkpoint for 282

evaluation. Detailed information about the train- 283

ing process, including data processing steps and 284

computational resources, is provided in Appendix 285

C. 286

3.2 LLMs for evaluation 287

We compare a variety of LLMs, top-performing on 288

popular leaderboards at the time of experimenta- 289

tion. Among proprietary models, we choose Ope- 290

nAI’s GPT-3.5-Turbo (OpenAI, 2022) and GPT- 291

4 (OpenAI, 2023). Among open-source LLMs, we 292

experiment with Mistral-7B (Jiang et al., 2023) and 293

Wizard-13B (Xu et al., 2023), along with Vicuna 294

13B and 33B variants (Chiang et al., 2023). 295
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Figure 3: Overall results for zero-shot evaluation of LLMs. F1: macro F1 over all labels, PCC: Pearson Correlation
Coefficient. Each bar shows the average result across all suitable tasks in the category. For example, as per (b),
GPT-4 gets 65.3% Accuracy on average for Comprehension tasks in End time stage. The tasks for these plots have
been carefully selected to ensure a fair comparison, with all models passing generation validity checks (i.e., without
null values across models), and details of validity check and full results are in Table 7 of Appendix A.

3.3 Evaluation Metrics296

The metrics used depend on the task type. For297

most tasks, primarily Comprehension and Partner298

modeling tasks, we rely on Accuracy. For annota-299

tion tasks, we use Macro-F1 to account for label300

imbalance. For subjective tasks measuring satis-301

faction and likeness scores, we use the Pearson302

Correlation Coefficient (PCC), along with Accu-303

racy. For response generation, we report automatic304

evaluation using BLEU and ROUGE, and human305

evaluation by five expert annotators using two sub-306

jective metrics on a scale of 1-5: Coherence (How307

appropriate is the response given the dialogue his-308

tory?) and Strategy (How strategic is the response309

given the agent context and the goal of maximizing310

performance?). The metrics used for the tasks are311

detailed in Table 7 in Appendix A.312

4 Results313

Figure 3 and Table 2 present the key overall trends314

for zero-shot evaluation. We provide the complete315

task-wise results in Appendix A and discuss the316

key findings below.317

4.1 Comprehension Tasks318

As shown in Figure 3a, GPT-4 outperforms all319

other models on Comprehension tasks in the Start320

stage, with an average accuracy of 81%. This is321

followed by GPT-3.5 and Mistral7B, both scoring 322

above 70%. However, these tasks primarily involve 323

questions about the explicitly provided negotiation 324

context, so a simple rule-based parser could achieve 325

100% accuracy, indicating significant room for im- 326

provement. 327

The End stage tasks are more challenging, re- 328

quiring models to comprehend the dialogue, reason 329

to extract the agreed deal, and compute the answer. 330

As shown in Figure 3b, most models fail to perform 331

well, only marginally better than the trivial Ma- 332

jority baseline. GPT-4 still demonstrates superior 333

performance, surpassing Flan-T5. In comparison, 334

since all evaluated instances end in an unambigu- 335

ous final deal, an expert human can achieve nearly 336

perfect scores on these tasks. 337

For subjective tasks, we analyze if the LLMs’ 338

self-assessments of outcome satisfaction and part- 339

ner likeness align with those reported by human 340

players. Figure 3c shows that all models perform 341

poorly in terms of Accuracy and PCC. Although 342

GPT-4 exhibited relatively better performance, it 343

sometimes misclassified deal satisfaction in a com- 344

pletely opposite way to humans (e.g., classifying 345

satisfied deals as dissatisfied, or vice versa) (Fig- 346

ure 4a). This inconsistency resulted in a moderate 347

correlation of only 0.3 between GPT-4’s satisfac- 348

tion ratings and human ratings. This leaves uncer- 349

5



tainties about the LLMs’ abilities to capture the350

psychological states of the human players in nego-351

tiations.352

4.2 Annotation Tasks353

Figure 3d shows that both GPT-3.5 and GPT-4 out-354

perform the fine-tuned Flan-T5 baseline on anno-355

tation tasks, achieving Macro-F1 scores of 62.4%356

and 52.5%, respectively. Task-wise results (Table357

7 in Appendix A) indicate that these trends are358

influenced by Flan-T5’s poor performance on the359

dur_dial_act_ji task. However, Flan-T5 performs360

better than GPT-4 on most tasks, highlighting room361

for improvement in zero-shot scenarios. Addition-362

ally, models struggle more with detecting negoti-363

ation strategies than dialogue acts, likely due to364

the subtlety of strategy expressions. These results365

are without few-shot examples or prior utterances,366

which we will explore further in Section 5.367

4.3 Partner Modeling Tasks368

Figure 3e presents the results for objective part-369

ner modeling tasks (inferring partner priorities)370

with the entire dialogue included in the prompt.371

GPT-4 achieves the best performance, demonstrat-372

ing strong out-of-the-box Theory of Mind (ToM)373

abilities, unlike smaller open-source variants that374

mostly perform similarly to the Majority baseline.375

In Section 5, we further analyze how model perfor-376

mance varies with the number of utterances seen377

by the model.378

For inferring the partner’s subjective assess-379

ments (Figure 3f), Flan-T5 achieves an accuracy380

of 50.5%, while GPT-4 scores the highest PCC at381

0.39, highlighting the generally poor performance382

of models in assessing subjective perceptions. The383

skewed distribution in the confusion matrix (Figure384

4b in the Appendix) shows GPT-4 frequently pre-385

dicts neutral or slight favorability in over 50% of386

cases where partners demonstrate strong likeness,387

suggesting that GPT-4 fails to capture the degree of388

positivity that humans display. Prior work suggests389

that including partner demographics, personality,390

and emotional expression in the dialogue can im-391

prove these predictions (Chawla et al., 2023a).392

4.4 Generation Tasks393

We report the results in Table 2. Flan-T5 beats other394

models on BLEU and ROUGE by a huge margin,395

probably due to dataset-specific fine-tuning. LLMs396

fail to follow the utterance style and structure in the397

dataset, even though asked to do so in the prompts,398

resulting in poor overlap with the reference (exam- 399

ples in Appendix E). This can be attributed to the 400

instruction-tuning step for training the LLMs. 401

A poor overlap with the reference does not di- 402

rectly imply that the response is invalid. We ad- 403

ditionally conducted an expert human evaluation 404

on a subset of 50 examples and confirmed a high 405

inter-rater agreement with an Intra-Class Correla- 406

tion Coefficient (ICC) (Koo and Li, 2016) of 0.82. 407

The human reference baseline performs the best 408

on both Coherence and Strategy for both datasets. 409

However, GPT-4 showed comparable Coherence 410

scores to humans, indicating it performs similarly 411

to humans. In Strategy, only the GPT-4 model ap- 412

proached human performance on the CA dataset, 413

but in all other cases, all models significantly under- 414

performed compared to human references. Further, 415

the models perform better on Coherence than Strat- 416

egy – generating a fluent and contextually appro- 417

priate response is easier than generating a strategic 418

response aligned with the task goals. This can be 419

attributed to the standard autoregressive training 420

followed for these LLMs. While the models learn 421

to output a plausible next utterance, they fail to 422

do so strategically – indicating task-specific tuning 423

might still be necessary for improving performance 424

in strategic social influence settings. Finally, the 425

models perform much worse on Strategy for CA 426

than DND, with the former involving a more com- 427

plex negotiation scenario and richer language use. 428

Although GPT-4’s performance is comparable 429

to humans in our tasks, it is insufficient for down- 430

stream applications in conversational AI and peda- 431

gogy. Prior work in negotiation agents (Lewis et al., 432

2017; He et al., 2018; Chawla et al., 2023c) relies 433

on a combination of supervised learning (learning 434

average behavior) and RL (explicit training for task- 435

specific rewards). Therefore, we perform an error 436

analysis and discuss key limitations to guide future 437

work. 438

Sophisticated Incoherent Generations: Handling 439

off-topic interaction remains challenging, and triv- 440

ial issues like repetition still persist. We also found 441

sophisticated coherence errors. For example, given 442

the dialogue history from DND, “...YOU: I can’t 443

accept that. how about I get the book and 1 hat, 444

and you can get the balls and 1 hat? THEM: I 445

can’t accept that deal... can I have one of each ?”, 446

Wizard13b replies: “YOU: I understand you want 447

one of each. How about I get the book and one 448

hat, and you get the balls and one hat? That way, 449

we both get something we want.”. Although the 450
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Model
DND CA

BLEU↑ Rouge-L↑ Coherence↑ Strategy↑ BLEU↑ Rouge-L↑ Coherence↑ Strategy↑

Human 4.5 4.39 4.14 3.38
Flan-T5 .167 .453 4.26∗ 4.18 .028 .165 3.21∗ 2.79∗

Mistral7b .010 .130 3.48∗ 2.96∗ .010 .130 2.99∗ 2.68∗

Wizard13b .032 .190 3.14∗ 3.01∗ .017 .135 3.08∗ 2.88∗

Vicuna13b .022 .172 3.48∗ 3.34∗ .015 .135 3.36∗ 2.92∗

Vicuna33b .038 .216 3.86∗ 3.74∗ .016 .147 3.96 3.06∗

GPT-3.5 .030 .200 3.8∗ 3.50∗ .025 .162 3.60∗ 3.01∗

GPT-4 .017 .178 4.47 4.04∗ .011 .149 4.05 3.24

Table 2: Results on response generation. BLEU and Rouge-L are computed on the full test set (200 instances).
Coherence and Strategy are based on a human evaluation of a random subset of 50 examples. ∗ means significantly
worse performance than the Human reference according to a Paired Bootstrap test.

output seems novel, it paraphrases YOU’s previous451

offer, which the partner already rejected. Ensuring452

coherence remains an open challenge for LLMs.453

Failure to Incorporate Strategic Cues: Gener-454

ating strategically sound responses is difficult for455

all models. The models often fail to cater to their456

own priorities and struggle to utilize the informa-457

tion shared by the user. In one case from CA, even458

though the partner says, “I am good at making459

fire and have a starter so I can give up all the460

wood.”, the models fail to use this information in461

their counter offers.462

Overly Agreeable Behavior: In general, the mod-463

els tend to show agreement even with unfair offers,464

indicating that they are open for exploitation. We465

tried varying the prompts to adjust the model behav-466

ior, but this proved to be challenging. In the future,467

we suggest augmenting LLMs with task-specific468

RL policies for enhanced strategic reasoning.469

5 Discussion470

We now analyze the impact of popular prompting471

strategies, focusing primarily on GPT-4, given its472

superior overall performance, and also evaluate473

prediction balance and robustness in LLMs.474

CoT Prompting: We focus on tasks requiring475

multi-hop arithmetic reasoning, such as calculating476

the maximum possible points and inferring actual477

total points in a negotiation. Using CoT with GPT-478

4 yields nearly 100% accuracy on 3 out of 4 tasks479

(Figure 6 in Appendix D), highlighting its effec-480

tiveness for LLMs in negotiation tasks. A sample481

CoT prompt is provided in Table 11 in Appendix.482

Using Prior Utterances for Annotation Tasks:483

We include two prior utterances as adding addi-484

tional contexts in prompts for annotation tasks.485

The results are mixed (Figure 5 in Appendix486

D)—performance improves in only one task and487

shows minor degradation in the other three. The 488

type of annotation labels and data collection 489

methodology likely influence these outcomes, and 490

irrelevant utterances might confuse the models. 491

Including prior utterances should be a domain- 492

specific choice based on validation performance. 493

Few-shot Prompting: In-Context Learning (ICL) 494

is a key ability of LLMs, enabling them to better 495

understand tasks and follow instructions (Wei et al., 496

2022). We examine whether adding two randomly 497

sampled examples to annotation tasks enhances 498

performance via ICL. Our findings show that ICL 499

improves performance on two out of four tasks, 500

indicating that few-shot examples can boost model 501

performance (Figure 5 in Appendix D). Selecting 502

optimal examples for ICL remains an active re- 503

search area, which could benefit tasks involving 504

strategic interactions. 505

Varying the number of seen utterances We ex- 506

plore two questions: 1) Do additional utterances 507

confuse the model about its own context provided 508

in the prompt? and 2) Does the model utilize addi- 509

tional utterances to infer the partner’s context? 510

The answer to both questions is ‘Yes’ (Figure 511

7 in Appendix D). When asked about its own 512

preferences, model performance degrades with 513

more utterances. However, performance improves 514

when inferring partner preferences with additional 515

utterances. This can be explained by recency 516

bias—models focus more on recent information, 517

improving partner modeling but diminishing com- 518

prehension of their own context given at the start. 519

5.1 Evaluating Prediction Balance and 520

Robustness in LLMs 521

We test LLMs’ ability to make balanced predic- 522

tions to assess model robustness. As shown in 523

Table 13 in the Appendix, GPT-4 performs best 524

7



in both easy and hard well-balanced priority tasks,525

with the smallest differences in accuracy and F1526

score, and near-zero KL-Divergence, indicating527

highly balanced predictions. In imbalanced tasks,528

although all models show decreased F1 scores rel-529

ative to accuracy, GPT-4 has the smallest decline530

and low KL-D, indicating relatively balanced pre-531

dictions compared to other models. Our results532

confirm GPT-4’s superior robustness compared to533

other LLMs, as its balanced predictions on unseen534

data demonstrate enhanced generalization ability.535

6 Related Work536

Negotiation Agents: Lewis et al. (2017) pioneered537

the development of end-to-end negotiation dialogue538

systems using self-play Reinforcement Learning539

(RL). Chawla et al. (2023c) enhanced this work540

by employing tougher user simulators and utility-541

based rewards. Other efforts focused on dialogue-542

act-based RL policies for modular agents, such543

as for buyer-seller negotiations (He et al., 2018).544

Fu et al. (2023) designed an LLM-based agent for545

balloon price negotiations via self-play and feed-546

back from a critic-LLM. Gandhi et al. (2023) used547

LLMs to improve strategic reasoning based on548

few-shot CoT prompting and demonstrations about549

states, values, and beliefs. Abdelnabi et al. (2023)550

focused on interactive multi-agent games, show-551

ing that agents can consistently reach successful552

deals through systematic zero-shot CoT prompting.553

While these studies employed LLMs for designing554

end-to-end agents, a systematic exploration of their555

diverse abilities is missing, inhibiting their use in556

negotiation-related use cases. Hence, we evaluate557

LLMs across various tasks to test their multifaceted558

abilities in negotiation interactions.559

Probing LLMs: Numerous recent efforts focus560

on probing LLMs’ abilities in a variety of do-561

mains (Brown et al., 2020; Kosinski, 2023; Ko-562

jima et al., 2023; Noever and McKee, 2023; Ziems563

et al., 2023). LLMs tend to struggle in planning and564

solving complex mathematical, logical, and reason-565

ing problems (Hao et al., 2023; Huang and Chang,566

2023). While they show promise in ToM tasks567

(Bubeck et al., 2023; Kosinski, 2023), Kosinski568

(2023) argue that their understanding is superficial,569

and Ullman (2023) provide evidence for their brit-570

tle performance. We contribute to this line of work571

by specifically probing LLMs in complex negotia-572

tion scenarios, covering a range of tasks from those573

requiring one-step reasoning to response generation574

that requires a blend of conversational understand- 575

ing, inference about the other party’s needs, and 576

reasoning for strategic decision-making. 577

7 Conclusion 578

We devise a methodology to systematically analyze 579

the multifaceted capabilities of LLMs in negotia- 580

tions. When evaluated out-of-the-box, GPT-4 out- 581

performs and is more robust than other LLMs but 582

still leaves room for improvement in most tasks. 583

CoT and few-shot prompting help improve perfor- 584

mance in several arithmetic reasoning and annota- 585

tion tasks. In contrast, smaller open-source models 586

struggle, performing comparably to the trivial Ma- 587

jority baseline for key Comprehension and Partner 588

Modeling tasks. 589

Based on our results, we conclude that LLMs 590

can indeed be helpful across a number of use cases 591

in negotiation research. This is not only limited 592

to designing dialogue systems but also includes 593

scaling up pedagogical and data collection prac- 594

tices. LLMs capable of partner modeling can help 595

to provide feedback to students who fail to elicit 596

and incorporate their partner’s preferences (John- 597

son et al., 2019). Our results on annotation tasks 598

indicate that LLMs can make the annotation pro- 599

cess efficient (albeit with a human in the loop), 600

aiding both linguistic strategy analysis and the de- 601

sign of modular dialogue systems. However, this is 602

primarily true for proprietary LLMs, emphasizing 603

the need to improve smaller open-source models. 604

We also find that extra information in the di- 605

alogue can confuse the models about their own 606

context, provided explicitly in the prompts. Future 607

work must develop ways to enable LLMs to handle 608

longer contexts better, focusing only on relevant 609

parts of the input. Our human evaluation shows 610

that all models struggle with generating strategi- 611

cally appropriate responses. Recent efforts in struc- 612

tured reasoning with LLMs can help mitigate this 613

issue (Zhou et al., 2024), as these approaches are 614

suited for strategic dialogue. Response genera- 615

tion can be broken down into subgoals, such as 616

sequentially performing comprehension, annota- 617

tion, and partner modeling before outputting the 618

final response. In the future, we plan to combine 619

LLMs with RL policies explored in prior negotia- 620

tion work (He et al., 2018) to control the strategy 621

or personality of the dialogue agent. 622
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8 Broader Impact and Ethical623

Considerations624

8.1 Datasets625

Our study used four publicly available negotiation626

datasets (i.e., CRA, DND, CA, and JI), which were627

thoroughly anonymized before their release by the628

respective authors. We conducted a meticulous re-629

view of the licensing details for each dataset to en-630

sure that our usage strictly adheres to their intended631

purposes and scope. We note that all datasets are in632

English, so it is unclear if the same findings extend633

to other languages or cultures. In fact, differences634

in how people negotiate across cultures have re-635

ceived significant attention in the literature (Luo,636

2008; Andersen et al., 2018), and thus, we encour-637

age future work to investigate LLM negotiation ca-638

pabilities in other languages as well. Our methodol-639

ogy for designing tasks and evaluation procedures640

is language-independent, and we hope that it can641

guide future efforts in this direction.642

8.2 LLMs643

We used LLMs strictly within the intended scope644

in accordance with the respective licensing details.645

Our approach is consistent with various other re-646

cent efforts that aim to evaluate the diverse capabil-647

ities of LLMs, ensuring that the use remains within648

ethical and operational guidelines.649

8.3 Human Evaluation650

We gathered expert human annotations to evaluate651

the responses generated by our compared models.652

The evaluation of negotiation dialogues requires653

domain knowledge and sophisticated assessment,654

hence it was conducted by five expert annotators,655

including the authors of this work who possess656

expertise in this field. General crowdsourcing was657

not ideal for this evaluation.658

8.4 AI for Social Influence Interactions659

Negotiation dialogues fall under the broader spec-660

trum of social influence tasks (Chawla et al.,661

2023b), which target achieving specific changes in662

behaviors or opinions through conversations (other663

example scenarios include online toxicity moder-664

ation, therapy, argumentation, etc.). Automated665

systems that can comprehend or participate in such666

interactions find broad applications in conversa-667

tional AI and pedagogy through the development668

of tools that can make everyday social interactions669

more effective and efficient.670

Ethical Recommendations: Naturally, as for any 671

human-facing technology, efforts in this area also 672

raise ethical concerns that must be properly ad- 673

dressed. This includes possibilities for manip- 674

ulation, potential misuse, bias, and discrimina- 675

tion (Lewicki et al., 2016). 676

We provide four key recommendations here: 1) 677

Maintaining transparency about the dataset and 678

model design processes, along with the known ca- 679

pabilities and misbehaviors of the developed sys- 680

tems, 2) Ensuring proper consent procedures, 3) 681

Continuous monitoring of the designed systems, 682

and 4) Using forums like the *ACL Workshop Se- 683

ries on Social Influence in Conversations (SICon)2 684

for a principled discussion on this topic. 685

9 Limitations 686

Task Design: The datasets used in our analysis are 687

based on a framework from the negotiation litera- 688

ture, referred to as the Multi-Issue Bargaining Task 689

or MIBT (Fershtman, 1990). MIBT has been a pop- 690

ular framework for defining negotiation scenarios, 691

both in academic and industrial settings. However, 692

being an abstraction of real-world negotiations, it 693

misses out on several real-world aspects, such as 694

when the player preferences change during the in- 695

teraction or when individual items can be broken 696

down into subparts for fractional division between 697

the players. We encourage future work to take up 698

these other complex scenarios as well. 699

Prompting Variations: We primarily evaluated 700

LLMs using zero-shot prompts to test out-of-the- 701

box capabilities. We explored CoT and few-shot 702

prompting for a subset of tasks to gain additional in- 703

sights. Although we designed the prompts based on 704

careful experimentation and consideration follow- 705

ing the best practices from prior work, we acknowl- 706

edge that other ways of prompting the models with 707

more sophisticated prompt engineering methods 708

could potentially lead to different results. This is 709

an active area of research. While our goal in this 710

work was to cover the breadth of capabilities based 711

on standard prompting techniques, we encourage 712

future work to investigate the impact of prompt 713

engineering in-depth, albeit on a smaller number 714

of tasks. 715

2https://sites.google.com/view/sicon-2023/
home
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A Details of Negotiation Tasks944

We present an overview and detailed task descrip-945

tions of all the designed tasks in Table 3 and Table 4.946

Table 5 summarizes the distribution of tasks across947

datasets and time stages. In some cases, a specific948

model failed to follow the provided instructions for949

a specific task and hence, failed to produce reliable950

results. Such tasks were entirely excluded (for all951

models) while computing the average bar plots in952

Figure 3 for a fair comparison. Table 6 presents the953

final list of selected tasks used for computing these954

plots. Finally, we report the task-wise results for955

all models in Table 7 for completeness.956

B Prompting957

The precise versions used for GPT-3.5 and GPT-4958

are ‘gpt-3.5-turbo-1106’ and ‘gpt-4-1106-preview’,959

respectively. Tables 8, 9, and 10 provide examples960

of prompts for specific tasks corresponding to the961

start, during, and end time stages respectively. Ad-962

ditionally, Table 11 showcases an example of CoT963

prompting used for the end_deal_total_ca task. Ta-964

ble 12 shows the questions used in prompts for all965

tasks.966

C Baselines967

We use two baselines in this work: a Majority base-968

line, that trivially outputs the majority answer from969

the training data, and a Flan-T5 fine-tuning base-970

line, where we train a model for each task sepa-971

rately by fine-tuning on the available training data.972

Task Selection: For all tasks that are defined in the973

Start time stage, it is possible to achieve a 100%974

accuracy through trivial rule-based parsers. Hence,975

we excluded these tasks for evaluation with Major-976

ity and Flan-T5.977

Data Preprocessing: During the data preprocess-978

ing for fine-tuning, although there are differences979

in the information included in the prompts for each980

task, prompts for evaluating LLMs are generally981

lengthy due to detailed task descriptions. To en-982

hance training efficiency during fine-tuning, we983

removed these lengthy descriptions from the in-984

puts to the Flan-T5 model and instead replaced985

them with simple task instructions such as ‘predict986

highest priority’, similar to using brief descriptions987

when typically pretraining Flan-T5 in a multi-task988

setting.989

After applying the previously described prepro-990

cessing methods, we constructed the final dataset991

and, excluding 200 test cases for LLM evaluation,992

split the remaining data into training and devel- 993

opment sets in a 9:1 ratio for model training and 994

evaluation. 995

Multi-task Training In line with how Flan-T5 was 996

originally trained, we conducted our experiments 997

in two ways: 1) Training a single model on all 998

tasks together (FT-5-All-Task) and 2) Training one 999

model for each individual task separately (FT-5- 1000

By-Task). The results showed that the FT-5-All- 1001

Task model generally underperformed compared 1002

to the FT-5-By-Task models, with observed poor 1003

learning in several tasks. Consequently, FT-5-By- 1004

Task models were chosen as baseline. 1005

Compute Resources: We trained the baseline 1006

model (Flan-T5) for each task under various exper- 1007

imental settings and hyperparameter adjustments, 1008

utilizing over 500 hours of GPUs such as NVIDIA 1009

V100 and A100 GPUs. 1010

Implementation: For fine-tuning Flan-T5, we 1011

used the released model3 on the Hugging Face 1012

model hub as a back-bone model. The evalua- 1013

tion code for model assessment was developed 1014

from scratch, while for evaluating generated re- 1015

sponses, we utilized existing packages for BLEU4 1016

and ROUGE-L5 respectively. 1017

D Task-specific Analysis 1018

Figure 4 displays the prediction results of GPT- 1019

4 on selected subjective tasks with a label-wise 1020

confusion matrix. Figure 5 presents the results 1021

for few-shot prompting and incorporating previous 1022

utterances for various Annotation tasks. Figure 6 1023

shows the results for the Chain-of-Thought (CoT) 1024

prompting technique on four multi-hop arithmetic 1025

reasoning Comprehension tasks. We also present 1026

the effect of varying the number of utterances seen 1027

by the models for preference prediction tasks in 1028

Figure 7. Finally, Table 13 shows the evaluation 1029

results of LLMs on well-balanced and imbalanced 1030

tasks. 1031

E Generation Outputs 1032

We present sample generations by the compared 1033

models along with the ground-truth reference in 1034

Tables 14 and 15. 1035

3https://huggingface.co/google/flan-t5-base
4https://pypi.org/project/evaluate/
5https://pypi.org/project/rouge-score/
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Dataset Time Stage Full Task Name Task Type

CA Start sta_ask_high_priority_ca Comprehension
CA Start sta_ask_low_priority_ca Comprehension
CA Start sta_ask_point_values_ca Comprehension
CA Start sta_max_points_ca Comprehension
CA Start sta_total_item_count_ca Comprehension
CA During dur_partner_ask_high_priority_ca Partner Modeling
CA During dur_partner_ask_low_priority_ca Partner Modeling
CA During dur_strategy_ca Annotation
CA During dur_gen_resp_ca Generation
CA During dur_ask_high_priority_ca Comprehension
CA During dur_ask_low_priority_ca Comprehension
CA End end_deal_likeness_ca Comprehension
CA End end_deal_satisfaction_ca Comprehension
CA End end_deal_specifics_ca Comprehension
CA End end_deal_total_ca Comprehension
CA End end_partner_deal_likeness_ca Partner Modeling
CA End end_partner_deal_satisfaction_ca Partner Modeling

CRA During dur_dial_act_cra Annotation
CRA During dur_full_proposal_cra Annotation

DND Start sta_ask_point_values_dnd Comprehension
DND Start sta_max_points_dnd Comprehension
DND Start sta_total_item_count_dnd Comprehension
DND During dur_dial_act_dnd Annotation
DND During dur_full_proposal_dnd Annotation
DND During dur_gen_resp_dnd Generation
DND End end_deal_specifics_dnd Comprehension
DND End end_deal_total_dnd Comprehension

JI Start sta_ask_high_priority_ji Comprehension
JI Start sta_ask_low_priority_ji Comprehension
JI During dur_dial_act_ji Annotation
JI During dur_partner_ask_high_priority_ji Comprehension
JI During dur_partner_ask_low_priority_ji Comprehension
JI During dur_ask_high_priority_ji Comprehension
JI During dur_ask_low_priority_ji Comprehension
JI End end_deal_specifics_ji Comprehension

Table 3: An overview of the designed tasks for evaluating LLMs in negotiations. CRA: (DeVault et al., 2015), DND:
(Lewis et al., 2017), CA: (Chawla et al., 2021b), JI: (Yamaguchi et al., 2021).
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Figure 4: Confusion matrix of predictions of GPT-4 for the subjective tasks (end_deal_satisfaction_ca and
end_partner_deal_likeness_ca)
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Task Name Task Descripttion

sta_total_item_count_dnd
In the Start Stage of negotiation in the DND dataset, the task involves the Agent accurately understanding
the count of items that can be acquired in a negotiation, given the negotiation conditions.

sta_total_item_count_ca
In the Start Stage of negotiation in the CA dataset, the task involves the Agent accurately understanding
the count of items that can be acquired in a negotiation, given the negotiation conditions.

sta_max_points_dnd
In the Start Stage of negotiation in the DND dataset, the task involves the Agent accurately understanding
the maximum score that can be achieved in a negotiation, given the negotiation conditions.

sta_max_points_ca
In the Start Stage of negotiation in the CA dataset, the task involves the Agent accurately understanding
the maximum score that can be achieved in a negotiation, given the negotiation conditions.

sta_ask_point_values_dnd
In the Start Stage of negotiation in the DND dataset, the task involves the Agent accurately understanding
its own value (i.e., priority) of each item, given the negotiation conditions.

sta_ask_point_values_ca
In the Start Stage of negotiation in the CA dataset, the task involves the Agent accurately understanding
its own value (i.e., priority) of each item, given the negotiation conditions.

sta_ask_low_priority_ji
In the Start Stage of negotiation in the JI dataset, the task involves the Agent accurately understanding
its least prioritized item, given the negotiation conditions.

sta_ask_low_priority_ca
In the Start Stage of negotiation in the CA dataset, the task involves the Agent accurately understanding
its least prioritized item, given the negotiation conditions.

sta_ask_high_priority_ji
In the Start Stage of negotiation in the JI dataset, the task involves the Agent accurately understanding
its most prioritized item, given the negotiation conditions.

sta_ask_high_priority_ca
In the Start Stage of negotiation in the CA dataset, the task involves the Agent accurately understanding
its most prioritized item, given the negotiation conditions.

dur_strategy_ca
In the During Stage of negotiation in the CA dataset, the task involves annotating negotiation strategies
for a specific utterance in a negotiation dialogue.

dur_partner_ask_low_priority_ji
In the During Stage of negotiation in the JI dataset, the task involves the Agent inferring
the partner’s least prioritized item from the given negotiation dialogue.

dur_partner_ask_low_priority_ca
In the During Stage of negotiation in the CA dataset, the task involves the Agent inferring
the partner’s least prioritized item from the given negotiation dialogue.

dur_partner_ask_high_priority_ji
In the During Stage of negotiation in the JI dataset, the task involves the Agent inferring
the partner’s most prioritized item from the given negotiation dialogue.

dur_partner_ask_high_priority_ca
In the During Stage of negotiation in the CA dataset, the task involves the Agent inferring
the partner’s most prioritized item from the given negotiation dialogue.

dur_gen_resp_dnd
In the During Stage of negotiation in the DND dataset, the task involves the Agent generating
an appropriate next response from the given negotiation dialogue.

dur_gen_resp_ca
In the During Stage of negotiation in the CA dataset, the task involves the Agent generating
an appropriate next response from the given negotiation dialogue.

dur_full_proposal_dnd
In the During Stage of negotiation in the DND dataset, the task involves annotating
a full offer (i.e., counts of each item in the offer) from a specific utterance in a negotiation dialogue.

dur_full_proposal_cra
In the During Stage of negotiation in the CRA dataset, the task involves annotating
a full offer (i.e., count of each item in the offer) from a specific utterance in a negotiation dialogue.

dur_dial_act_ji
In the During Stage of negotiation in the JI dataset, the task involves annotating
dialogue acts for a specific utterance in a negotiation dialogue.

dur_dial_act_dnd
In the During Stage of negotiation in the DND dataset, the task involves annotating
dialogue acts for a specific utterance in a negotiation dialogue.

dur_dial_act_cra
In the During Stage of negotiation in the CRA dataset, the task involves annotating
dialogue acts for a specific utterance in a negotiation dialogue.

dur_ask_low_priority_ji
In the During Stage of negotiation in the JI dataset, the task involves the Agent accurately understanding
its least prioritized item from the given negotiation dialogue.

dur_ask_low_priority_ca
In the During Stage of negotiation in the CA dataset, the task involves the Agent accurately understanding
its least prioritized item from the given negotiation dialogue.

dur_ask_high_priority_ji
In the During Stage of negotiation in the JI dataset, the task involves the Agent accurately understanding
its most prioritized item from the given negotiation dialogue.

dur_ask_high_priority_ca
In the During Stage of negotiation in the CA dataset, the task involves the Agent accurately understanding
its most prioritized item from the given negotiation dialogue.

end_partner_deal_satisfaction_ca
In the End Stage of negotiation in the CA dataset, the task involves the Agent inferring
the final deal satisfaction of the partner from the given negotiation dialogue.

end_partner_deal_likeness_ca
In the End Stage of negotiation in the CA dataset, the task involves the Agent inferring
the partner’s likeness towards itself from the given negotiation dialogue.

end_deal_total_dnd
In the End Stage of negotiation in the DND dataset, the task involves the Agent understanding the final
score of the deal (i.e., the inner product of item counts and values) from the given negotiation dialogue.

end_deal_total_ca
In the End Stage of negotiation in the CA dataset, the task involves the Agent understanding the final
score of the deal (i.e., the inner product of item counts and values) from the given negotiation dialogue.

end_deal_specifics_ji
In the End Stage of negotiation in the JI dataset, the task involves the Agent understanding the details
of the final deal (i.e., item counts of each item in the deal) from the given negotiation dialogue.

end_deal_specifics_dnd
In the End Stage of negotiation in the DND dataset, the task involves the Agent understanding the details
of the final deal (i.e., item counts of each item in the deal) from the given negotiation dialogue.

end_deal_specifics_ca
In the End Stage of negotiation in the CA dataset, the task involves the Agent understanding the details
of the final deal (i.e., item counts of each item in the deal) from the given negotiation dialogue.

end_deal_satisfaction_ca
In the End Stage of negotiation in the CA dataset, the task involves the Agent understanding
its own final deal satisfaction from the given negotiation dialogue.

end_deal_likeness_ca
In the End Stage of negotiation in the CA dataset, the task involves the Agent understanding
its likeness towards the partner from the given negotiation dialogue.

Table 4: Task descriptions of all designed tasks for evaluating LLMs
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Dataset
Negotiation Stage

Total
Start During End

CA 5 6 6 17
CRA 2 2
DND 3 3 2 8
JI 2 5 1 8

Total 10 16 9 35

Table 5: Distribution of the designed tasks by the dataset and time stage.

Task Types Task Names

Comprehension (Start)
sta_max_points_ca, sta_max_points_dnd, sta_total_item_count_ca, sta_total_item_count_dnd,
sta_ask_high_priority_ji, sta_ask_low_priority_ji

Comprehension (End) end_deal_specifics_ca, end_deal_specifics_dnd, end_deal_total_ca, end_deal_total_dnd
Comprehension (Subjective) end_deal_satisfaction_ca

Annotation (During) dur_dial_act_cra, dur_dial_act_ji, dur_strategy_ca

Partner Modeling (During) dur_partner_ask_high_priority_ca, dur_partner_ask_low_priority_ca
Partner Modeling (Subjective) end_deal_satisfaction_ca, end_deal_likeness_ca

Table 6: Selected tasks for computing the average bar plots in Figure 3.

Full Task Name Metric
Model

Majority Flan-T5 GPT-3.5 GPT-4 Mistral7b Vicuna13b Vicuna33b Wizard13b

end_deal_likeness_ca Acc./PCC 0.525/0 0.525/0 0.357/0.419 0.175/0.367 0.119/-0.033 0.267/0.245 0.239/0.234
end_deal_satisfaction_ca Acc./PCC 0.5/0 0.467/-0.008 0.373/0.211 0.417/0.304 0.092/0.111 0.266/0.001 0.216/0.114 0.445/0.118
end_deal_specifics_ca Acc. 0.356 0.364 0.664 0.916 0.517 0.517 0.593 0.555
end_deal_total_ca Acc. 0.142 0.233 0.158 0.083 0.15 0.05 0.017 0.017
end_partner_deal_likeness_ca Acc./PCC 0.517/0 0.517/0 0.31/0.295 0.308/0.423 0.133/0.102 0.167/0.259 0.178/0.283 0.282/-0.086
end_partner_deal_satisfaction_ca Acc./PCC 0.433/0 0.492/0.181 0.426/0.236 0.517/0.36 0.13/0.26 0.271/0.08 0.083/0.114 0.345/0.124
dur_ask_high_priority_ca Acc. 0.742 0.9 0.558 0.375 0.345
dur_ask_low_priority_ca Acc. 0.533 0.75 0.358 0.286 0.269
dur_partner_ask_high_priority_ca Acc. 0.292 0.717 0.7 0.792 0.483 0.42 0.353 0.392
dur_partner_ask_low_priority_ca Acc. 0.325 0.717 0.517 0.692 0.433 0.306 0.357 0.333
dur_strategy_ca F1 0.055 0.724 0.463 0.507 0.265 0.381 0.304 0.254
sta_ask_high_priority_ca Acc. 1 1 0.667
sta_ask_low_priority_ca Acc. 1 1 0.5 0.4
sta_ask_point_values_ca Acc. 1 1 1 1 1 1
sta_max_points_ca Acc. 0.333 0.333 0.5 0 0 0
sta_total_item_count_ca Acc. 1 1 1 1 1 0.333
dur_dial_act_cra F1 0.067 0.787 0.535 0.678 0.35 0.338 0.518 0.302
dur_full_proposal_cra Acc. 0.359 0.439 0.352 0.369 0.241 0.262 0.245 0.325
end_deal_specifics_dnd Acc. 0.454 0.973 0.67 0.949 0.558 0.631 0.558 0.628
end_deal_total_dnd Acc. 0.257 0.832 0.381 0.664 0.23 0.319 0.221 0.336
dur_dial_act_dnd F1 0.888 0.96 0.735 0.825 0.764 0.639 0.337
dur_full_proposal_dnd Acc. 0.39 1 0.742 0.866 0.648 0.748 0.725 0.687
sta_ask_point_values_dnd Acc. 0.993 1 1 1 0.752 1
sta_max_points_dnd Acc. 0.317 0.337 0.366 0.495 0.307 0.386
sta_total_item_count_dnd Acc. 0.95 1 0.98 0.505 0.901 0.465
end_deal_specifics_ji Acc. 0.261 0.764 0.782 0.858 0.733 0.8 0.785 0.766
dur_ask_high_priority_ji Acc. 0.495 0.862 0.37 0.233 0.252 0.259
dur_ask_low_priority_ji Acc. 0.67 0.917 0.333 0.26 0.306 0.296
dur_dial_act_ji F1 0.058 0.019 0.578 0.688 0.387 0.452 0.468 0.414
dur_partner_ask_high_priority_ji Acc. 0.165 0.202 0.193 0.198 0.204 0.204
dur_partner_ask_low_priority_ji Acc. 0.193 0.266 0.202 0.269 0.176 0.157 0.13
sta_ask_high_priority_ji Acc. 0.78 0.89 0.505 0.155 0.211 0.596
sta_ask_low_priority_ji Acc. 0.761 0.972 0.468 0.174 0.202 0.367

Table 7: Task-wise results for all models. Empty values for Majority and Flan-T5 correspond to the tasks on which
these baselines were not evaluated (since a simple rule-based baseline can achieve 100% performance in these
cases). Empty values for other LLMs indicate that the model failed to produce the intended or valid output for the
given task-specific prompt, not passing our generation validity check (threshold: 80% valid response rate), making
the measured scores too unreliable to report. Notes: 1) PCC: Pearson Correlation Coefficient, 2) The results on
response generation are provided in Table 2, and 3) For the cases where the models guess the outputs for each issue
(like books, balls, or hats in DND) separately, we simply report the average score across all issues. The results for
two generation tasks (i.e., dur_gen_resp_ca, dur_gen_resp_dnd) are excluded from the table and can be seen in
Table 2.
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Prompt example (Task: sta_ask_point_values_ca)

Task Description: You are negotiating with your campsite neighbor over an extra supply of food, water, and firewood for your camping trip.
Different types of packages are worth different amounts of points to each one of you. You’ll be provided with information about the negotiation.
Then, you’ll answer a question.

Here are the number of food, water, and firewood packages available in the negotiation, contained in <count>tags.
<count> Food Packages: 3 Water Packages: 3 Firewood Packages: 3 </count>

Here are the number of points you get for each type of package, contained in <value>tags.
<value> Each Food Package: 3 points Each Water Package: 5 points Each Firewood Package: 4 points </value>

Question: How many points is one package of each issue worth to you? Present your answer as a json within <answer></answer>tags with
keys as issues (food, water, and firewood) and values as the corresponding answers.

Table 8: Prompt example of the Start-stage Task: sta_ask_point_values_ca task.

Prompt example (Task: dur_full_proposal_dnd)

Task Description: You are negotiating with a partner over some quantity of books, hats, and balls to determine who gets which items.
Different types of items are worth different amount of points to each one of you. You’ll be provided with information about the negotiation.
Then, you’ll answer a question.

Here are the number of books, hats, and balls available in the negotiation, contained in <count>tags.
<count> Books: 3 Hats: 1 Balls: 2 </count>

Here are the number of points you get for each type of item, contained in <value>tags.
<value> Each Book: 1 points Each Hat: 5 points Each Ball: 1 points </value>

Here is an utterance from the negotiation, contained in <utterance>tags.
<utterance> YOU: i’ll take the hat and balls if you want the books </utterance>

Question: How many items does the speaker get for each issue in the proposal delimited by the <utterance>tags? Present your answer as a json
within <answer></answer>tags with keys as issues (books, hats, and balls) and values as the corresponding answers. If the answer is not clear
for an issue, output NA.

Table 9: Prompt example of the During-stage Task: dur_full_proposal_dnd task.

Prompt example (Task: end_deal_specifics_ca)

Task Description: You are negotiating with your campsite neighbor over extra supply of food, water, and firewood for your camping trip. Different types of packages
are worth different amount of points to each one of you. You’ll be provided with information about the negotiation. Then, you’ll answer a question.

Here are the number of food, water, and firewood packages available in the negotiation, contained in <count>tags.
<count> Food Packages: 3 Water Packages: 3 Firewood Packages: 3 </count>

Here are the number of points you get for each type of package, contained in <value>tags.
<value> Each Food Package: 3 points Each Water Package: 5 points Each Firewood Package: 4 points </value>

Here is the complete dialogue, contained in <dialogue>tags.
<dialogue> THEM: Hello, I would like to have three packages of food. We’ve decided to stay an extra night but need more food to do so.
YOU: I would be open to that if you could give me three packages of water ,
THEM: Hmmm...I’m pretty muddy due to clumsiness, so I may need one extra. I could give you two waters and all of the firewood. What do you think? ,
YOU: So are you suggesting that I would get 2 waters, 3 firewood, and no food?
THEM: Right! Well, beyond the food you already have.
YOU: I have an extra person camping with us that I didn’t expect when I bought food, so I could use one if you’re willing ,
THEM: I understand that! I wasn’t expecting to stay an extra night, but the weather is too perfect to leave. I can manage with two packages of food for sure. ,
YOU: Great! Thank you for being so understanding!
THEM: No problem! So are we in agreement that I get 2 food, 1 water and you get the reverse? I could also probably use one firewood, but it’s not as important to me.
YOU: I can give you one firewood, so I’ll be getting 1 food, 2 water, and 2 firewood? </dialogue>

Question: In the final deal, how many item of each issue did you get? Present your answer as a json within <answer></answer>tags with keys as issues (food, water,
and firewood) and values as the corresponding answers. If there was no agreement, answer NA for each issue.

Table 10: Prompt example of the End-stage Task: the end_deal_specifics_ca task.
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Prompt example (Task: end_deal_total_ca)

Task Description: You are negotiating with your campsite neighbor over extra supply of food, water, and firewood for your camping trip. Different types of packages
are worth different amount of points to each one of you. You’ll be provided with information about the negotiation. Then, you’ll answer a question.

Here are the number of food, water, and firewood packages available in the negotiation, contained in <count> tags.
<count>
Food Packages: 3
Water Packages: 3
Firewood Packages: 3
</count>

Here are the number of points you get for each type of package, contained in <value> tags.
<value>
Each Food Package: 3 points
Each Water Package: 5 points
Each Firewood Package: 4 points
</value>

Here is the complete dialogue, contained in <dialogue> tags.
<dialogue>
THEM: Hello, I would like to have three packages of food. We’ve decided to stay an extra night but need more food to do so.
YOU: I would be open to that if you could give me three packages of water
THEM: Hmmm...I’m pretty muddy due to clumsiness, so I may need one extra. I could give you two waters and all of the firewood. What do you think?
YOU: So are you suggesting that I would get 2 waters, 3 firewood, and no food?
THEM: Right! Well, beyond the food you already have.
YOU: I have an extra person camping with us that I didn’t expect when I bought food, so I could use one if you’re willing
THEM: I understand that! I wasn’t expecting to stay an extra night, but the weather is too perfect to leave. I can manage with two packages of food for sure.
YOU: Great! Thank you for being so understanding!
THEM: No problem! So are we in agreement that I get 2 food, 1 water and you get the reverse? I could also probably use one firewood, but it’s not as important to me.
YOU: I can give you one firewood, so I’ll be getting 1 food, 2 water, and 2 firewood?
</dialogue>

Question: How many points did you get at the end of the negotiation?

NOTE: Let’s think step-by-step! Put your thoughts in <thinking> </thinking> tags, and put your answer as a single number in <answer> </answer> tags.

Table 11: CoT prompt example for the end_deal_total_ca task.

(a) Evaluation on dur_dial_act_dnd task (b) Evaluation on dur_dial_act_ji task

(c) Evaluation on dur_dial_act_cra task (d) Evaluation on dur_strategy_ca task

Figure 5: Evaluation on four tasks demonstrating the impact of 1) Two-shot prompting and 2) Incorporating two
prior utterances. We only consider GPT-4 for this analysis. F1 refers to the macro F1 score over all labels.
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Task Question

sta_total_item_count_dnd
sta_total_item_count_ca

What is the total number of items being negotiated over? Present your answer as a single number with no additional text.

sta_max_points_dnd
sta_max_points_ca

What is the maximum number of points that you can possibly get in any deal? Present your answer as a single number with no additional text.

sta_ask_point_values_dnd
How many points is one item of each issue worth to you? Present your answer as a JSON within <answer></answer>tags
with keys as issues (books, hats, and balls) and values as the corresponding answers.

sta_ask_point_values_ca
How many points is one package of each issue worth to you? Present your answer as a JSON within <answer></answer>tags
with keys as issues (food, water, and firewood) and values as the corresponding answers.

sta_ask_low_priority_ji
dur_ask_low_priority_ji

What is your lowest priority issue? Present your answer as one of the following multiple choice options. You must select an option.
A: position / B: company / C: salary / D: days_off / E: workplace

sta_ask_low_priority_ca
dur_ask_low_priority_ca

What is your lowest priority issue? Present your answer as one of the following multiple choice options. You must select an option.
A: food / B: water / C: firewood

sta_ask_high_priority_ji
dur_ask_low_priority_ca

What is your highest priority issue? Present your answer as one of the following multiple choice options. You must select an option.
A: position / B: company / C: salary / D: days_off / E: workplace

sta_ask_high_priority_ca
dur_ask_high_priority_ca

What is your highest priority issue? Present your answer as one of the following multiple choice options. You must select an option.
A: food / B: water / C: firewood

dur_strategy_ca
Which negotiation strategies are employed in the utterance? Present your answer as a comma-separated list of strategies, contained in <answer></answer>tags
with no additional text.

dur_partner_ask_low_priority_ji
What is the recruiter’s lowest priority issue? Present your answer as one of the following multiple choice options. You must select an option.
A: position / B: company / C: salary / D: days_off / E: workplace

dur_partner_ask_low_priority_ca
What is your partner’s lowest priority issue? Present your answer as one of the following multiple choice options. You must select an option.
A: food / B: water / C: firewood

dur_partner_ask_high_priority_ji
What is the recruiter’s highest priority issue? Present your answer as one of the following multiple choice options. You must select an option.
A: position / B: company / C: salary / D: days_off / E: workplace

dur_partner_ask_high_priority_ca
What is your partner’s highest priority issue? Present your answer as one of the following multiple choice options. You must select an option.
A: food / B: water / C: firewood

dur_gen_resp_dnd
dur_gen_resp_ca

Given the recent dialogue history inside <dialogue>tags, generate your next response in the negotiation concisely, following a similar style as previous utterances.

dur_full_proposal_dnd
How many items does the speaker get for each issue in the proposal delimited by the <utterance>tags? Present your answer as a JSON within<answer></answer>tags
with keys as issues (books, hats, and balls) and values as the corresponding answers. If the answer is not clear for an issue, pick your best guess.

dur_full_proposal_cra
How many items does the speaker get for each issue in the proposal delimited by the <utterance>tags? Present your answer as a JSON within<answer></answer>tags
with keys as issues (painting, lamp, and record) and values as the corresponding answers. If the answer is not clear for an issue, output NA.

dur_dial_act_ji
dur_dial_act_cra

Which dialogue acts are employed in the utterance delimited by the<utterance>tags? Present your answer as a Python list of the relevant options. At least one option applies.

dur_dial_act_dnd Which dialogue act is employed in the utterance contained in<utterance>tags? Present your answer as a single word.

end_partner_deal_satisfaction_ca
How satisfied do you think your partner is with the negotiation outcome? Present your answer as one of the following multiple choice options. You must select an option.
A: extremely_dissatisfied / B: slightly_dissatisfied / C: undecided / D: slightly_satisfied / E: extremely_satisfied

end_partner_deal_likeness_ca
How much do you think your partner likes you? Present your answer as one of the following multiple choice options. You must select an option.
A: extremely_dissatisfied / B: slightly_dissatisfied / C: undecided / D: slightly_satisfied / E: extremely_satisfied

end_deal_total_dnd
end_deal_total_ca

How many points did you get at the end of the negotiation? Present your answer as a single number with no additional text.

end_deal_specifics_ji
In the final deal, what value was agreed on for each issue? Present your answer as a JSON within <answer></answer>tags
with keys as issues (Company, Position, Workplace, Salary, Days_off) and values as the corresponding answers. If you are unsure, pick your best guess.

end_deal_specifics_dnd
In the final deal, how many items of each issue did you get? Present your answer as a JSON within <answer></answer>tags
with keys as issues (books, hats, and balls) and values as the corresponding answers. If you are unsure, pick your best guess.

end_deal_specifics_ca
In the final deal, how many items of each issue did you get? Present your answer as a json within <answer></answer>tags
with keys as issues (food, water, and firewood) and values as the corresponding answers. If you are unsure, pick your best guess.

end_deal_satisfaction_ca
How satisfied are you with the negotiation outcome? Present your answer as one of the following multiple choice options. You must select an option.
A: extremely_dissatisfied / B: slightly_dissatisfied / C: undecided / D: slightly_satisfied / E: extremely_satisfied

end_deal_likeness_ca
How much do you like your partner? Present your answer as one of the following multiple choice options.You must select an option.
A: extremely_dissatisfied / B: slightly_dissatisfied / C: undecided / D: slightly_satisfied / E: extremely_satisfied

Table 12: Questions used in the prompts for all tasks.

Tasks
Label-Balance

(Tasks Difficulty)
Metric

Model

GPT-3.5 GPT-4 Mistral7b Vicuna13b Vicuna33b Wizard13b

High / Low Priority
Tasks

Well-Balacned
(Easy)

Acc. ↑ 0.677 0.91 0.419 0.206 0.243 0.38
F1 ↑ 0.669 0.908 0.328 0.14 0.115 0.348

|Acc. - F1| ↓ 0.007 0.002 0.091 0.066 0.128 0.032
KL-D↓ 0.189 0.02 0.626 1.134 1.286 0.372

Well-Balacned
(Hard)

Acc.↑ 0.638 0.825 0.458 0.538 0.331 0.307
F1↑ 0.623 0.824 0.453 0.53 0.215 0.184

|Acc. - F1| ↓ 0.015 0.001 0.006 0.008 0.116 0.123
KL-D↓ 0.08 0.019 0.069 0.046 0.978 1.038

Dial-Act / Strategy
Tasks

Imbalanced
(Hard)

Acc↑ 0.853 0.898 0.742 0.71 0.81 0.641
F1 ↑ 0.525 0.624 0.334 0.39 0.43 0.323

|Acc - F1| ↓ 0.328 0.274 0.408 0.32 0.38 0.318
KL-D↓ 0.732 0.951 1.952 1.442 1.13 1.552

Table 13: Evaluation results of LLMs for balanced/imbalanced tasks. The metric KL-D represents KL-Divergence,
calculating the discrepancy between the test set’s ground truth label distribution and the model’s predicted label
distribution. The table’s evaluation figures are average metrics for tasks, selected based on the type of task, label type
(i.e., nominal class), label distribution, and generation validity (i.e., absence of null values) as specified in Table 7.
*Selected tasks: Pirority tasks (Hard: mid_partner_ask_high/low_priority_ca | Easy: mid_ask_high/low_priority_ji,
sta_ask_high/low_priority_ji), Dialog-Act/Strategy tasks (mid_strategy_ca, mid_dial_act_cra, mid_dial_act_dnd).
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(a) Evaluation on sta_max_point_ca task (b) Evaluation on sta_max_point_dnd task

(c) Evaluation on end_deal_total_ca task (d) Evaluation on end_deal_total_dnd task

Figure 6: Evaluation on four tasks demonstrating the impact of CoT prompting. We only consider GPT-4 for this
analysis.

Counts Books: 1, Hats: 3, Balls: 2
Agent Values Each Book: 1 points, Each Hat: 1 points, Each Ball: 3 points

Dialogue
THEM: i’m interested in the book and both balls in exchange for the hats .
YOU: definitely not both balls . we could split them ?
THEM: i think that’s fair . i agree . 1 book , 1 ball for me . . . rest for you .

Response Coherence Strategy
Reference YOU: deal ! 5 5
Flan-T5 YOU: deal. 5 5

Mistral7b
YOU: I understand your offer, but I’m not willing to give up both balls. How about
we split the balls and the hats evenly? That way, we can both get what we want.

2 4

Wizard13b YOU: 1 book, 1 ball for me. 1 2
Vicuna13b YOU: 1 book, 1 ball for you, and the rest for me. 2 5
Vicuna33b YOU: Sounds good. I’ll take the remaining book and both hats, and you can have the ball. 2 3

GPT-3.5 YOU: Sounds good. I’ll take the 3 hats then. Deal. 5 5

GPT-4
YOU: Great, so to confirm, I’ll take 2 hats and 1 ball, and you get 1 book and 1 ball.
Do we have a deal?

3 4

Table 14: Sample responses generated by the models for an instance from the DND dataset. The Coherence and
Strategy scores are based on human annotations on a scale of 1-5.
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(a) Evaluation on dur_ask_high_priority_ca task (b) Evaluation on dur_ask_low_priority_ca task

(c) Evaluation on dur_partner_ask_high_priority_ca task (d) Evaluation on dur_partner_ask_low_priority_ca task

Figure 7: Evaluation on four tasks demonstrating the impact of increasing the number of utterances seen by the
models. We only consider GPT-3.5 and GPT-4 for this analysis.
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Counts Food Packages: 3, Water Packages: 3, Firewood Packages: 3
Agent Values Each Food Package: 3 points, Each Water Package: 4 points, Each Firewood Package: 5 points

Dialogue

YOU: hello
THEM: Hello, there. Should we discuss how to divide up the items for the camping trip?
YOU: yeah. i need 2 firewood, 1 water and 1 food
THEM: I need to have 2 or 3 pieces of firewood because I did not pack any way to
heat up my food without firewood.

Response Coherence Strategy
Reference YOU: I also need 2 pieces of firewood 4 3
Flan-T5 YOU: i need 2 firewood, 2 water and 1 food 3 3

Mistral7b
YOU: Based on the recent dialogue history, it seems like we both need firewood for
our camping trip. How about we agree to split the 3 firewood packages equally,
and I’ll take the 1 water and 1 food package?

5 4

Wizard13b
YOU: I understand, I can provide you with 2 firewood, 1 water, and 1 food. How
about we split the remaining items equally?

5 3

Vicuna13b
YOU: I understand your need for firewood. How about we split the firewood packages
evenly, with each of us getting 1 and a half packages? That way, you’ll have enough firewood
for your needs, and I’ll still have some for my camping trip.

5 3

Vicuna33b
YOU: I understand your need for firewood. Let’s propose a deal: I’ll take 1 firewood,
1 water, and 2 food packages. In return, you can have the remaining 2 firewood
packages. This way, we both get what we need.

5 2

GPT-3.5 YOU: I can give you 2 firewood, 1 water, and 1 food package. 4 5

GPT-4
YOU: How about if I take 2 firewood and you take 1, and in exchange, I can let you
have 2 water packages?

4 4

Table 15: Sample responses generated by the models for an instance from the CaSiNo dataset. The Coherence and
Strategy scores are based on human annotations on a scale of 1-5.
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