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Abstract

Due to the rapid development of text generation001
models, people increasingly often encounter002
texts that may start out as written by a hu-003
man but then continue as AI-generated. De-004
tecting the boundary between human-written005
and machine-generated parts of such texts is a006
very challenging problem that has not received007
much attention in literature. We consider a008
number of different approaches for artificial009
text boundary detection, comparing predictors010
over features of different nature. We show011
that supervised fine-tuning of the RoBERTa012
model works well for in-domain detection of013
a single LLM but fails to generalize in im-014
portant cross-domain and cross-generator set-015
tings, demonstrating a tendency to overfit to016
spurious features of the data. Then, we adapt017
perplexity-based approaches and propose novel018
algorithms based on features extracted from a019
frozen LLM’s embeddings. We show that these020
approaches outperform the human accuracy021
level on an extremely hard Real or Fake Text022
benchmark. Analyzing the robustness of our023
approaches in cross-domain and cross-model024
settings, we discover important properties of025
the data that can hinder the performance of ar-026
tificial text boundary detection algorithms.027

1 Introduction028

Artificial text detection (ATD) is a very difficult029

problem in real life, where machine-generated text030

may be intertwined with human-written text, lightly031

edited, or pad out human-generated prompts. How-032

ever, in literature ATD is usually formulated in033

a simpler way, with a dataset of text samples la-034

beled as either entirely human-written or entirely035

machine-written, so the detection problem can be036

safely treated as binary classification. Moreover,037

the models for this binary classification are often038

developed and trained to detect a particular type of039

generator, e.g., text produced by a specific large lan-040

guage model (LLM) (Uchendu et al., 2023a). This041

is in stark contrast with how we may encounter ar- 042

tificially created text in real life, where documents 043

partially written by humans and partially generated 044

by LLMs already abound. This setting is much 045

more complex and much less researched. 046

To approach this problem, in this work we exper- 047

iment with a lesser known dataset called RoFT 048

(Real Or Fake Text), collected by Dugan et al. 049

(2020). Each text in this dataset consists of ten sen- 050

tences, where the first several sentences are human- 051

written and the rest are machine-generated starting 052

from this prompt, mainly by models from the GPT 053

family (Radford et al., 2019; Brown et al., 2020). 054

We consider several techniques developed for bi- 055

nary ATD, modifying them for this more complex 056

boundary detection setting; e.g., following Tulchin- 057

skii et al. (2023a) we adapt intrinsic dimension 058

estimation which is currently considered to be the 059

best method for binary detection. 060

Our primary contributions are as follows: (1) we 061

develop new approaches for detecting the bound- 062

ary between human-written and machine-generated 063

text and show how time series analysis can be 064

adapted for extracting useful information from 065

Transformer representations; our approaches are 066

mostly based on RoBERTa latent representations; 067

(2) we adapt perplexity-based methods for this new 068

setting, discussing the differences in their behavior 069

compared to binary ATD and providing a compre- 070

hensive analysis of how perplexity scores react to 071

the machine–human transition in the text; (3) we an- 072

alyze the robustness of boundary detectors (includ- 073

ing the fully-tuned RoBERTa baseline) to domain 074

shift and show how it depends on the properties of 075

the domains; we study the properties of the dataset 076

itself and their effect on the performance of var- 077

ious approaches; (4) we enrich the RoFT dataset 078

with GPT-3.5-turbo1 (ChatGPT) generation sam- 079

1https://platform.openai.com/docs/
model-index-for-researchers
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ples; we share this new dataset with the community,080

establish baselines, and analyze the behavior of our081

detectors on it.082

We hope that the present work will encourage083

further research in both directions: first, boundary084

detection for texts that are partially human-written085

and partially generated, and second, analyzing how086

inner representations of Transformer-based models087

react to such transitions; the latter direction may088

also help interpretability research.089

The rest of the paper is organized as follows. In090

Section 2 we survey related work, and Section 3091

introduces the methods we have applied for artifi-092

cial text boundary detection. Section 4 presents a093

comprehensive evaluation study on the RoFT and094

RoFT-chatgpt datasets. Section 5 presents a de-095

tailed discussion and analysis of our experimental096

results, and Section 6 concludes the paper.097

2 Related Work098

Recent surveys by Uchendu et al. (2023a) and Yang099

et al. (2023) discuss a number of different ATD100

settings and the main types of detectors, so here we101

concentrate only on a few specific approaches that102

are most relevant to our research.103

ATD with Topological Data Analysis. In ATD104

methods, apart from standard approaches we take105

special inspiration from the results of Tulchinskii106

et al. (2023a). Their work shows that many arti-107

ficial text generators, including GPT-2-XL, Chat-108

GPT, and gpt-3.5-davinci, share a common prop-109

erty: the intrinsic dimensions (PHD) of RoBERTa110

embeddings of the texts created by these generators111

are typically smaller than those of the texts written112

by humans. Hence, Tulchinskii et al. (2023a) sug-113

gested intrinsic dimensions as high-performing fea-114

tures for ATD, a direction that we explore further115

in this work. Kushnareva et al. (2021) for the first116

time introduced topological features of inner rep-117

resentations of a Transformer-based model (BERT118

in that case) for ATD. Uchendu et al. (2023b) inte-119

grated topological features into an ATD pipeline as120

a “TDA layer”. Topological data analysis has also121

proven to be useful for closely related tasks of fake122

news detection (Tudoreanu), authorship attribution123

(Elyasi and Moghadam, 2019), and detection of124

synthetic speech (Tulchinskii et al., 2023b).125

Style Change Detection and Authorship Attri-126

bution. ATD can also be considered as a special127

case of authorship attribution (AA), where the LLM128

is one author and the human is another, and the task129

is to determine the authorship of different parts of 130

the text. Jones et al. (2022) show that LLM models 131

can successfully imitate human style and deceive 132

existing popular online AA methods. However, 133

Venkatraman et al. (2023) propose an approach 134

based on the principle of uniform information den- 135

sity that can detect the authorship of LLM. Artifi- 136

cial text boundary detection and AA tasks have a lot 137

in common with the style change detection problem 138

(Zangerle et al., 2021). In this setting, the model is 139

analyzing multi-author documents (e.g., research 140

papers), and the goal is to detect where the author 141

writing it changes. In the challenge by Zangerle 142

et al. (2021), documents were created by compiling 143

answers from StackExchange Q&A threads into a 144

single text. In some subtasks, style changes occur 145

only between paragraphs; in others, they may occur 146

at the level of individual sentences. The currently 147

best style change detectors, including the works 148

of Lin et al. (2022), Jiang et al. (2022), Lao et al. 149

(2022), and Iyer and Vosoughi (2020), are based on 150

Transformer-based encoders such as BERT (Devlin 151

et al., 2019), RoBERTa (Liu et al., 2019), AlBERT 152

(Lan et al., 2020), and ELECTRA (Clark et al., 153

2020). In this work, we also use RoBERTa as a 154

baseline and a source of embeddings. 155

RoFT (Real Or Fake Text). Our main dataset, 156

introduced in Dugan et al. (2020) and further de- 157

veloped in Dugan et al. (2023), originates from a 158

website called RoFT2 developed as a tool to ana- 159

lyze how humans detect generated text, including 160

an extended study of whether and how they can 161

explain their choice, when they say that a text sam- 162

ple is machine-generated, and how humans can 163

learn to recognize machine-generated text better. 164

Every user of this website can choose the topic 165

(“Short Stories”, “Recipes”, “New York Times”, 166

or “Presidential Speeches”) and start the follow- 167

ing “game”. The player sees ten sentences one by 168

one. The first sentence is always written by a hu- 169

man, but for each subsequent sentence the player 170

must determine whether it is machine-generated or 171

human-written. If the player believes the text was 172

AI-generated, they should explain why they think 173

so. If they guess machine generation before the 174

true boundary, they earn zero points. Otherwise, 175

they earn 5 − x points, where x is the number of 176

sentences after the correct boundary. This is actu- 177

ally a harder problem than just boundary detection 178

since the player does not see the full text, and the 179

2http://www.roft.io/
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scoring function is skewed.180

As a result of running the game, Dugan et al.181

(2023) created a dataset also known as RoFT. In this182

dataset, every sample consists of ten sentences: the183

first N sentences are human-written, and the other184

10−N sentences are generated by some language185

model that uses the first N sentences as a prompt.186

Every sample is accompanied by the following in-187

formation: true value of N ; the value N̂ predicted188

by a player; the topic (“Short Stories”, “Recipes”,189

“New York Times”, or “Presidential Speeches”); the190

generator model; explanation that the player pro-191

vided for why they think that the N̂ th sentence is192

machine-generated; information about the player.193

The original RoFT contains generations from194

GPT-2 (Radford et al., 2019), GPT-2 XL, GPT-195

2 finetuned on the “Recipes” domain, GPT-3.5196

(davinci), CTRL (Keskar et al., 2019) with control197

code “nocode” and with control code “Politics”,198

and baseline, where instead of an LLM-generated199

continuation the passage transitions to a completely200

different news article selected at random. In most201

studies, RoFT and similar datasets are used to in-202

vestigate how humans detect artificially generated203

texts manually; e.g., Clark et al. (2021) evaluated204

several methods of improving the human ability to205

distinguish texts generated by GPT-2 and GPT-3206

(i.e., training humans rather than neural networks).207

Cutler et al. (2021) provided the first baselines208

on automatically solving RoFT. For this purpose,209

they used and compared several shallow classifica-210

tion and regression models based on RoBERTa211

and SRoBERTa (Reimers and Gurevych, 2019)212

embeddings collected from the last layer of these213

models. As a result, they found that logistic re-214

gression and random forests worked best when215

trained on particular domains. Aside from pre-216

dicting true boundary labels, they also learned to217

predict human-predicted labels (“human-predicted218

boundary detection task”).219

However, the cross-domain and cross-model set-220

tings in their research were very limited. In fact,221

Cutler et al. (2021) call “Out of Domain” (OOD)222

classifiers that had been trained on all available223

data and then evaluated on a given subset, and they224

call “In Domain” (ID) classifiers that had been225

trained and evaluated on the same subset. Besides,226

they did not analyze all generators and domains227

within this cross-domain setting. In contrast, in our228

work we concentrate on cross-domain and cross-229

model settings and interpretability. We evaluate our230

boundary detectors on unseen generators (models)231

and topics (domains). Also, we do this for all mod- 232

els and domains, establishing new baselines for the 233

RoFT dataset. A similar problem was addressed 234

by Zeng et al. (2023) who used a TriBERT-based 235

approach for artificial text boundary detection in 236

student essays in the field of education. 237

3 Approach 238

We consider several different approaches, including 239

a multilabel classification framework, as proposed 240

by Cutler et al. (2021), where the label of a text 241

corresponds to the number of the first generated 242

sentence, time series analysis that slides a win- 243

dow over the text tokens, and regression methods 244

that minimize the MSE between true and predicted 245

boundaries. We design our classifiers based on 246

features that have been successfully used in prior 247

works on ATD (Solaiman et al., 2019; Mitchell 248

et al., 2023). We also introduce a new baseline 249

based on sentence lengths. Below, we consider all 250

of these approaches in detail. 251

RoBERTa classifier. Unlike Cutler et al. (2021) 252

who process each sentence separately, we fine-tune 253

the RoBERTa model (Liu et al., 2019) to represent 254

the entire text sample via the [CLS] vector. This is 255

the only case among our proposed models where 256

we apply full model fine-tuning. For other methods, 257

we use simpler classifiers such as logistic regres- 258

sion or gradient boosting (Friedman, 2001) trained 259

on various features extracted directly from larger 260

trained models (e.g., Transformer-based LLMs), 261

with no updates to the larger model’s weights. 262

Perplexity-based features. We use a single uni- 263

fied model for all data to compute sentence-wise 264

perplexity, making our approach more practical 265

than that of Cutler et al. (2021) who used perplex- 266

ity scores from the original model used to generate 267

artificial text. Note that using the same model is 268

not only harder in practice but may also be infea- 269

sible if the generator is unknown, in particular in 270

cross-model scenarios. 271

Perplexity from GPT-2. We calculate the log 272

likelihood of each word and each sentence via GPT- 273

2 (Radford et al., 2019). We then train a classifier 274

using these vectors of sentence likelihoods as fea- 275

tures. Our underlying hypothesis here is that texts 276

generated by similar models such as GPT-2 or GPT- 277

3.5 might appear more “natural” to these models, 278

as reflected by their likelihood scores. Our findings 279

corroborate this assumption (see Appendix E). 280

DetectGPT. The DetectGPT framework 281
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(Mitchell et al., 2023) proposes a more nuanced282

perplexity-based scoring function. It involves283

perturbing a text passage and comparing log-284

probabilities between original and altered texts.285

This score then serves as an input to a classification286

model, with GPT-2 as the base model and T5-Large287

(Raffel et al., 2020) generating the perturbations.288

Length-Based Baseline. Since we have ob-289

served a statistical difference in sentence length290

distributions between human-written and generated291

texts (see Fig. 2), we leverage sentence lengths as a292

simple baseline feature. This baseline allows us to293

gauge the effectiveness of a classifier in identifying294

boundaries without semantic understanding.295

Perplexity Regression. We use a gradient boost-296

ing regressor trained on sentence-wise log likeli-297

hood features to predict boundary values; note that298

this regression-based formulation takes advantage299

of the task’s sequential nature and aims to minimize300

label discrepancies rather than necessarily predict301

the exact first artificial sentence.302

Topological Time Series (TTS). Inspired by303

Tulchinskii et al. (2023a), we explore the poten-304

tial of topological features based on intrinsic di-305

mensionality (ID); we provide an introduction to306

topological data analysis (TDA), including the defi-307

nitions of features, in Appendix A. We hypothesize308

that geometric variations in token sequences can309

help identify machine-generated text, so we intro-310

duce models that process TDA-based features treat-311

ing them as time series. For every text, we slide a312

window of H = 20 tokens (step size S = 5) over313

RoBERTa token embeddings and find the intrinsic314

dimension (PHD) of the points within the window,315

as shown in Fig. 1 (Schweinhart, 2020). The time316

series are then classified with an SVM with the317

global alignment kernel (GAK) (Cuturi, 2011); this318

method is called “PHD + TS ML” in the tables.319

Boundary detection via binary classification.320

In this approach, we train a binary classifier to dis-321

tinguish between fake and natural text atop a spe-322

cific predictor. For the base predictor, we employ323

intrinsic dimensionality calculated over a sliding324

window of 20 tokens. The TLE (tight local) intrin-325

sic dimension estimator was chosen due to its ro-326

bust performance on small data samples (Amsaleg327

et al., 2019). For the base classifier, we use gradient328

boosting trees (Friedman, 2000, 2002). To translate329

probabilities predicted with a binary classifier into330

a specific boundary that separates real and fake text,331

we determine the final label by maximizing y 7→332

argmaxI∈I sI(y,x), where the score function sI333

is defined as sI(y,x) = −
∑n

j I
j
y log p̂(x

j), and 334

p̂(x) are predictions from the base binary classi- 335

fier. In this context, we use a binary indicator set 336

I ∈ 1n consisting of a chunk of k zeros followed 337

by another chunk of n − k ones. This method is 338

called “TLE + TS Binary” in the tables. 339

4 Experimental evaluation 340

4.1 Dataset preparation and analysis 341

In all experiments, the task is to detect the ex- 342

act boundary where a text passage that starts as 343

human-written transits to machine generation. In 344

addition to RoFT (Dugan et al., 2020), we cre- 345

ated its new version called RoFT-chatgpt, where 346

the same human prompts are continued with the 347

gpt-3.5-turbo model. RoFT-chatgpt is supposed 348

to be more challenging for artificial text bound- 349

ary detection while preserving the basic statistical 350

properties of the original such as the label distri- 351

bution. During preprocessing, we removed dupli- 352

cates that were different only in human-predicted 353

labels from both datasets; for RoFT-chatgpt, we 354

also removed all samples containing “As an AI lan- 355

guage model...” and short samples that were clearly 356

failed generations. As a result, we retained 8943 357

samples from the original RoFT and 6940 samples 358

from RoFT-chatgpt. Preliminary statistical analy- 359

sis of the datasets revealed that the distributions 360

of sentence lengths in different subdomains vary 361

significantly, as shown in Fig. 2 and Figs. 6, 7 in 362

Appendix D (see also a discussion in Section 5). 363

4.2 Results 364

Table 1 presents the main results of our experiments 365

on artificial text boundary detection on RoFT and 366

RoFT-chatgpt datasets. The simplest baseline in 367

Table 1 is the majority class prediction, which is the 368

last (9th) class of fully human-written texts. On the 369

original RoFT, we also include the human baseline 370

and the best result reported by Cutler et al. (2021), 371

obtained by a classifier built upon concatenated 372

SRoBERTa embeddings of each sentence. 373

Apart from accuracy (Acc), we report two other 374

metrics reflecting the sequential nature of predicted 375

labels: soft accuracy, i.e., the percentage of predic- 376

tions that differ from the correct label by at most 377

one (SoftAcc1), and mean squared error (MSE). 378

SoftAcc1 is interesting because a large part of mis- 379

classifications tends to be on the neighboring class 380

(see Fig. 18 in Appendix E), and a slight relaxation 381

of the exact classification seems to be acceptable 382

4



(a) Sliding window technique (b) Sample result

Figure 1: Multilabel time series classification: (a) estimating the intrinsic dimension of token embeddings in a
sliding window, (b) a sample resulting series: green – human-written, orange – machine-generated tokens.

Table 1: Boundary detection results. Bold shows the best method; underlined, second best, italic, values outper-
forming the human baseline.

Method RoFT RoFT-chatgpt
Acc SoftAcc1 MSE Acc SoftAcc1 MSE

RoBERTa + SEP 49.64 % 79.71 % 02.63 54.61 % 79.03 % 03.06
RoBERTa 46.47 % 74.86 % 03.00 39.01 % 75.18 % 03.15
Perplexity-based classifiers

Perplexity + GB 24.25 % 47.23 % 11.68 34.94 % 59.80 % 07.46
Perplexity + LogRegr 23.75 % 42.15 % 15.80 33.50 % 57.56 % 09.25
DetectGPT + GB 19.79 % 37.40 % 08.35 21.69 % 43.52 % 06.87
DetectGPT + LogRegr 19.45 % 33.82 % 09.03 15.35 % 41.43 % 07.22

Perplexity-based regression 12.58 % 36.67 % 06.89 19.74 % 54.03 % 04.89
Topological Time Series

PHD + TS ML 23.50 % 46.32 % 14.14 17.29 % 35.81 % 14.45
TLE + TS Binary 12.58 % 30.41 % 22.23 20.02 % 34.58 % 18.52

Length + GB 14.64 % 33.43 % 16.55 25.72 % 46.18 % 18.99
Majority class 15.26 % 25.43 % 27.58 13.83 % 24.42 % 26.46
SRoBERTa (Cutler et al., 2021) 42 % – – –
Human Baseline 22.62 % 40.31 % 13.88 –

in many real-world applications.383

As for the results, we first note that on the origi-384

nal RoFT, RoBERTa-based classifiers outperform385

others by a factor of almost 2x in terms of accu-386

racy metrics and also significantly outperform the387

previously best reported SRoBERTa model (Cutler388

et al., 2021). This model also provides the lowest389

MSE (0.03) among all the methods. We note, how-390

ever, that our RoBERTa classifier has significantly391

more trainable parameters than any other method392

in the table because no other approaches require393

language model fine-tuning. Second, topological394

and perplexity features improve over the human395

baseline. Perplexity-based classifiers are the best396

in terms of accuracy, while the perplexity regressor397

provides good MSE values. Recall from Section 2,398

however, that humans were solving a harder prob-399

lem with a somewhat different objective.400

Third, RoBERTa’s accuracy on RoFT-chatgpt401

drops by 6% compared to RoFT, while soft accu-402

racy and MSE are roughly the same. Surprisingly,403

the opposite holds for perplexity-based methods:404

on RoFT-chatgpt the results are significantly bet- 405

ter than for data generated by older LLMs. The 406

reason for this might be that we used a GPT-like 407

model (GPT-2) for perplexity calculation, and the 408

GPT-3.5-turbo model that we used to generate fake 409

samples in RoFT-chatgpt belongs to the same fam- 410

ily. However, note that we used a smaller model 411

(GPT-2) to detect text generated by a larger model 412

(GPT-3.5) and got second-best results among other 413

approaches, despite Mitchell et al. (2023) report- 414

ing that smaller models are not capable of detect- 415

ing text generated by larger models. The baseline 416

length-based classifier also improves its accuracy 417

significantly (by 1.8x) when transferring to RoFT- 418

chatgpt. We hypothesize that this kind of a shallow 419

feature emerges in ChatGPT generation and makes 420

the task easier (see also Section 5). 421

The other perplexity-based approach, De- 422

tectGPT, exhibits lower accuracy compared to 423

RoBERTa and perplexity-based classifiers on both 424

datasets. Mitchell et al. (2023) note that Detect- 425

GPT can detect whether the sample is generated by 426
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a specific base model, but we use several models427

in our setup, and text samples may be too short428

this approach. On the other hand, DetectGPT has429

quite good MSE values, close to the regression430

approach designed to optimize this value directly.431

Nevertheless, we exclude this method from further432

experiments for the sake of the balance of quality433

and computational complexity.434

4.3 Cross-domain generalization435

Supervised ATD methods with fine-tuning such436

as RoBERTa are more sensitive to spurious cor-437

relations in a dataset and often demonstrate poor438

cross-domain transfer, especially in comparison439

to topology-based approaches (Tulchinskii et al.,440

2023a). Table 2 reports the results of cross-domain441

transfer between four text topics presented in the442

RoFT-chatgpt dataset. We report in-domain and443

out-of-domain accuracy: the IN column shows444

results from domains seen during training, while445

OUT shows results for the unseen domain corre-446

sponding to this column. MSE scores are reported447

in Table 3 in Appendix B. For each model, train-448

ing was done on three domains, and the resulting449

model was tested on the fourth, unseen domain; we450

used 60% of these subsets mixed together, as the451

training set, 20% as the validation set, and 20% as452

the test set for in-domain evaluation.453

First, note how RoBERTa’s performance drops454

for all subsets with a very significant change455

from 0.25 to 0.61. The perplexity-based classifier456

demonstrates excellent cross-domain generaliza-457

tion for Presidential Speeches and Short Stories,458

while for the Recipes domain TTS classifiers prove459

to be the most stable. For the New York Times sub-460

set, we observe a significant generalization gap for461

all classifiers. These results mean that each type462

of classifier can handle its own set of spurious fea-463

tures well, and no classifier is universally better464

than the others. We hypothesize that aggregation465

of different features can improve the results and466

leave this for future research. As for classification467

accuracy, surprisingly, on two subsets out of four468

the perplexity-based classifier outperforms a fully469

fine-tuned RoBERTa. Moreover, for Recipes the470

multilabel topological time series method is the471

best. This happens because TDA-based methods472

are extremely stable under domain shift on this473

dataset split despite being significantly worse than474

others in absolute values. We also note significant475

differences in the format of sentences in the Recipes476

domain compared to others (see Section 5).477

In general, we can conclude that perplexity- 478

based classifiers and RoBERTa perform roughly 479

equally on average in the out-of-domain setting. 480

This is a remarkable property, taking into account 481

the training budget of these classifiers: the former 482

is a simple classifier trained on ten features ex- 483

tracted by a language model with frozen weights, 484

while the latter involves full LM fine-tuning. 485

Our final observation in this setting is related 486

to the length-based baseline. For in-domain data, 487

average sentence length provides a strong signal, 488

leading to accuracy between 20% to 32% depend- 489

ing on the data split and even outperforming topo- 490

logical methods. But cross-domain generalization 491

fails, which means that we should prefer the clas- 492

sifiers that ignore this feature in order to achieve 493

good generalization (see more details in Section 5). 494

4.4 Cross-model generalization 495

The original RoFT dataset contains data generated 496

by different models. Appendix C shows detailed 497

experimental results for cross-generator general- 498

ization (Tables 4 and 5). We tune our classifiers 499

on generation results produced by one model and 500

test the performance for all other models. In gen- 501

eral, this task is harder for all considered classifiers: 502

there are models for which prediction accuracy 503

drops down to virtually zero values. But we ob- 504

serve an interesting result for the perplexity-based 505

classifier: it achieves good generalization when 506

transferring to very large models such as GPT3- 507

davinci and GPT2-XL, while for other models the 508

generalization is poor. We provide possible expla- 509

nations of such results in the next section. 510

5 Discussion and analysis of the results 511

In this section, we present some interesting conclu- 512

sions that can be made from the data and model 513

performance. First, the length of sentences seems 514

to play an important role, deceiving our classifiers. 515

We connect it with a significant difference between 516

distributions of sentence lengths written by humans 517

and generated by large language models (see Fig. 2 518

and Figs. 6, 7 in Appendix D). This is supported 519

by our experiments with the length-based classi- 520

fier, which sometimes outperforms other methods 521

in terms of accuracy (Tables 1 and 2). 522

As for the data, we note interesting peculiarities 523

in the Recipes topic: texts often contain the index 524

of the current step in a recipe (“1.”, “2.” etc.) as 525

a distinct sentence, which can be easily picked up 526
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Table 2: Accuracy for leave-one-out cross-domain evaluation on RoFT-chatgpt. △ and ▽ show relative change from
the model’s in-domain score to the human score; ▲ and ▼ show relative change from the out-of-domain score to the
in-domain score. Green highlights improvements, red indicates deteriorations.

Pre- Pres. Speeches Recipes New York Times Short Stories Avg
dictor Model Context IN ↑ OUT ↑ IN ↑ OUT ↑ IN ↑ OUT ↑ IN ↑ OUT ↑ ∆

Text RoBERTa SEP global 57.3△153% 31.4▼45% 43.2△91% 13.1▼70% 53.2△135% 38.1▼28% 54.3△140% 28.6▼47% −48%
Text RoBERTa global 54.2△140% 40.2▼26% 39.7△75% 15.1▼62% 53.3△136% 34.0▼36% 50.3△122% 27.7▼45% −42%
Perpl. GB sentence 36.1△60% 35.3▼02% 36.6△62% 19.4▼47% 36.9△63% 29.7▼20% 32.8△45% 32.9▲00% −17%
Perpl. LogRegr sentence 34.8△54% 32.4▼07% 40.6△80% 20.4▼50% 36.7△62% 28.9▼21% 32.7△44% 35.6▲09% -17%
Perpl. Regr. (GB) sentence 20.9▽08% 22.6▲08% 23.8△05% 14.4▼39% 18.5▽18% 16.1▼13% 21.2▽06% 21.8▲03% -10%
PHD TS multilabel 100 tokens 20.3▽10% 13.7▼32% 19.2▽15% 19.5▲02% 20.9▽08% 17.2▼18% 21.2▽06% 17.6▼17% -16%
TLE TS Binary 20 tokens 25.6△13% 14.7▼42% 16.5▽27% 16.3▼01% 25.0△11% 17.1▼32% 22.1▽02% 11.1▼50% -31%
Length GB sentence 28.1△24% 11.8▼58% 21.1▽07% 15.5▼26% 30.4△34% 18.4▼39% 32.3△43% 15.8▼51% -44%
Length LogRegr sentence 19.6▽14% 10.8▼45% 17.0▽25% 12.9▼24% 22.2▽02% 09.1▼59% 22.9△01% 09.1▼60% -47%
Majority — 15.4▽32% 13.0▽43% 15.9▽30% 17.7▽22% —

Approximated human global 22.62 22.62 22.62 22.62

Figure 2: Sentence length distributions in RoBERTA tokens, original RoFT, by model

Figure 3: Confusion matrices of RoBERTa predictions on the four domains in the RoFT-chatgpt dataset.

as a domain feature, and the first sentence tends to527

be very long compared to others. This may explain528

worse performance when Recipes is used as the529

out-of-domain part. The RoBERTa classifier has530

the largest quality drop here, so we investigated its531

confusion matrices. Fig. 3 shows the anomaly on532

the Recipes domain: RoBERTa tends to predict the533

label “1” most of the time, while on other domains534

its predictions are distributed much more evenly535

and adequately. The only approach able to han-536

dle cross-domain transfer to Recipes is topological537

time series; we suggest that unlike other methods538

it is able to ignore sentence length variations.539

Label distributions (see Figs. 9 and 10 in Ap-540

pendix D) vary significantly across models. GPT-2541

is especially different from natural texts, and the 542

behavior of our models in cross-model transfer to 543

GPT-2 (Appendix C), suggests that the only model 544

stable under the label distribution shift is perplexity- 545

based regression. Although its accuracy numbers 546

are low, it outperforms the human level in terms of 547

MSE even in out-of-domain evaluation. 548

Distributions of sentence perplexities across dif- 549

ferent generators are also interesting (see Fig. 4). 550

Perplexity distributions for texts generated by base- 551

line or GPT-2 are very different from the distri- 552

butions of texts generated by other models. This 553

might explain the poor performance of decision 554

tree and linear classifiers when these generators 555

are excluded from the training set: significant dis- 556

7



Figure 4: Perplexities of the last sentence in RoFT by model; blue — distribution on the in-domain set, i.e., the entire
dataset except the speficied generator; orange — on the out-of-domain set, i.e., data from the specified generator.

Figure 5: PHD distributions for the real and fake parts of the RoFT dataset by generator models

crepancies between feature distributions across do-557

mains may lead to poor cross-domain transfer in558

these cases. Perplexity-based logistic regression559

and gradient boosting classifiers over the same set560

of features show the opposite behavior in GPT2-561

XL subset transfer: the former fails to generalize,562

while the latter demonstrates an improvement in the563

quality metrics (see Appendix C). Moreover, dis-564

tributions of sentence perplexities can vary highly565

depending on the generator. We believe that ad-566

ditional normalization and/or better choice of a567

model are needed to mitigate this.568

Finally, we note that geometric properties of the569

embeddings for both RoFT and RoFT-chatgpt show570

the difference between PHD distributions of real571

and fake RoFT text for different models (Fig. 5) and572

topics (Figs. 11, 12 in Appendix D). TLE dimen-573

sion distributions for sentences in human-written574

and AI-generated parts of the texts are different as575

well (Figs. 13, 14, 15, Appendix D).576

6 Conclusion577

In this work, we address the task of boundary detec-578

tion between human-written and generated parts in579

texts that combine both. We believe that this setting 580

is increasingly important in real world applications 581

and is a natural setting for recognizing artificial 582

text since it is often mixed with and prompted by 583

human text. 584

We have considered the RoFT dataset, presented 585

its modification RoFT-chatgpt generated with a 586

more modern LLM, and investigated the perfor- 587

mance of features that were useful for artificial text 588

detection in previous works. In particular, we have 589

shown that LLM fine-tuning works reasonably well 590

for this task but tends to overfit to spurious features 591

in the data, which leads to generalization failures in 592

some settings. On the other hand, perplexity-based 593

and topological features provide a signal that can 594

help in these situations. We have demonstrated that 595

perplexity features are the best overall on balance 596

between accuracy, generalization, and training com- 597

plexity, and proposed new algorithms for boundary 598

detection. 599

Finally, our analysis has uncovered gaps in cur- 600

rent approaches and discovered difficult aspects 601

of the task, which we plan to address in future 602

research. 603
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7 Limitations604

The task of detecting the exact boundary between605

human-written and machine-generated text is ex-606

tremely hard in cross-domain and cross-model set-607

tings, both for short texts such as RoFT (due to608

lack of information) and longer texts (due to a large609

space of possibilities). Therefore, it is no wonder610

that none of suggested methods have achieved a611

really high quality in this setting, but the results612

in any case suggest a large room for improvement.613

Besides, we have to note that all methods we con-614

sidered were based on Transformers with relatively615

small context window size (RoBERTa, GPT-2).616

This fact limits the transferability of the proposed617

approaches onto longer text samples. Another lim-618

itation is that methods relying on RoBERTa fine-619

tuning and on intrinsic dimension estimation are620

slower than methods relying on perplexity estima-621

tion.622
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Weeris Treeratanajaru. 2019. Intrinsic Dimensional-632
ity Estimation within Tight Localities. In 2019 SIAM633
International conference on Data Mining, pages 181–634
189, Calgary (Alberta), Canada. Society for Industrial635
and Applied Mathematics.636

Serguei Barannikov. 1994. The framed morse complex637
and its invariants. Advances in Soviet Mathematics,638
21:93–116.639

Tolga Birdal, Aaron Lou, Leonidas J Guibas, and Umut640
Simsekli. 2021. Intrinsic dimension, persistent ho-641
mology and generalization in neural networks. Ad-642
vances in Neural Information Processing Systems,643
34:6776–6789.644

Tom Brown, Benjamin Mann, Nick Ryder, Melanie645
Subbiah, Jared D Kaplan, Prafulla Dhariwal, Arvind646
Neelakantan, Pranav Shyam, Girish Sastry, Amanda647
Askell, Sandhini Agarwal, Ariel Herbert-Voss,648
Gretchen Krueger, Tom Henighan, Rewon Child,649
Aditya Ramesh, Daniel Ziegler, Jeffrey Wu, Clemens650
Winter, Chris Hesse, Mark Chen, Eric Sigler, Ma-651
teusz Litwin, Scott Gray, Benjamin Chess, Jack652
Clark, Christopher Berner, Sam McCandlish, Alec653
Radford, Ilya Sutskever, and Dario Amodei. 2020.654
Language models are few-shot learners. In Ad-655
vances in Neural Information Processing Systems,656

volume 33, pages 1877–1901. Curran Associates, 657
Inc. 658

Gunnar Carlsson. 2020. Persistent homology and ap- 659
plied homotopy theory. In Handbook of Homotopy 660
Theory, pages 297–329. Chapman and Hall/CRC. 661

Elizabeth Clark, Tal August, Sofia Serrano, Nikita 662
Haduong, Suchin Gururangan, and Noah A. Smith. 663
2021. All that’s ‘human’ is not gold: Evaluating 664
human evaluation of generated text. In Proceedings 665
of the 59th Annual Meeting of the Association for 666
Computational Linguistics and the 11th International 667
Joint Conference on Natural Language Processing 668
(Volume 1: Long Papers), pages 7282–7296, Online. 669
Association for Computational Linguistics. 670

Kevin Clark, Minh-Thang Luong, Quoc V. Le, and 671
Christopher D. Manning. 2020. Electra: Pre-training 672
text encoders as discriminators rather than generators. 673
In International Conference on Learning Representa- 674
tions. 675

Joseph Cutler, Liam Dugan, Shreya Havaldar, and Adam 676
Stein. 2021. Automatic detection of hybrid human- 677
machine text boundaries. 678

Marco Cuturi. 2011. Fast global alignment kernels. In 679
Proceedings of the 28th international conference on 680
machine learning (ICML-11), pages 929–936. 681

Jacob Devlin, Ming-Wei Chang, Kenton Lee, and 682
Kristina Toutanova. 2019. BERT: Pre-training of 683
deep bidirectional transformers for language under- 684
standing. In Proceedings of the 2019 Conference of 685
the North American Chapter of the Association for 686
Computational Linguistics: Human Language Tech- 687
nologies, Volume 1 (Long and Short Papers), pages 688
4171–4186, Minneapolis, Minnesota. Association for 689
Computational Linguistics. 690

Liam Dugan, Daphne Ippolito, Arun Kirubarajan, and 691
Chris Callison-Burch. 2020. RoFT: A tool for eval- 692
uating human detection of machine-generated text. 693
In Proceedings of the 2020 Conference on Empirical 694
Methods in Natural Language Processing: System 695
Demonstrations, pages 189–196, Online. Association 696
for Computational Linguistics. 697

Liam Dugan, Daphne Ippolito, Arun Kirubarajan, 698
Sherry Shi, and Chris Callison-Burch. 2023. Real 699
or fake text? investigating human ability to detect 700
boundaries between human-written and machine- 701
generated text. In Proceedings of the Thirty- 702
Seventh AAAI Conference on Artificial Intelligence 703
and Thirty-Fifth Conference on Innovative Applica- 704
tions of Artificial Intelligence and Thirteenth Sympo- 705
sium on Educational Advances in Artificial Intelli- 706
gence, AAAI’23/IAAI’23/EAAI’23. AAAI Press. 707

Naiereh Elyasi and Mehdi Hosseini Moghadam. 2019. 708
An introduction to a new text classification and visu- 709
alization for natural language processing using topo- 710
logical data analysis. 711

9

https://doi.org/10.1137/1.9781611975673.21
https://doi.org/10.1137/1.9781611975673.21
https://doi.org/10.1137/1.9781611975673.21
https://proceedings.neurips.cc/paper_files/paper/2020/file/1457c0d6bfcb4967418bfb8ac142f64a-Paper.pdf
https://doi.org/10.18653/v1/2021.acl-long.565
https://doi.org/10.18653/v1/2021.acl-long.565
https://doi.org/10.18653/v1/2021.acl-long.565
https://openreview.net/forum?id=r1xMH1BtvB
https://openreview.net/forum?id=r1xMH1BtvB
https://openreview.net/forum?id=r1xMH1BtvB
https://doi.org/10.18653/v1/N19-1423
https://doi.org/10.18653/v1/N19-1423
https://doi.org/10.18653/v1/N19-1423
https://doi.org/10.18653/v1/N19-1423
https://doi.org/10.18653/v1/N19-1423
https://doi.org/10.18653/v1/2020.emnlp-demos.25
https://doi.org/10.18653/v1/2020.emnlp-demos.25
https://doi.org/10.18653/v1/2020.emnlp-demos.25
https://doi.org/10.1609/aaai.v37i11.26501
https://doi.org/10.1609/aaai.v37i11.26501
https://doi.org/10.1609/aaai.v37i11.26501
https://doi.org/10.1609/aaai.v37i11.26501
https://doi.org/10.1609/aaai.v37i11.26501
https://doi.org/10.1609/aaai.v37i11.26501
https://doi.org/10.1609/aaai.v37i11.26501
http://arxiv.org/abs/1906.01726
http://arxiv.org/abs/1906.01726
http://arxiv.org/abs/1906.01726
http://arxiv.org/abs/1906.01726
http://arxiv.org/abs/1906.01726


Jerome H. Friedman. 2000. Greedy function approx-712
imation: A gradient boosting machine. Annals of713
Statistics, 29:1189–1232.714

Jerome H. Friedman. 2001. Greedy function approxi-715
mation: A gradient boosting machine. The Annals of716
Statistics, 29(5):1189–1232.717

Jerome H. Friedman. 2002. Stochastic gradient boost-718
ing. Computational Statistics & Data Analysis,719
38(4):367–378. Nonlinear Methods and Data Min-720
ing.721

Karl Pearson F.R.S. 1901. Liii. on lines and planes of722
closest fit to systems of points in space. The London,723
Edinburgh, and Dublin Philosophical Magazine and724
Journal of Science, 2(11):559–572.725

Aarish Iyer and Soroush Vosoughi. 2020. Style change726
detection using bert. In Conference and Labs of the727
Evaluation Forum.728

Xinyin Jiang, Haoliang Qi, Zhijie Zhang, and Mingjie729
Huang. 2022. Style change detection: Method based730
on pre-trained model and similarity recognition. In731
Conference and Labs of the Evaluation Forum.732

Keenan Jones, Jason RC Nurse, and Shujun Li. 2022.733
Are you robert or roberta? deceiving online author-734
ship attribution models using neural text generators.735
In Proceedings of the International AAAI Conference736
on Web and Social Media, volume 16, pages 429–737
440.738

Nitish Shirish Keskar, Bryan McCann, Lav Varsh-739
ney, Caiming Xiong, and Richard Socher. 2019.740
CTRL - A Conditional Transformer Language741
Model for Controllable Generation. arXiv preprint742
arXiv:1909.05858.743

Laida Kushnareva, Daniil Cherniavskii, Vladislav744
Mikhailov, Ekaterina Artemova, Serguei Barannikov,745
Alexander Bernstein, Irina Piontkovskaya, Dmitri746
Piontkovski, and Evgeny Burnaev. 2021. Artificial747
text detection via examining the topology of atten-748
tion maps. In Proceedings of the 2021 Conference on749
Empirical Methods in Natural Language Processing,750
pages 635–649, Online and Punta Cana, Dominican751
Republic. Association for Computational Linguistics.752

Zhenzhong Lan, Mingda Chen, Sebastian Goodman,753
Kevin Gimpel, Piyush Sharma, and Radu Soricut.754
2020. ALBERT: A lite BERT for self-supervised755
learning of language representations. In 8th Inter-756
national Conference on Learning Representations,757
ICLR 2020, Addis Ababa, Ethiopia, April 26-30,758
2020. OpenReview.net.759

Qidi Lao, Li Ma, Wenyin Yang, Zexian Yang, Dong760
Yuan, Zhenlin Tan, and Langzhang Liang. 2022.761
Style change detection based on bert and conv1d.762
In Proceedings of the Working Notes of CLEF 2022763
- Conference and Labs of the Evaluation Forum,764
Bologna, Italy, September 5th - to - 8th, 2022, vol-765
ume 3180 of CEUR Workshop Proceedings, pages766
2554–2559. CEUR-WS.org.767

Tzu-Mi Lin, Chao-Yi Chen, Yu-Wen Tzeng, and Lung- 768
Hao Lee. 2022. Ensemble pre-trained transformer 769
models for writing style change detection. In Pro- 770
ceedings of the Working Notes of CLEF 2022 - Con- 771
ference and Labs of the Evaluation Forum, Bologna, 772
Italy, September 5th - to - 8th, 2022, volume 3180 773
of CEUR Workshop Proceedings, pages 2565–2573. 774
CEUR-WS.org. 775

Yinhan Liu, Myle Ott, Naman Goyal, Jingfei Du, Man- 776
dar Joshi, Danqi Chen, Omer Levy, Mike Lewis, 777
Luke Zettlemoyer, and Veselin Stoyanov. 2019. 778
Roberta: A robustly optimized bert pretraining ap- 779
proach. Cite arxiv:1907.11692. 780

German Magai. 2023. Deep neural networks archi- 781
tectures from the perspective of manifold learning. 782
arXiv preprint arXiv:2306.03406. 783

Eric Mitchell, Yoonho Lee, Alexander Khazatsky, 784
Christopher D. Manning, and Chelsea Finn. 2023. 785
Detectgpt: Zero-shot machine-generated text detec- 786
tion using probability curvature. 787

Hariharan Narayanan and Sanjoy K. Mitter. 2010. Sam- 788
ple complexity of testing the manifold hypothesis. In 789
NIPS. 790

Alec Radford, Jeffrey Wu, Rewon Child, David Luan, 791
Dario Amodei, Ilya Sutskever, et al. 2019. Language 792
models are unsupervised multitask learners. OpenAI 793
blog, 1(8):9. 794

Colin Raffel, Noam Shazeer, Adam Roberts, Kather- 795
ine Lee, Sharan Narang, Michael Matena, Yanqi 796
Zhou, Wei Li, and Peter J. Liu. 2020. Exploring the 797
limits of transfer learning with a unified text-to-text 798
transformer. Journal of Machine Learning Research, 799
21(140):1–67. 800

Nils Reimers and Iryna Gurevych. 2019. Sentence- 801
BERT: Sentence embeddings using Siamese BERT- 802
networks. In Proceedings of the 2019 Conference on 803
Empirical Methods in Natural Language Processing 804
and the 9th International Joint Conference on Natu- 805
ral Language Processing (EMNLP-IJCNLP), pages 806
3982–3992, Hong Kong, China. Association for Com- 807
putational Linguistics. 808

Benjamin Schweinhart. 2020. Fractal dimension and the 809
persistent homology of random geometric complexes. 810
Advances in Mathematics, 372:107291. 811

Primoz Skraba, Gugan Thoppe, and D Yogeshwaran. 812
2017. Randomly weighted d− complexes: Minimal 813
spanning acycles and persistence diagrams. arXiv 814
preprint arXiv:1701.00239. 815

Irene Solaiman, Miles Brundage, Jack Clark, Amanda 816
Askell, Ariel Herbert-Voss, Jeff Wu, Alec Rad- 817
ford, Gretchen Krueger, Jong Wook Kim, Sarah 818
Kreps, et al. 2019. Release strategies and the so- 819
cial impacts of language models. arXiv preprint 820
arXiv:1908.09203. 821

10

http://www.jstor.org/stable/2699986
http://www.jstor.org/stable/2699986
http://www.jstor.org/stable/2699986
https://doi.org/https://doi.org/10.1016/S0167-9473(01)00065-2
https://doi.org/https://doi.org/10.1016/S0167-9473(01)00065-2
https://doi.org/https://doi.org/10.1016/S0167-9473(01)00065-2
https://doi.org/10.1080/14786440109462720
https://doi.org/10.1080/14786440109462720
https://doi.org/10.1080/14786440109462720
https://api.semanticscholar.org/CorpusID:225073958
https://api.semanticscholar.org/CorpusID:225073958
https://api.semanticscholar.org/CorpusID:225073958
https://api.semanticscholar.org/CorpusID:251471102
https://api.semanticscholar.org/CorpusID:251471102
https://api.semanticscholar.org/CorpusID:251471102
https://doi.org/10.18653/v1/2021.emnlp-main.50
https://doi.org/10.18653/v1/2021.emnlp-main.50
https://doi.org/10.18653/v1/2021.emnlp-main.50
https://doi.org/10.18653/v1/2021.emnlp-main.50
https://doi.org/10.18653/v1/2021.emnlp-main.50
https://openreview.net/forum?id=H1eA7AEtvS
https://openreview.net/forum?id=H1eA7AEtvS
https://openreview.net/forum?id=H1eA7AEtvS
https://ceur-ws.org/Vol-3180/paper-208.pdf
https://ceur-ws.org/Vol-3180/paper-210.pdf
https://ceur-ws.org/Vol-3180/paper-210.pdf
https://ceur-ws.org/Vol-3180/paper-210.pdf
http://arxiv.org/abs/1907.11692
http://arxiv.org/abs/1907.11692
http://arxiv.org/abs/1907.11692
https://arxiv.org/abs/2301.11305
https://arxiv.org/abs/2301.11305
https://arxiv.org/abs/2301.11305
http://jmlr.org/papers/v21/20-074.html
http://jmlr.org/papers/v21/20-074.html
http://jmlr.org/papers/v21/20-074.html
http://jmlr.org/papers/v21/20-074.html
http://jmlr.org/papers/v21/20-074.html
https://doi.org/10.18653/v1/D19-1410
https://doi.org/10.18653/v1/D19-1410
https://doi.org/10.18653/v1/D19-1410
https://doi.org/10.18653/v1/D19-1410
https://doi.org/10.18653/v1/D19-1410


J Michael Steele. 1988. Growth rates of euclidean mini-822
mal spanning trees with power weighted edges. The823
Annals of Probability, 16(4):1767–1787.824

M. Eduard Tudoreanu. Exploring the use of topologi-825
cal data analysis to automatically detect data quality826
faults. Frontiers in Big Data, 5.827

Eduard Tulchinskii, Kristian Kuznetsov, Laida828
Kushnareva, Daniil Cherniavskii, Serguei Baran-829
nikov, Irina Piontkovskaya, Sergey Nikolenko,830
and Evgeny Burnaev. 2023a. Intrinsic dimension831
estimation for robust detection of ai-generated texts.832

Eduard Tulchinskii, Kristian Kuznetsov, Laida833
Kushnareva, Daniil Cherniavskii, Serguei Baran-834
nikov, Irina Piontkovskaya, Sergey Nikolenko, and835
Evgeny Burnaev. 2023b. Topological Data Analysis836
for Speech Processing. In Proc. INTERSPEECH837
2023, pages 311–315.838

Adaku Uchendu, Thai Le, and Dongwon Lee. 2023a.839
Attribution and obfuscation of neural text authorship:840
A data mining perspective. ACM SIGKDD Explo-841
rations Newsletter, 25(1):1–18.842

Adaku Uchendu, Thai Le, and Dongwon Lee. 2023b.843
Toproberta: Topology-aware authorship attribution844
of deepfake texts.845

Saranya Venkatraman, Adaku Uchendu, and Dongwon846
Lee. 2023. Gpt-who: An information density-based847
machine-generated text detector. arXiv preprint848
arXiv:2310.06202.849

Xianjun Yang, Liangming Pan, Xuandong Zhao,850
Haifeng Chen, Linda Petzold, William Yang Wang,851
and Wei Cheng. 2023. A survey on detection of llms-852
generated content. arXiv preprint arXiv:2310.15654.853

Eva Zangerle, Maximilian Mayerl, Martin Potthast, and854
Benno Stein. 2021. Overview of the style change855
detection task at pan 2021. In Conference and Labs856
of the Evaluation Forum.857

Zijie Zeng, Lele Sha, Yuheng Li, Kaixun Yang, Dragan858
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A Intrinsic Dimension Estimation862

Methods863

According to the manifold hypothesis (Narayanan864

and Mitter, 2010), the data X lies on a low-865

dimensional submanifold: X ⊆ Mn ⊆ Rd, where866

d is the extrinsic dimension and n is the intrin-867

sic dimension (ID). The geometric and topological868

properties of the manifold M are of particular in-869

terest. There are various methods for estimating870

the ID that can be divided into global and local871

methods.872

For the tight local intrinsic dimension estimator 873

(TLE) proposed by Amsaleg et al. (2019), we use 874

the neighborhood center point x, a set of neighbor- 875

hood samples V and a specially defined distance 876

between points in a sufficiently small neighborhood 877

of x: 878

dx,r(q, v) =
r(v − q) · (v − q)

2(x− q) · (v − q)
, (1) 879

where r is the radius of the neighbourhood. For
every three points x, v, w we can compute

M(x, v, w) = ln
dx,r(v, w)

r
+ln

dx,r(2x− v, w)

r
.

If V∗ = V ∪ {x}, then the intrinsic dimension can 880

be found by averaging the estimates for all points 881

x, as defined by the following formula: 882

m̂r(x) = −

 1

|V∗|2
∑

v,w∈V∗, v ̸=w

M(x, v, w)

−1

(2)

883

Applied algebraic topology provides effective 884

tools for analyzing the topological structure of 885

data. The theoretical foundations of topological 886

data analysis (TDA) have been described in detail 887

by, e.g., Barannikov (1994) and Carlsson (2020). 888

TDA allows us to consider a dataset X ⊆ Rd from 889

the topological point of view. In order to move 890

from point clouds X to topological spaces, it is nec- 891

essary to approximate the data by a simplicial com- 892

plex R. In our research, we use the Vietoris-Rips 893

complex R(X; t). The method of constructing the 894

complex R is as follows: simplexes are formed by 895

subsets of points from X whose pairwise distances 896

do not exceed t (a scaling parameter). An increas- 897

ing sequence of simplicial complexes is called a 898

filtration: {Rt}(t≥0) = Rt0 ⊆ Rt1 ⊆ ... ⊆ Rs. 899

Homology groups Hi(R) are a topological in- 900

variant that expresses the properties of a topological 901

space R. We use βi(R) = dimHi(R), which is 902

known as the ith Betti number, a topological fea- 903

ture equal to the dimension of the homology group; 904

for i = 0, 1, 2 the Betti number corresponds to the 905

number of connectivity components, cycles, and 906

cavities respectively. 907

Topological features appear and disappear at dif- 908

ferent values of t, which leads to the next core 909

concept in TDA: the barcode. It summarises the 910

dynamics of topological features in the filtration 911
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process. A bar is the lifetime of the nth homology912

feature In = tbirthn − tdeathn . A long bar in the bar-913

code means that the data contains a fairly persistent914

and informative topological feature.915

Schweinhart (2020) introduced the persistent ho-916

mological fractal dimension (PHD) that general-917

ized Steele (1988) for higher dimensions of the918

homology group and used the topological proper-919

ties of the point cloud. The PHD has already been920

proven to be useful in the study of the properties of921

deep learning models (Birdal et al., 2021; Magai,922

2023).923

Let us denote the power-weighted sum of N bars924

for the ith degree of homology as follows:925

Ei
α(X) =

N∑
i=1

Iαi . (3)926

It is interesting to note that E0
1(Xn) is equal to927

the length of the Euclidean minimum spanning tree928

(MST) of Xn ⊆ Rd (Skraba et al., 2017).929

Then the persistent homological fractal dimen-930

sion (PHD) can be defined as follows:931

PHDi =
α

1− β
, (4)932

where933

β = lim
n→∞

sup
log(E(Ei

α(x1, ..., xn)))

log(n)
, (5)934

and x1, . . . , xn are sampled independently from X .935

That is, PHDi(X) = d if Ei
α(x1, ..., xn) scales936

as n
d−α
d and α ≥ 0 (we take i = 0, α = 1).937

Persistent homological fractal dimension can be938

estimated by analyzing the asymptotical behavior939

at n → ∞ of Ei
α(x1...xn) for every i. In other940

words, to calculate PHD we must find a power law941

that shows how Ei
α(x1...xn) scales as n increases.942

See Adams et al. (2020) and Schweinhart (2020)943

for more details.944

B Cross-domain transfer945

Table 3 supplements Table 2 from the original946

text, reporting the results of cross-domain trans-947

fer for our methods on the RoFT-chatgpt dataset948

between four text topics presented in the data. We949

report in-domain and out-of-domain accuracy: the950

IN column shows results from domains seen dur-951

ing training, while the OUT column reflects the952

model’s ability to detect artificial texts in the un-953

seen domain corresponding to this column. For954

each model, training was done on three out of the 955

four domains, and the resulting model was tested 956

on the fourth, unseen domain; we used 60% of 957

these subsets, mixed together, as the training set, 958

20% as the validation set, and 20% as the test set 959

for in-domain evaluation. 960

C Cross-model transfer 961

Tables 4 and 5 show our experimental results on 962

cross-model transfer for all considered text genera- 963

tion models. The artificial text boundary detection 964

models were trained on the parts of the dataset gen- 965

erated by all language models except one, which 966

is held out for cross-model testing, and tested in- 967

domain (ID) on the same parts and out-of-domain 968

(OOD) on the remaining part generated by the held- 969

out model. 970

D Additional Dataset Analysis 971

In this section we provide additional statistics and 972

visualizations for the distributions of various fea- 973

tures in the data. In particular, we note that on 974

most diagrams, real texts have smaller PHD than 975

fake texts, which is a very different result from the 976

statistics presented by Tulchinskii et al. (2023a), 977

who noted that the PHD of real texts is larger than 978

that of fake texts. We hypothesize that it can be 979

due either to very short lengths of texts in our work 980

compared to the texts considered by Tulchinskii 981

et al. (2023a) or due to differences in the sampling 982

strategy used by Dugan et al. (2020) and Tulchin- 983

skii et al. (2023a) when generating texts. Another 984

observation is that the TLE dimension is very dif- 985

ferent for all generator models in the original RoFT 986

dataset. This may be the reason for the bad gener- 987

alization performance of intrinsic dimension-based 988

algorithms across domains. For RoFT-chatgpt PHD 989

and TLE, real and fake texts are close to each other. 990

We show dataset statistics in the following fig- 991

ures: 992

• Figures 2, 6, and 7 show the lengths of texts 993

in tokens produced by the standard RoBERTa 994

tokenizer (the figures have a cutoff of 100 for 995

readability but the datasets do contain a few 996

longer sentences); 997

• Figure 8 shows the distribution of pretrained 998

(but not fine-tuned) RoBERTa [CLS] embed- 999

dings for real and fake parts of text samples 1000

from the original RoFT and RoFT-chatgpt 1001

datasets; 1002
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Table 3: Mean squared errors from leave-one-out cross-domain evaluation on RoFT-chatgpt. △ and ▽ indicate
the relative change from the detection model’s in-domain score to the human score, while ▲ and ▼ represent the
relative change from the out-of-domain score to the in-domain score. Green highlights improvements, red indicates
deteriorations.

Pre- Pres. Speeches Recipes New York Times Short Stories Avg
dictor Model Context IN ↓ OUT ↓ IN ↓ OUT ↓ IN ↓ OUT ↓ IN ↓ OUT ↓ ∆

Text RoBERTa SEP global 02.6▽81% 10.6▲308% 02.6▽81% 18.3▲604% 03.4▽76% 07.9▲132% 02.3▽83% 09.0▲291% 334%
Text RoBERTa global 02.3▽84% 07.5▲227% 02.8▽80% 13.5▲389% 02.9▽79% 06.2▲115% 02.6▽81% 05.5▲110% 211%
Perpl. GB sentence 07.3▽47% 08.9▲22% 07.0▽49% 14.6▲108% 07.2▽48% 09.4▲31% 08.5▽39% 08.5▼00% 40%
Perpl. LogReg sentence 08.2▽41% 11.5▲41% 06.0▽57% 16.8▲180% 08.7▽37% 11.8▲36% 09.6▽31% 09.3▼03% 64%
Perpl. Regr. (GB) sentence 04.7▽66% 06.6▲41% 04.8▽65% 09.7▲102% 04.9▽65% 05.7▲17% 05.2▽63% 05.0▼04% 39%
PHD TS multilabel 100 tokens 12.3▽11% 14.6▲19% 10.7▽23% 11.0▲03% 14.1△01% 16.8▲19% 11.6▽17% 11.6▼00% 10%
TLE TS Binary 20 tokens 12.3▽12% 15.6▲27% 18.0△29% 15.4▼14% 12.0▽13% 17.6▲47% 17.4△25% 23.9▲38% 24%
Length GB sentence 12.8▽08% 15.9▲24% 14.2△02% 17.9▲26% 13.7▽01% 18.4▲34% 12.5▽10% 15.3▲22% 26%
Length LogReg sentence 20.1△45% 20.5▲02% 16.7△20% 24.7▲48% 17.2△24% 22.1▲28% 18.5△33% 22.9▲24% 26%
Majority — 27.5△98% 27.4△97% 27.9△101% 28.0△102% —

Approximated human** global 13.88 13.88 13.88 13.88

Table 4: Original RoFT, cross-model transfer, part 1. The models were trained on all parts of the dataset except one
and tested in-domain (ID) on the same parts and out-of-domain (OOD) on the remaining part.

Model Metric GPT2-XL GPT2 davinci
ID OOD ID OOD ID OOD

RoBERTa + SEP Acc, % 46.38 40.94 45.95 08.78 63.25 19.73
RoBERTa + SEP SoftAcc1, % 76.85 76.83 76.71 31.22 85.52 47.27
RoBERTa + SEP MSE 03.90 02.92 04.17 06.77 03.04 07.59
RoBERTa Acc, % 46.68 32.56 40.30 06.94 57.20 14.48
RoBERTa SoftAcc1, % 77.30 72.07 75.52 25.31 84.61 40.49
RoBERTa MSE 03.73 03.10 03.70 07.18 02.94 08.56
Perplexity + GB Acc, % 23.00 23.43 28.12 04.08 23.75 19.78
Perplexity + GB SoftAcc1, % 40.35 47.90 47.96 30.61 46.03 42.46
Perplexity + GB MSE 15.39 10.51 12.19 15.99 11.85 15.38
Perplexity + LogRegr Acc, % 21.27 08.86 23.67 03.47 21.43 08.31
Perplexity + LogRegr SoftAcc1, % 33.33 22.14 39.80 27.45 35.35 25.19
Perplexity + LogRegr MSE 21.52 24.48 16.99 18.98 19.71 22.06
Perplexity + Regr Acc, % 11.68 15.78 14.56 14.18 13.91 15.30
Perplexity + Regr SoftAcc1, % 34.84 49.37 39.36 47.86 46.10 44.43
Perplexity + Regr MSE 07.67 04.62 06.80 06.40 06.73 06.64
PHD + TS ML Acc, % 31.84 04.02 25.64 04.49 31.38 02.05
PHD + TS ML SoftAcc1, % 56.08 14.14 44.28 35.85 53.31 13.82
PHD + TS ML MSE 11.13 28.18 16.37 10.74 11.82 27.03
TLE + TS Binary Acc, % 14.17 03.15 12.36 07.76 14.48 00.98
TLE + TS Binary SoftAcc1, % 31.14 13.10 29.19 32.14 34.01 11.58
TLE + TS Binary MSE 21.58 28.20 21.36 16.35 18.12 30.45
Length + GB Acc, % 21.70 04.75 18.30 01.22 19.18 06.33
Length + GB SoftAcc1, % 36.0 09.48 33.20 22.02 36.09 22.07
Length + GB MSE 23.56 33.32 27.00 19.27 17.35 20.00
Human Baseline Acc, % 22.48 17.23 22.59 22.53 24.74 14.06
Human Baseline SoftAcc1, % 41.91 37.03 39.73 48.01 42.44 33.47
Human Baseline MSE 13.49 14.69 14.29 09.86 14.03 12.91
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Table 5: Original RoFT, cross-model transfer, part 2. The models were trained on all parts of the dataset except one
and tested in-domain (ID) on the same parts and out-of-domain (OOD) on the remaining part.

Model Metric ctrl-Politics ctrl-nocode tuned baseline
ID OOD ID OOD ID OOD ID OOD

RoBERTa + SEP Acc, % 49.35 59.12 50.20 60.61 49.55 23.85 51.35 06.35
RoBERTa + SEP SoftAcc1, % 78.49 89.31 80.10 84.85 81.55 56.96 79.84 15.87
RoBERTa + SEP MSE 02.86 01.24 02.93 01.87 02.33 06.33 02.51 39.32
RoBERTa Acc, % 47.46 44.03 46.07 54.55 45.91 20.98 47.29 04.76
RoBERTa SoftAcc1, % 78.43 85.53 78.01 86.87 80.13 52.88 78.49 15.87
RoBERTa MSE 02.80 01.21 02.79 01.07 02.37 06.49 02.69 36.00
Perpl. + GB Acc, % 25.27 10.69 25.32 07.07 30.88 10.15 24.44 06.35
Perpl. + GB SoftAcc1, % 48.89 27.04 47.71 24.24 53.87 29.20 47.64 14.29
Perpl. + GB MSE 11.81 20.96 12.27 22.70 11.67 17.86 12.01 39.62
Perpl. + LogRegr Acc, % 24.08 07.55 21.88 07.07 28.50 08.04 24.77 03.17
Perpl. + LogRegr SoftAcc1, % 42.23 23.90 38.84 19.19 42.78 22.28 42.45 15.87
Perpl. + LogRegr MSE 15.70 23.27 16.69 25.38 17.46 24.20 15.72 40.86
Perpl. + Regr Acc, % 14.80 13.21 13.96 14.14 15.70 11.90 13.62 03.17
Perpl. + Regr SoftAcc1, % 42.06 40.25 41.89 33.33 43.08 36.03 39.25 14.29
Perpl. + Regr MSE 06.40 07.78 06.55 08.31 06.81 07.10 06.84 22.86
PHD + TS ML Acc, % 25.70 08.18 25.18 11.11 21.44 12.58 23.13 03.70
PHD + TS ML SoftAcc1, % 47.33 32.70 47.30 39.39 35.31 26.37 45.64 05.56
PHD + TS ML MSE 14.09 11.23 13.62 09.41 18.28 18.43 13.42 52.39
TLE + TS binary Acc, % 10.98 05.03 11.53 04.04 14.51 06.56 12.39 03.18
TLE + TS binary SoftAcc1, % 29.08 18.87 28.21 22.22 30.21 17.26 28.21 15.88
TLE + TS binary MSE 20.36 23.28 20.84 21.82 21.82 26.64 20.59 25.55
Length + GB Acc, % 17.32 03.77 18.05 0.0 21.64 0.04 15.24 26.98
Length + GB SoftAcc1, % 33.96 18.86 35.71 15.15 35.80 10.87 32.56 34.92
Length + GB MSE 22.48 23.87 24.16 26.53 23.59 32.78 16.25 16.0
Human Baseline Acc, % 22.60 21.6 22.57 23.94 21.46 25.90 22.41 46.15
Human Baseline SoftAcc1, % 40.61 41.6 40.59 45.07 39.17 44.92 40.46 63.46
Human Baseline MSE 13.87 10.57 13.87 07.70 13.92 13.48 13.82 11.51

Figure 6: Sentence length distributions in RoBERTA tokens, original RoFT, by topic

Figure 7: Sentence length distributions in RoBERTA tokens, RoFT-chatgpt, by topic
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Figure 8: Distribution of pretrained (but not fine-tuned) RoBERTa [CLS] embeddings of real and fake parts of
text samples from the original RoFT and RoFT-chatgpt datasets. The dimension is reduced to 2D via principal
component analysis (F.R.S., 1901).

Figure 9: Label distributions for the original RoFT dataset by model

Figure 10: Label distributions for the original RoFT dataset by topic
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Figure 11: PHD distributions for the real and fake parts of the RoFT dataset by topics

Figure 12: PHD distributions for the real and fake parts of the RoFT-chatgpt dataset text by topics

Figure 13: TLE dimension distributions for the sentences in the RoFT dataset by generator models

Figure 14: TLE dimension distributions for the sentences in the RoFT dataset by topics

Figure 15: TLE dimension distributions for the sentences in the RoFT-chatgpt dataset by topics
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Figure 16: Sentence perplexities in the RoFT-chatgpt dataset by label. X axis: sentence index in the text, Y axis:
sentence perplexity.

(a) (b)

Figure 17: Analysis of the logistic regression trained on sentence perplexities in the RoFT-chatgpt dataset (Perplexity
+ LogRegr in the tables): (a) heatmap of the coefficients; (b) confusion matrix for test set predictions.

• Figure 9 shows the distribution of labels in the1003

original RoFT dataset by generator;1004

• Figure 10 shows the distribution of labels in1005

the original RoFT dataset by topic; this distri-1006

bution is identical to the corresponding distri-1007

bution for the RoFT-chatgpt dataset;1008

• Figure 5 shows the distribution of PH dimen-1009

sions of real and fake parts of the text by gen-1010

erator;1011

• Figures 11 and 12 show the distributions of1012

PH dimensions by topic for the original RoFT1013

and RoFT-chatgpt respectively;1014

• Figure 13 shows the distribution of TLE di-1015

mensions of different sentences by generator;1016

• Figures 14 and 15 show the the distributions 1017

of TLE dimensions by topic for original RoFT 1018

and RoFT-chatgpt respectively. 1019

E Detailed experimental results 1020

In this section, we provide additional statistics and 1021

visualizations regarding our experimental results. 1022

Figure 16 visualizes the changes in perplexities for 1023

sentences from the texts in RoFT-chatgpt by their 1024

labels. We make the following observations. 1025

First, perplexities of the first couple of sentences 1026

across all texts are quite high, and the average per- 1027

plexity of sentences decreases by the end of the text. 1028

This is probably due to the fact that for the words 1029

of the first sentences the length of the text prefix 1030

is not enough for a stable calculation of perplexity. 1031

17



One solution to mitigate this effect and hence make1032

perplexity-based classifiers more stable might be1033

to generate new prefixes for the text using some1034

generative model (e.g. gpt-3.5) and calculate per-1035

plexities of original text words using this generated1036

prefix. We leave this idea for further research.1037

Second, there is no evident spike of perplexity1038

at the start of the fake text. This is an additional1039

indication for the fact that artificial text boundary1040

detection may be a far harder problem than artificial1041

text detection by classifying full texts into real and1042

fake.1043

Figure 17a visualizes the coefficients of a logistic1044

regression model trained on sentence perplexities1045

from the RoFT-chatgpt dataset (Perplexity + Lo-1046

gRegr rows in the tables). We can see a distinct1047

pattern in this figure. For the label k, which means1048

that the first fake sentence in the text is the (k+1)st,1049

the highest value of the coefficient is the kth one,1050

and the lowest one is often the (k+2)nd. This could1051

mean that the model is “searching” for a sudden1052

drop of perplexity at a point where the fake part1053

is starting. This fits together well with the idea1054

that GPT-2 sees text generated by a similar model1055

(GPT-3.5-turbo) as a more “natural” one than real1056

human-produced text. Therefore, perplexity often1057

drops at the point where fake text begins, and logis-1058

tic regression can pick up this effect and use it as a1059

decision rule.1060

Finally, Figure 17b visualizes the confusion ma-1061

trix on the test set of a gradient boosting regressor1062

trained on the original RoFT dataset. We can see1063

that its predictions are highly concentrated around1064

the center labels (3-6), although MSE scores of1065

the gradient boosting regressor on both in-domain1066

and out-of-domain sets are in top-2 among other1067

approaches for almost any test set (Tables 4 and 5).1068

This suggests that further research on the errors of1069

different models on different data subsets is needed.1070

Figure 18: Confusion matrix for the predictions of lo-
gistic regression trained on sentence perplexities in the
RoFT-chatgpt dataset (Perplexity + LogRegr in the ta-
bles) without the Short Stories topic, tested on the Short
Stories subset.
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