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Fig. 1: Grasping as rendering. Our network, NeuGraspNet, uses a single random-view depth input, encodes the scene in an
implicit feature volume, and uses multi-level rendering to select relevant features and predict grasping functions. As shown,
NeuGraspNet generalizes to random-view mobile manipulation grasping scenarios. More at: sites.google.com/view/neugraspnet

Abstract—A significant challenge for real-world robotic ma-
nipulation is the effective 6DoF grasping of objects in cluttered
scenes from any single viewpoint without needing additional scene
exploration. This work re-interprets grasping as rendering and
introduces NeuGraspNet, a novel method for 6DoF grasp detec-
tion that leverages advances in neural volumetric representations
and surface rendering. We encode the interaction between a
robot’s end-effector and an object’s surface by jointly learning to
render the local object surface and learning grasping functions
in a shared feature space. Our approach uses global (scene-
level) features for grasp generation and local (grasp-level) neural
surface features for grasp evaluation. This enables effective, fully
implicit 6DoF grasp quality prediction, even in partially observed
scenes. NeuGraspNet operates on random viewpoints, common in
mobile manipulation scenarios, and outperforms existing implicit
and semi-implicit grasping methods. We demonstrate the real-
world applicability of the method with a mobile manipulator
robot, grasping in open cluttered spaces.

I. INTRODUCTION

Robotic manipulation is crucial for enabling various appli-
cations such as home-assistance, industrial automation etc. A
key component for manipulation is the ability to grasp objects
in unstructured, cluttered spaces under partial observability.
This ability would enhance the efficiency, versatility, and
autonomy of robots operating in everyday environments. Deep
learning has been crucial in making advances in robotic grasp-
ing [37, 38, 44, 9] by training networks using simulation data
and transferring to the real world. However, 6DoF grasping in
the wild, i.e., grasping in the SE(3) space from any viewpoint

remains a challenge [32, 47, 53]. Embodied AI agents, e.g.,
mobile manipulation robots [27, 25], are expected to perform
manipulation tasks similar to humans; humans can leverage
geometric information from limited views and mental object
models to grasp objects without exploring the whole scene.
Such grasping in open cluttered spaces requires that robots,
given some spatial information, e.g., 3D pointcloud data, can
reconstruct the scene, understand graspable areas of objects,
and detect grasps likely to succeed. Moreover, robots should
reason about the grasp’s affordance [21], i.e., the subsequent
task a grasp allows, while additionally avoiding collision with
the surrounding environment.

6DoF grasping methods can be classified into methods
that explicitly generate grasp poses [45, 61, 58] or implicitly
classify the grasp quality of any grasp candidate in SE(3)
using a discriminative model [59, 34, 26]. The ability to
assess the quality of any grasp pose implicitly is essential
to applications in which grasp candidates are pre-defined
due to human demonstrations [67] or other affordance-based
information [15, 33]. Moreover, explicit generative models
are difficult to combine with additional constraints since the
constraints can only be applied as a post-filtering step. In
implicit methods, however, the distribution of grasp candidates
can be chosen and constrained before querying the model
for grasp quality. This ability is particularly useful in mobile
manipulation tasks where constraints such as reachability of
grasp poses are necessary.

https://sites.google.com/view/neugraspnet


Many existing grasping methods that use partial pointclouds
either rely only on seen parts of a scene [48, 58] or accumulate
more information from multiple views [5, 28, 20]. An ap-
proach to mitigate partial observability is to use neural scene
representations [39, 52, 51] to learn scene completion in a
continuous functional space. These representations are implicit
in geometry, enabling querying arbitrary points in the scene.
They also allow the learning of other geometric feature fields,
making them an attractive solution for grasping [29, 17, 35,
56]. However, most neural scene representations still require
multi-view information or overfit to specific objects/scenes.

This work investigates how to effectively leverage geo-
metric and surface information about objects in any scene
perceived from any partial view to detect high-fidelity 6DoF
grasps. We propose a novel method, NeuGraspNet1 for 6DoF
grasp detection building on advances in neural surface render-
ing [49, 50]. We use a learned implicit scene representation
to reconstruct and render the scene globally and effectively
sample grasp candidates, even in occluded regions. Moreover,
we argue that local geometric object features are essential for
understanding the complementarity between the robot’s end-
effector and the object’s surface for predicting grasp success.
Thus, we treat grasping as local neural surface rendering.
We learn shared local features that encode the response of
an object part to a grasping pose, enabling fully implicit
grasp quality evaluation in SE(3). To evince the benefit of
NeuGraspNet, we show superior performance compared to
representative implicit and semi-implicit baselines. We also
demonstrate real-world applicability via sim-to-real transfer to
a mobile manipulator robot grasping in open spaces.

In summary, our contributions are: (i) a new neural grasp
quality network (NeuGraspNet) that operates on single view-
points, generalizes to any scene, and is fully implicit in both
SE(3) and scene/object geometry, (ii) a new structured method
for sampling grasp candidates in occluded parts of the scene
using global (scene-level) rendering, (iii) the re-interpretation
of grasping as surface rendering for extracting local geometric
features that capture the interaction between the robot’s end-
effector and the local object-geometry per grasp candidate.

II. BACKGROUND & RELATED WORK

A. Neural implicit scene representations

Implicit scene representations are useful since they encode
the scene in a continuous feature space, allowing them to
be queried at any resolution. Occupancy networks [39, 52]
are neural representations for 3D reconstruction. Given a
pointcloud or 3D voxel grid of the scene, they encode the
scene in a feature space ψ using convolutional encoders
which combine global and local scene information. Neural
surface rendering approaches [49, 50, 62] employ occupancy
or surface models [51, 62] to render realistic 3D object sur-
faces. While some learned geometric representations require
explicit 3D supervision [39, 51, 52], advances in differentiable

1The acronym hints at the novel view of grasping as neural surface
rendering, and a wordplay for the German word ‘neu’ that means new.

rendering [40] and surface model learning have also enabled
reconstruction from multi-view 2D images only [49, 62].
While multi-view image-based methods such as NeRFs [40]
are restricted to overfitting specific scenes, some initial success
has been found towards generalization to arbitrary scenes [69].

B. Grasp detection

A comprehensive review on deep grasp synthesis is intro-
duced in [47]. We refer here to a subset of works cover-
ing explicit grasp generative models, implicit (discriminative)
models, and grasp affordance detection.
Explicit grasp generation. Partial observability can greatly
hinder explicit grasp pose generation [36, 1, 66, 42]. Grasp-
Net [45] is a variational autoencoder generative model that
learns a grasp distribution in SE(3), but additionally relies
on an iterative grasp refinement process. ContactGraspNet[58]
extends this approach by relying on a gripper contact point
assumption in the input pointcloud. A similar keypoint-based
representation that encodes contact points and the grasp center
is proposed in [12, 11]. In [22, 61], the authors show comple-
mentarity between RGB and pointcloud data while predicting
graspness over piled scenes. AnyGrasp [20] shows robust
performance and also proposes a method for finding temporal
associations among grasps in consecutive observations.
(Semi-)Implicit grasp prediction. Implicit grasping models
can predict a quality value of any provided grasp candi-
date [59, 6]. PointNetGPD [34] learns pointcloud features for
predicting the quality of grasp candidates sampled using the
method from [23]. VGN [5] uses a scene TSDF to perform
semi-implicit grasp detection (implicit in 3D position and
explicit in orientation). Other semi-implicit methods have
used coarse-to-fine predictions [28] or Hough voting [24].
EdgeGraspNet [26] follows ideas like the contact-based repre-
sentation from [7] and proposes a point-and-edge-based grasp
representation producing SOTA results. Implicit geometric
representations [39, 52, 40] provide a valuable feature space
for robot perception [30, 17]. GIGA [29] extends VGN by
sharing implicit features between scene reconstruction and
grasp prediction, improving the primary grasping task. In
[65, 60], 6DoF grasping functions are learned as cost functions
for use in trajectory optimization, while CenterGrasp [14]
learns a semi-implicit grasp-object manifold.
Grasp affordances. It is important to consider the task or
ability afforded by parts of objects [19, 55] when interacting
with them. Several methods have extended object affordances
to the affordance provided by the grasp to enable task-oriented
manipulation [31]. TaskGrasp [46] follows [2] in using se-
mantic knowledge graphs to generalize affordance prediction
among similar objects. In [31, 3], human activity videos are
used to predict visual affordances. Chen et al. [10] jointly
learn visual affordances and grasping to guide grasp candi-
dates toward requested affordances. Recently proposed open-
vocabulary methods [56, 57] predict semantic affordances
using language queries. These methods, however, use multi-
view inputs and are restricted to overfitting to single scenes.



Fig. 2: NeuGraspNet: A single-view 3D Truncated Signed Distance Field (TSDF) grid is processed through a convolutional
occupancy network to reconstruct the scene (cf. Section III-A). The occupancy network is used to perform global, scene-level
rendering. The rendered scene is used for grasp candidate generation in SE(3) (cf. Section III-B). We re-interpret grasping
as rendering of local surface points and query their features from the shared 3D feature volume. Local points, their features,
and the 6DoF grasp pose are passed to a Grasping PointNetwork to predict per grasp quality (cf. Section III-C). NeuGraspNet
effectively learns the interaction between the objects’ geometry and the gripper to detect high-fidelity grasps.

Our approach. Our goal is to perform 6DoF grasping using
any-view partial depth information. We also aim to generalize
to any scene, unlike many neural geometric methods that fit to
specific scenes/objects [56, 57]. Our novel method uses surface
rendering at multiple levels to learn relevant grasping features.
Our method is fully implicit in both scene geometry and the 6
grasp dimensions since we learn the complementarity between
the grasp and the scene via feature rendering. The method
is demonstrated via sim-to-real transfer to real, random-view
mobile manipulation scenarios. We also extend the approach to
grasp affordances and show promising initial grasp affordance
prediction results toward task-oriented grasping.

III. LEARNING 6DOF GRASPING VIA NEURAL SURFACE
RENDERING

In a cluttered scene, we are given a 3D depth pointcloud
x captured from an arbitrary viewing angle. We consider
a robot equipped with a two-fingered gripper and represent
grasps using the 6D gripper pose g ∈ SE(3). Given the
scene information x, the likelihood of success of a grasp is
interpreted as the grasp’s quality q ∈ [0, 1].

In this setting, our model, NeuGraspNet, learns an implicit
function fsgθ : R3 → R that represents the scene geometry and
a subsequent implicit function hqω : R6 → R that evaluates
the quality of candidate grasp poses in the scene (θ and
ω being jointly trainable network parameters), leading to a
fully implicit representation. Our full pipeline is depicted in
Fig. 2. In the following, we describe our reconstruction and
scene-level rendering approach. We then explain the candidate
grasp generation method that samples grasps on the rendered
scene. This is followed by our implicit grasp quality evaluation
function that uses local grasp-level surface rendering to learn
appropriate features relevant to each grasp.

A. Neural scene reconstruction

Our input pointcloud x only conveys partial information
about the scene. To enable grasp generation in a scene-
level feature space, we reconstruct the scene through an
implicit scene geometry backbone, a convolutional occupancy
network (ConvONet) [52]. The network first encodes the input
pointcloud x into a feature space ψ. We can then implicitly
query the occupancy probability of any 3D point p ∈ R3

by passing the corresponding feature vector ψ(x,p) through
a fully-connected scene geometry decoder network fsgθ . The
network is trained using ground truth simulated occupancy
values o(p) ∈ {0, 1} of points uniformly sampled in the
scenes. Formally, the reconstruction loss is a binary cross-
entropy loss between the predicted occupancy probability
ô(p) = fsgθ (ψ(x,p)) and the true occupancy o(p):

Locc = LCE (ô(p), o(p)) (1)

Learning scene geometry as an auxiliary task for grasp
quality prediction has been shown to be beneficial to grasp pre-
diction [35, 29]. In this work, we adopt this intuitive idea and
further highlight the importance of scene reconstruction not
only as an auxiliary training task but as a core component of
NeuGraspNet. Crucially, we use the learned implicit geometry
to render the scene surface at a global level for grasp candidate
generation (cf. Section III-B) and at a local level for feature
extraction per 6D grasp candidate pose (cf. Section III-C).

B. Scene-level rendering & grasp candidate generation

Using the learned occupancy representation fsgθ , we can
render the surface of the whole scene at inference time by ray-
marching C “virtual” cameras placed in a circular path around
the scene (Figure 3). We perform surface rendering using a
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Fig. 3: Scene-level surface rendering: (a) an input single-
view pointcloud; (b) surface rendering on the neural implicit
geometry (grey volume) using 6 ‘virtual’ cameras; (c) the re-
constructed surface pointcloud; (d) sampled grasp candidates.

root-finding approach similar to [49] and [50]. Formally, for
every ray r emanating from each of the C virtual cameras,
we evaluate the occupancy network fsgθ (.) at n equally spaced
samples on the ray

{
pr
j

}n

j=1
. The first point along a ray for

which the occupancy changes from free space (o(p) < 0.5) to
occupied space (o(p) > 0.5) is a surface point ps. To further
refine the surface point estimation, we use an iterative secant
search method along the ray (detailed in [49]). After obtaining
the surface point-set from all virtual cameras, we merge and
downsample the point-set to arrive at a reconstructed scene
pointcloud {pi}Mi=1 as shown in Fig. 3c. We note here that
other reconstruction methods, such as running marching cubes
over the occupancy volume, could also be used to obtain the
surface points. However, since we are only interested in the
surfaces of the objects that the robot can interact with, our ray-
casting procedure, which focuses on the ray’s first contact with
the upper surfaces of objects, reconstructs surfaces at a high
resolution with fewer queries to the implicit feature volume.
Our grasp detection is implicit, i.e., we can query the quality
of any 6DoF grasp pose g ∈ SE(3). To generate suitable
grasp proposals to discriminate upon during training, we use
the sampling approach of Grasp Pose Generator (GPG) [23]
due to its simple yet effective nature. GPG generates grasp
candidates on the input pointcloud using the point surface
normals and estimating the axis of curvature of a surface. For
more details, we refer to [23]. We apply the GPG sampler
on our reconstructed surface pointcloud. This provides two
benefits over the partial pointcloud. First, we can sample more
grasps, since we can use the completed scene information, i.e.,
sample grasps in occluded areas. Secondly, our candidates are
less likely to be in collision with objects. This is because,
in the partial pointcloud case, generated candidates can often
intersect with objects because only parts of the object point-
clouds are visible. A visualization of the grasps generated on
our completed pointcloud can be seen in Fig. 3d.

(a) (b)

(c) (d)

Fig. 4: Local surface rendering: (a) rendering the neural
implicit geometry by ray-marching 3 ‘virtual’ cameras at the
three parts of the gripper (gripper used here only for visu-
alization); (b) the neural rendered surface; (c) noisy ground-
truth rendered surface used during training for local occupancy
supervision (light pink points are unoccupied and dark red
points are occupied); (d) ground-truth simulated scene.

C. Local surface rendering & learning grasping functions

Key to our approach is to obtain features that effectively
capture the geometric interaction between any 6DoF grasp
and the scene. To do so, we propose selecting the features
from the scene’s local surface points which are rendered by
each grasp. We hypothesize that the local surface points and
their corresponding latent features can effectively encode the
geometric complementarity of object-surface and gripper to
assess the quality of grasps. For each 6DoF grasp pose g in
a scene, we use our implicit scene-geometry network fsgθ to
render a local 3D surface point set {pg

i }
N
i=1 corresponding to

the grasp g. Specifically, we place a virtual camera near each
link of the gripper, i.e., near the two fingers and the base,
such that the cameras point towards the inner hull of the
gripper (Figure 4a). We thus obtain a dense local point-set
and filter out spurious points too far away from the gripper
links.

Grasp quality prediction. To predict the quality of a
grasp g, we use both the local surface point set of the
grasp {pg

i }
N
i=1 and the corresponding feature vectors in the

same feature space ψ(x) as the scene geometry network
fsgθ . Thus, we jointly learn features ψ appropriate for both
scene reconstruction and grasp quality prediction [29]. The
N local surface points and their features are passed through
an implicit grasp quality decoder network hqω to predict the
grasp success probability q̂(g) = hqω

(
{pg

i , ψ(x,p
g
i )}

N
i=1

)
.

The grasp quality decoder uses a permutation invariant point
network architecture [54], trained using simulated ground
truth labels q(g) ∈ {0, 1} of grasp success/failure and a
binary cross-entropy loss

Lqual = LCE (q̂(g), q(g)) (2)



Local supervision using ground truth surfaces. Learning
grasping functions based on surface features poses a challenge.
Since we rely on local neural surface point rendering to
pick appropriate point-wise features, the scene reconstruction
needs to be accurate. A straightforward approach would be
to train the grasp quality network hqω in a subsequent step
after the convergence of the scene reconstruction network fsgθ .
However, we wish to train grasp quality and scene reconstruc-
tion jointly to ensure that the implicit geometric features ψ
also capture information relevant for assessing grasp quality.
Thus, we propose to use additional local surface supervision
at training time. During the data generation in simulation,
we obtain the ground truth surface points for each grasp:{
pg
gt i

}N

i=1
. We then add noise to these points, as visualized

in Fig 4c. These noisy surface points
{
pg
noisy i

}N

i=1
serve two

purposes. First, we can train a robust grasp quality network
using these noisy surface points and their features ψ using
the loss from Equation (2). Thus we only need to perform
the local neural surface rendering at inference time while
also ensuring regularization against imperfect neural surface
renders. Second, we add additional supervision to the scene
reconstruction using the occupancy values for these dense yet
noisy surface points o(pnoisy), refining the occupancy in scene
parts that interact with the gripper during grasping (cf. Fig. 4).
We use a loss function Llocal, similar to Equation (1), to
additionally train local object-part reconstruction from these
noisy surface points.
Grasp affordance prediction We also experiment with ex-
tending our approach to, additionally, implicitly predict grasp
affordances towards task-oriented grasping. Using the local
rendered features, we train another decoder network daγ with
parameters γ to predict the grasp affordance â(g). The affor-
dances belong to a set of K object affordance classes from
3D AffordanceNet [19]. Given that a grasp can have more
than one affordance, this becomes a multi-label classification
problem for which we can use separate heads to predict the
probability of each affordance class {ak}Kk=1. For this, we
use another binary cross entropy loss between the predicted
affordance âk(g) = dak

γ

(
{pg

i , ψ(x,p
g
i )}

N
i=1

)
and the ground

truth label ak(g) ∈ {0, 1} for every class k. Moreover, since
the multi-label dataset is imbalanced and can contain many
more negative labels than positive ones, we add a dice loss
as proposed in [19]. This loss ensures that the total error in
the prediction of positive and negative labels in a batch is
weighted equally. The overall affordance loss is then

Laff =

K∑
k=1

(
LCE (âk(g), ak(g)) + LDICE (âk(g), ak(g))

)
.

D. Implementation

Our network uses a convolutional occupancy network en-
coder that encodes a scene Truncated Signed Distance Field
(TSDF) (processed from the input pointcloud) into an implicit
3D feature space. For scene reconstruction, the decoder fsgθ
is a ResNet-based fully-connected network (as in [52]). For

grasp quality, the decoder hqω uses a point network [54].
The overall loss during training includes the occupancy loss
Locc, quality loss Lqual as well as the additional local occu-
pancy loss Llocal, each weighted by factors wi,

LNeuGrasp = woccLocc + wqualLqual + wlocalLlocal. (3)

For affordance prediction, we also use the affordance loss to
train separate heads for each affordance class:

LNeuGraspAff = LNeuGrasp + waffLaff . (4)

Additional implementation details are provided in Appendix
A. We also experiment with incorporating rotational SO(3)
equivariance in the encoder [18] and using different point net-
work decoder architectures such as DGCNN [63]. Experiments
with these architectures are provided in Appendix C.

IV. EXPERIMENTS

While evaluating our proposed approach, we aim to answer
the following questions:

1) Can NeuGraspNet outperform representative implicit
and non-implicit baseline 6DoF grasping methods?

2) What are the contributions of our rendering procedure
at scene-level and at the local-level towards predicting
accurate grasp quality?

3) Given that our method utilizes scene reconstruction,
how well does the method generalize to unseen scenes
with hard test objects where precise reconstruction is
challenging?

4) How well does our approach extend to predicting grasp
affordances toward task-oriented grasping?

5) How well does our method, trained in simulation, trans-
fer to the real world?

A. Grasp Quality Prediction

Experimental setup. For training and evaluating NeuGrasp-
Net, we first use the popular simulation benchmark from
VGN [5], also used in [29, 26, 14], that uses the PyBullet
simulator [16]. In the VGN setup, simulated objects are
spawned in a random ‘pile’ or are ‘packed’ upright on a
surface. The benchmark consists of 343 household objects
split into 303 training and 40 testing objects. On average, five
objects are spawned per scene. The only modification we do to
make the task more realistic and challenging is to randomize
the camera viewing angle when generating the scene TSDF or
pointcloud. In addition to the VGN household object set, we
also evaluate our method and baselines on test objects from
the Evolved Grasping Analysis Dataset (EGAD) [43] without
re-training the networks. EGAD contains objects of varying
shape complexities, and testing on them helps determine the
generalizability of our method, especially to situations where
precise reconstruction is challenging.
Data generation and training. Since our network is implicit
in all 6 grasp dimensions (unlike semi-implicit methods [5,
29]), we create a dataset with a larger number of grasps per
scene to learn to discriminate grasps in SE(3). We execute
grasp candidates sampled using the method from Section III-B



TABLE I: Comparative results of NeuGraspNet vs. baselines on Pile and Packed scenes [5] (5 seeds)
Pile scenes Packed scenes

Fixed Top View Random View Hard View Fixed Top View Random View Hard View
Method Type GSR (%) DR (%) GSR (%) DR (%) GSR (%) DR (%) GSR (%) DR (%) GSR (%) DR (%) GSR (%) DR (%)
NeuGraspNet (ours) Implicit 86.51 ± 1.42 83.52 ± 2.24 85.05 ± 1.25 84.37 ± 1.52 73.95 ± 1.26 70.67 ± 1.69 97.65 ± 0.92 93.16 ± 1.48 92.49 ± 1.41 91.74 ± 1.24 78.76 ± 1.89 82.80 ± 1.50

PointNetGPD [34] Implicit 79.79 ± 2.28 77.81 ± 2.79 70.94 ± 3.12 68.88 ± 3.11 47.42 ± 3.40 36.02 ± 3.68 81.14 ± 2.52 86.04 ± 1.50 71.94 ± 1.38 76.23 ± 2.51 25.15 ± 2.61 14.18 ± 1.50
Scene-render+PNGPD Implicit 79.64 ± 2.35 78.02 ± 1.37 71.85 ± 1.76 68.45 ± 3.74 52.72 ± 4.89 40.77 ± 4.10 80.16 ± 2.33 84.93 ± 2.40 73.23 ± 1.45 76.86 ± 2.11 39.10 ± 4.47 25.38 ± 2.61
VGN [5] Semi-Implicit 77.44 ± 2.15 63.98 ± 5.03 78.48 ± 1.45 74.09 ± 1.16 68.46 ± 2.55 64.14 ± 4.37 83.42 ± 0.85 54.08 ± 5.35 78.11 ± 0.81 60.13 ± 1.96 70.27 ± 3.18 38.57 ± 3.40
EdgeGraspNet [26] Implicit 80.25 ± 1.41 83.18 ± 1.43 78.76 ± 1.16 80.89 ± 2.65 68.11 ± 2.63 69.32 ± 3.79 85.09 ± 2.48 85.36 ± 2.74 86.06 ± 0.75 86.51 ± 0.92 81.61 ± 1.41 85.11 ± 0.84
GIGA [29] Semi-Implicit 82.92 ± 2.08 73.58 ± 2.93 78.67 ± 1.86 75.99 ± 1.79 69.13 ± 4.43 64.83 ± 5.63 96.05 ± 0.20 76.81 ± 3.21 87.99 ± 0.84 75.64 ± 2.75 73.87 ± 1.57 68.52 ± 4.49

TABLE II: Ablation results of NeuGraspNet on Pile and Packed scenes [5] (5 seeds)

Pile scenes Packed scenes
Fixed Top View Random View Hard View Fixed Top View Random View Hard View

Method GSR (%) DR (%) GSR (%) DR (%) GSR (%) DR (%) GSR (%) DR (%) GSR (%) DR (%) GSR (%) DR (%)
NeuGraspNet (ours) 86.51 ± 1.42 83.52 ± 2.24 85.05 ± 1.25 84.37 ± 1.52 73.95 ± 1.26 70.67 ± 1.69 97.65 ± 0.92 93.16 ± 1.48 92.49 ± 1.41 91.74 ± 1.24 78.76 ± 1.89 82.80 ± 1.50
No-scene-render 85.79 ± 1.38 83.44 ± 2.40 83.57 ± 1.91 83.06 ± 1.50 69.71 ± 2.48 65.61 ± 3.37 97.18 ± 1.14 92.80 ± 1.75 89.83 ± 1.79 90.19 ± 1.57 56.43 ± 4.62 29.08 ± 3.10
No-local-render 79.83 ± 2.06 77.22 ± 2.72 77.04 ± 2.57 76.17 ± 2.51 63.51 ± 3.05 58.24 ± 3.14 96.31 ± 0.93 92.17 ± 1.43 89.81 ± 1.37 90.10 ± 0.70 73.86 ± 3.31 76.12 ± 2.16
No-shared-features 80.72 ± 1.96 78.15 ± 2.672 77.20 ± 2.36 78.01 ± 2.47 64.44 ± 2.96 59.34 ± 3.17 95.44 ± 0.96 90.26 ± 1.48 88.71 ± 1.43 89.11 ± 0.83 71.24 ± 3.51 69.06 ± 2.33
No-local-occ 86.62 ± 1.75 83.74 ± 2.41 84.37 ± 1.51 83.72 ± 0.89 72.08 ± 1.47 69.10 ± 2.13 96.53 ± 1.53 92.24 ± 1.37 90.62 ± 2.13 90.29 ± 1.56 78.14 ± 2.04 80.70 ± 1.73
No rendering 73.59 ± 1.58 72.92 ± 2.82 73.36 ± 0.84 72.79 ± 1.38 56.52 ± 1.11 50.30 ± 2.75 93.65 ± 0.76 91.46 ± 0.37 87.32 ± 1.89 88.34 ± 1.47 52.17 ± 4.12 26.88 ± 2.31

on simulated scenes and train both NeuGraspNet and the
baselines on this dataset. We generate a dataset of 1.4 million
grasps in 33,313 scenes for ‘pile’ scenes and 1.2 million grasps
in 33,534 scenes for ‘packed’ scenes, balanced with both
successful and unsuccessful grasps. We also sample 100,000
occupancy points per scene to train the scene reconstruction.
More details about the dataset are provided in Appendix B.

Baselines & metrics. We compare our method against strong
baselines that use various representations for predicting grasp
quality. Due to the scope of our work for fully implicit grasp
detection, we emphasize comparison with implicit or semi-
implicit methods. We compare against PointNetGPD [34],
which operates directly on pointclouds, and experiment with
adding our scene completion pipeline as preprocessing for
PointNetGPD, termed Scene-render+PNGPD. We also com-
pare against the current state-of-the-art EdgeGraspNet [26]
that proposes a contact-edge-based grasp representation. Note
that for EdgeGraspNet, we generate the dataset as per the
sampling strategy in [26] as it requires grasp samples on
edges.Additionally, we compare against the semi-implicit
methods VGN [5] and GIGA [29], with the latter consid-
ering scene reconstruction as an auxiliary loss. We train
VGN and GIGA with high-resolution TSDFs (as also done
for NeuGraspNet), as it leads to better performance. We
also run ablations of our model with different settings, e.g.,
with and without scene-level rendering, etc., to demonstrate
the efficacy of our full model. We train all methods from
scratch on our dataset with random-view (random elevation
between 15 and 75 degrees) pointcloud or TSDF inputs for a
fair comparison. Though our work focuses on implicit grasp
quality prediction, for completeness, we also compare against
two popular generative grasping networks, AnyGrasp [20]
and ContactGraspNet [58]. For these, we use pre-trained
networks and hence mainly test on the EGAD object setting
where all the networks are evaluated without re-training. More
details about training and evaluation are in Appendix B.

The main focus of this work is to evaluate the representa-
tion capability of NeuGraspNet, which learns the interaction
between scene/object geometry and the robot end-effector for

detecting high-quality 6DoF grasps. Our benchmarking setup
consists, therefore, of three settings. (I) Fixed Top View: In
this setting, the camera is placed at a fixed viewing angle: a
60-degree elevation, and at a distance of twice the workspace
width (width in this setup is 30cm), as in [29]. (II) Random
view: This setup resembles the one of training; the viewing
elevation is sampled between 15 and 75-degrees, and the
distance of the camera is between 1.6 and 2.4 times the
workspace width. This setting is harder than the one used
in [26] that considers angles between 30 and 45 degrees.
(III) Hard view: While we sample the camera’s distance
like the random view setting, we fix the viewing angle at
15 degrees. We argue that such views are realistic for robots
like mobile manipulators that can move in the scene to grasp
scattered objects with a limited field of view. Other methods
that use fixed manipulators operating on tabletop surfaces have
not considered such a setting. All these settings are tested
on the ‘pile’ and ‘packed’ scenes of [5] and ‘pile’ scenes
with EGAD [43] objects. To reconstruct the scene, we use
N=6 virtual cameras in a circular trajectory around the scene.
From our experiments, we note that using less than 4 virtual
cameras is insufficient to reconstruct the surfaces well for
the considered grasping scenes, while more than 6 virtual
cameras do not provide any benefit. We use the same grasping
metrics as [29, 5, 26], namely, the Grasp Success Rate (GSR),
i.e., percentage of successful grasp executions w.r.t. the total
attempts, and the Declutter Rate (DR), i.e., percentage of
objects successfully removed to the number of total objects
presented in the scenes. We perform 100 simulation rounds for
5 random seeds in all cases and report the average percentage
and standard deviation per metric. As per the experiment setup
of [5], a simulation round ends when (a) no objects remain,
(b) no high-quality grasps are found, or (c) two consecutive
failed grasp attempts have occurred.

1) Comparison with baselines on VGN [5] scenes: Ob-
serving Table I, in ‘pile’ scenes, which are more unstruc-
tured, NeuGraspNet outperforms the baselines in all settings.
EdgeGraspNet and GIGA perform similarly in GSR, but
EdgeGraspNet has a higher DR, indicating fewer consecu-



TABLE III: Grasping performance in simulated Pile scenes with objects from the EGAD [43] dataset. The networks are not
re-trained but directly tested on EGAD objects of different complexities (5 seeds)

Fixed Top View Random View Hard View
Method Type GSR (%) DR (%) GSR (%) DR (%) GSR (%) DR (%)
NeuGraspNet (ours) Implicit 79.76 ± 1.54 81.82 ± 1.45 75.24 ± 1.01 76.80 ± 1.29 67.21 ± 2.86 62.04 ± 4.94
PointNetGPD [34] Implicit 65.71 ± 3.20 64.73 ± 3.19 59.05 ± 2.50 56.19 ± 4.68 37.64 ± 1.16 25.99 ± 0.95
VGN [5] Semi-Implicit 13.59 ± 1.16 11.71 ± 0.59 11.42 ± 0.54 9.98 ± 0.25 5.56 ± 0.56 4.72 ± 0.72
EdgeGraspNet [26] Implicit 40.59 ± 2.38 31.99 ± 2.37 40.75 ± 1.97 31.81 ± 2.20 39.50 ± 1.91 30.03 ± 2.66
GIGA [29] Semi-Implicit 27.49 ± 3.05 17.65 ± 2.42 25.53 ± 2.84 16.03 ± 2.52 17.10 ± 1.96 9.28 ± 1.42
ContactGraspNet [58] Generative 48.98 ± 4.27 40.85 ± 2.96 42.25 ± 2.35 38.66 ± 2.48 30.46 ± 2.74 22.64 ± 1.28
AnyGrasp [20] Generative 68.46 ± 2.50 68.06 ± 2.74 66.09 ± 1.01 66.83 ± 1.86 56.23 ± 0.97 47.43 ± 0.95

(a) Scene (b) Input TSDF (c) Reconstruction (d) Detected Grasps

Fig. 5: Example scene reconstructions & detected grasps for unseen test objects from the VGN [5] (top) and the EGAD [43]
(bottom) datasets. We see that our network can sometimes create artifacts or is unable to reconstruct very fine details, especially
for the hard EGAD objects. Nevertheless, even in these hard cases, our network is able to reconstruct the broad structure of
the scene & objects which results in the detection of good grasps (d).

tive failures. In ‘packed’ scenes, we observe a similar high
performance by NeuGraspNet. However, there are interesting
remarks regarding the baselines. GIGA still performs well
in fixed top view settings, where most of the scene is still
observed. VGN performs close to GIGA in random and
hard views. PointNetGPD performs reasonably in the fixed
top view setting since it uses the GPG [23] grasp sampling
strategy, which favors top grasps. However, it performs poorly
in hard view settings since top surfaces of packed objects
are rarely observed. Our version of PointNetGPD that uses
scene completion, i.e. Scene-render+PNGPD, performs very
similar to PointNetGPD in the fixed view cases, but shows
improvements of up to 5-10% in hard views. EdgeGraspNet
showcases good performance in ‘packed’ scenes, and with
‘packed’ hard views, it outperforms NeuGraspNet by ∼2.5%
in GSR and DR. Note that we test EdgeGraspNet with their
proposed edge grasp sampling strategy. In ‘packed’ scenes,
this edge strategy favors side grasps, unlike GPG, which favors
top grasps. This characteristic of GPG also hurts performance
of NeuGraspNet in ‘packed’ hard-view settings. While we
have shown gains due to our scene-level GPG approach (cf.
Section III-B), an improved geometrically-informed sampling
strategy could lead to further improvements. Nevertheless, we
demonstrate that our local point and feature set successfully
encodes the gripper-object complementarity and outperforms
all baselines in 5 out of 6 settings.

2) Ablation study: Table II presents an ablation of different
components of NeuGraspNet for evaluating the contribution
of each component of the network. As the results show, a
model without any rendering (global or local), shown at the
bottom of the table, performs the worst. In this case the
grasp sampler relies only on the input pointcloud, and the
grasp quality network struggles to discriminate in the SE(3)
space. When only removing global scene-level rendering, we
achieve good performance with fixed & random views but
see a significant drop with hard views. In hard views, much
of the scene is unseen and the grasp sampler struggles to
sample reasonable candidates. Removing the local rendering
at the grasp level from NeuGraspNet hurts performance the
most (‘No-local-render’ in table), underlying the importance
of local features that allow learning the interaction of object
surface and gripper. Not using a shared feature space for
the reconstruction and grasp quality prediction (‘No-shared
features’) also drops performance. We also observe worse
performance without local occupancy supervision, especially
for DR in ‘packed’ scenes, where objects are placed closely,
and fine details around objects are needed. In this case,
providing a refinement signal with local occupancy improves
performance. Additional ablations are in Appendix C.

3) Comparison with baselines on EGAD [43]: Table III
presents evaluations on piled EGAD [43] object scenes without
re-training the networks. We note a very significant perfor-



TABLE IV: Grasping & affordance prediction performance in random-view scenes with PartNet objects [19] (5 seeds)

Method GSR (%) DR (%) Grasp affordance prediction mAP (%)
Average Handover Cut Stab Lift Wrap Pour Wear

NeuGraspAffNet (ours) 71.78 ± 3.19 57.55 ± 3.79 64.21 ± 2.49 84.34 ± 2.60 78.61 ± 5.89 78.58 ± 5.89 35.68 ± 7.96 31.70 ± 7.85 75.68 ± 8.44 64.91 ± 4.63
No-local-render (ours) 57.48 ± 1.30 39.78 ± 1.81 53.45 ± 3.58 82.86 ± 3.60 79.05 ± 5.91 79.01 ± 5.89 22.03 ± 8.44 21.71 ± 4.97 65.15 ± 5.96 24.35 ± 8.42
VGN+Aff[5] 16.11 ± 1.71 5.80 ± 0.87 28.73 ± 1.42 56.92 ± 1.18 19.06 ± 2.43 19.06 ± 2.43 21.10 ± 0.63 27.33 ± 2.22 13.23 ± 1.31 44.38 ± 2.06
GIGA+Aff [29] 53.72 ± 3.01 44.78 ± 2.65 42.64 ± 1.64 83.23 ± 0.87 29.26 ± 4.54 29.27 ± 4.54 34.39 ± 5.49 30.92 ± 4.56 34.71 ± 6.67 56.67 ± 5.32

TABLE V: Grasping performance in real-world scenes over
12 scene decluttering rounds

Pile scenes (Random View) Packed scenes (Random View)
Method GSR (%) DR (%) GSR (%) DR (%)
NeuGraspNet (ours) 83.63 (46/55) 76.36 (46/60) 87.72 (50/57) 90.90 (50/55)
EdgeGraspNet [26] 64.81 (35/54) 58.33 (35/60) 70.58 (36/51) 65.45 (36/55)

mance drop in all methods due to the diversity in complexity of
EGAD objects. However, NeuGraspNet sees the smallest drop,
showing greater robustness than baselines. Example visual-
izations of reconstructions and detected grasps are provided
in Figure 5. We note that even in difficult reconstruction
scenarios, NeuGraspNet recovers the broad scene structure,
leading to good grasps being detected. The performance of
implicit and semi-implicit baselines is similar to the ‘pile’
scenes with VGN objects. The generative AnyGrasp performs
better than most other baselines but still significantly lags
behind NeuGraspNet in both GSR and DR while Contact-
GraspNet performs poorly in hard views but comparably to
EdgeGraspNet in fixed and random view settings.

B. Grasp Affordance Prediction

We evaluate the extension of our method to grasp affordance
prediction in depth pointclouds and provide initial results.
Data generation and training. There exists a lack of a
standard, reproducible benchmark for task-oriented grasping
and grasp affordance prediction. Very few methods try to
predict grasp affordances in 3D pointclouds while also operat-
ing in cluttered scenes. Thus, we generate a grasp affordance
dataset using object and semantic affordances from 3DAffor-
danceNet [19]. We use the same simulation setup as above
but use piled objects from [19], i.e., PartNet objects [41].
For simulated successful grasps of an object, we assign grasp
affordances by checking grasp proximity to labeled affordance
points from 3DAffordanceNet. Note that the dataset is multi-
label, i.e., each grasp can have multiple assigned affordances.
During data generation, we use a subset of object categories in
3DAffordanceNet that can be expected to be grasped, giving
us 1,248 objects from categories ‘Knife’, ‘Scissors’, ‘Mug’,
‘Bottle’, ‘Bag’, ‘Earphone’, and ‘Hat’. While this reduces our
study to these categories, we note that significant diversity
still exists within the objects to determine the extendability
of our approach to task-oriented grasping. We end up with 7
affordance classes for grasps on our chosen object set, namely
‘Handover’, ‘Cut’, ‘Stab’, ‘Lift’, ‘Wrap’, ‘Pour’, and ‘Wear’.
We also remap affordances to be robot-centric, i.e., affordance
labels denote actions that can be performed after grasping
the object. Our dataset contains 2.6 million grasps in 37,696
scenes. We note that PartNet objects are significantly harder
to grasp since many of them are too small or large in their

original scale. We train our network, called NeuGraspAffNet,
and baselines with binary affordance classification heads for
each class, given the multi-label nature of the data.
Metrics & comparison with baselines. We split the objects
in the dataset into 1096 train and 152 test objects and evaluate
grasping success and accurate affordance prediction on scenes
with test objects (100 simulation rounds for 5 random seeds).
We report the GSR and DR and also include the mean Average
Precision (mAP) for affordance classification per class. We
also report the average mAP over affordance classes, i.e.,
the macro-average. Since few methods exist that perform
scene-level and shape-based grasp affordance prediction, we
compare against modified versions of VGN and GIGA with
additional affordance heads GIGA+Aff and VGN+Aff. For
completeness, we also compare against our ablation with no-
local-rendering to validate if lack of local rendering has the
same effect as in the grasp quality evaluations. The results
are listed in Table IV. Consistent with the previous results,
NeuGraspAffNet significantly outperforms the baselines re-
garding success and declutter rates. It also performs better
in terms of affordance prediction with an average mAP of
64.21%. Among the affordance classes, the ‘Wrap’ class is
the most difficult to accurately predict, while the ‘Handover’
and ‘Cut’ classes are the easiest. An example visualization
of grasp affordance prediction is provided in Appendix C
in Figure 10. While we’ve shown the benefit of our approach
compared to baselines, there still exists significant scope for
improvement in task-oriented grasping for our random-view,
scene-level setting. Using visual affordances from 2D RGB
images, projecting them into 3D, and integrating them into
our reconstruction pipeline is a promising direction for further
research.

C. Real-world Evaluation

We perform real-world experiments with a mobile manipu-
lator robot, TIAGo++, equipped with a head-mounted RGBD
camera. The robot is placed in house-like scenarios with ob-
jects placed randomly in a ‘pile’ or ‘packed’ setting. We use 16
objects from the YCB dataset [8] for this experiment. For each
setting, we perform 12 decluttering rounds and report the GSR
and DR observed. Figure 1 shows example grasp executions in
random-view mobile manipulation scenarios such as grasping
from a shelf or grasping from the top of a cupboard. We also
compare to the best-performing baseline EdgeGraspNet [26].
Table V lists the real-world experiment results. We observe
a GSR and DR of 83.63 % and 76.36 %, respectively, for
‘pile’ scenes and a GSR and DR of 87.72 % and 90.90
%, respectively, for ‘packed’ scenes. We also demonstrate
our affordance prediction capabilities by grasping based on



(a) In this example with input depth from a challenging view (black
pointcloud in the middle image), the scene reconstruction (red pointcloud)
is not sufficient to avoid grasp failure (right image).

(b) In this example, the thin scissor placed flat on the table is
not perceived well by the depth camera mounted on the real
robot head, leading to no grasps being detected.

Fig. 6: Example failure cases observed in (a) simulated and (b) real-world experiments.

TABLE VI: Grasp sampling time and inference time
comparison between methods (in milliseconds)

Method Grasp sampling Grasp quality inference Total time
NeuGraspNet (ours) 608 ms 257 ms 865 ms
EdgeGraspNet [26] 401 ms 30 ms 431 ms
No-scene-render (ours) 161 ms 257 ms 418 ms
ContactGraspNet [58] n.a. 280 ms 280 ms
GIGA [29] n.a. 225 ms 225 ms
AnyGrasp [20] n.a. 207 ms 207 ms
PointNetGPD [34] 170 ms 23 ms 193 ms

user-queried affordances. Demonstrations are provided in the
supplementary material. We note a drop in performance com-
pared to Section IV-A due to the following failure cases. The
execution of grasps on objects of relatively large width can
sometimes fail due to imprecise perception or execution by
the mobile robot, hurting the GSR. On the other hand, very
thin objects are not always clearly perceived by the random-
view depth camera since it is difficult to differentiate between
the object and the table, hurting the DR. Nevertheless, with the
use of better camera depth estimation techniques, we expect
to get even better performance on real-world de-cluttering of
scenes. Additional details and results are provided in Appendix
C and the project website: sites.google.com/view/neugraspnet.

V. CONCLUSION AND LIMITATIONS

We presented NeuGraspNet, a novel, fully implicit 6DoF-
grasp prediction method that re-interprets robotic grasping as
surface rendering. NeuGraspNet predicts high-fidelity 6DoF
grasps from any random single viewpoint of a scene. Our
method exploits a learned implicit geometric scene represen-
tation to perform global and local surface rendering. This
enables effective grasp candidate generation (using global
features) and grasp quality prediction (using local features
from a shared feature space). We demonstrated the superior
performance of NeuGraspNet in simulated experiments of
varying difficulty. We also explored the method’s applicability
to task-oriented grasping by predicting grasp affordances.
Finally, we exhibited the real-world applicability of NeuGrasp-
Net in mobile manipulator grasping experiments.
Our method, however, comes with certain limitations. Firstly,
as noted in section IV.C the network struggles to accurately
perceive depth and reconstruct very thin objects. An example
of this is provided in Figure 6. Moreover, NeuGraspNet

requires a computational overhead due to the multiple surface
rendering processes, reported in Table VI. Nevertheless, we
posit that advances in neural rendering can make such methods
increasingly accessible, even with onboard computing. An-
other limitation is that our model presumes a particular in-
stantiation of gripper. While we have tested with two different
grippers, the Franka Panda gripper and the Robotiq 2F-85,
the model can struggle with a new gripper of a very different
size. This problem could be mitigated by providing the gripper
model or size as an input to the network instead, an addition
that we wish to explore in future work. A further limitation
that affects most grasp detection approaches is the open-
loop nature of execution, without consideration of sudden
scene changes. Thus, coupling grasp detection (perception)
and manipulation (action) dynamically is part of our plans.
Finally, while we show promising initial results with respect
to shape-based grasp affordances, the reliability and diversity
of predicted affordances can be further improved. Projecting
pre-trained 2D RGB features, using recent approaches such
as generalizable feature fields [68] into our pipeline is a
promising direction toward any-scene task-oriented grasping.
Moreover, the evaluation of downstream manipulation tasks
after the grasp has succeeded is also an important metric to
consider in our framework, one that we wish to explore further
in future work.
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