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The comparison of languages at the level of words and their internal structure is an intrinsic part
of contrastive linguistics and language typology and has led, among other things, to the well-known
morphological typology in terms of agglutination, fusion, isolation, etc. (Skalička, 1935; Sgall, 1986).
Unlike syntactic research, where typological claims are refined and advanced on the basis of multilingual
syntactically annotated corpora (in particular, Universal Dependencies, de Marneffe et al. 2021; cf.,
among others, Choi et al. 2022 or Levshina et al. 2023), theoretical insights related to the internal
structure of words have not yet been explored on a broad data base. One reason is the inaccessibility of
the words’ structure in machine tractable data.

Analysis of the internal structure of words in terms of their segmentation into morphemes as the
smallest meaning-bearing units (so-called morphological segmentation) is available in printed dictionaries
for some of the languages involved in the present experiment (Slav́ıčková 1975; Ološtiak et al. 2015;
Kuznetsova and Efremova 1986; Tikhonov 1996). Information on the words’ internal is also available in
some dedicated electronic resources. However, their utility for language comparisons is limited because
they either provide reliable but mutually incompatible analyses for individual languages (e.g. CELEX,
Baayen et al. 1995, or MorphoLex, Sánchez-Gutiérrez et al. 2018 and Mailhot et al. 2020) or, if they
attempt multilingual coverage, the data for individual languages are of poor quality and inconsistent
across languages (UniMorph, McCarthy et al. 2020; or UniSegments, Žabokrtský et al. 2022).

We report a pilot study in which we compare the complexity of words across seven typologically
diverse languages (Czech, English, Finnish, French, German, Russian, and Slovak). The study is carried
out on the texts of Universal Declaration of Human Rights, which, in each language, consists of a
preamble and 30 articles sized from one sentence to several short paragraphs. The texts are segmented
into morphemes and these are classified into roots and affixes, which are further divided into inflectional
and derivational. Both morphological segmentation and morpheme classification are performed by neural
tools using customized CNN-LSTM-CRF architecture (Ma and Hovy, 2016). The tools were trained on
data extracted from the above mentioned resources.

Despite the relatively small size of the texts and the automatic processing, which is being further
improved, the analysis provides interesting insights. In all languages, single-morpeme words are the most
numerous, followed by words with two morphemes, etc. Figure 1 documents that the tendency for word
length to be inversely related to the word’s relative frequency (discussed as Zipf’s law) is more stable
when word length is calculated in terms of morphemes than in terms of characters. The data also show
differences in the number and diversity of roots and derivational morphemes. Based on this metric,
languages cluster according to genetic relationships. The data thus exhibit the potential for comparing
languages as for their preferences for different word-formation processes.
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Figure 1: Number of tokens with given number of morphemes/characters
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