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Abstract

Large Language Models (LLM) have demon-001
strated their strong ability in the field of ma-002
chine translation (MT), yet they suffer from003
high computational cost and latency. There-004
fore, transferring translation knowledge from005
giant LLMs to medium-sized machine trans-006
lation models is a promising research direc-007
tion. However, traditional knowledge distilla-008
tion methods ignore the capability of student009
and teacher models, therefore repeatedly teach-010
ing student models on the knowledge they have011
learned, and failing to extend to novel con-012
texts and knowledge. In this paper, we pro-013
pose a framework called MT-PATCHER, which014
transfers knowledge from LLMs to existing015
MT models in a selective, comprehensive and016
proactive manner. Considering the current017
translation ability of student MT models, we018
only identify and correct their translation errors,019
instead of distilling the whole translation from020
the teacher. Leveraging the strong language021
abilities of LLMs, we instruct LLM teachers to022
synthesize diverse contexts and anticipate more023
potential errors for the student. Experiment re-024
sults on translating both specific language phe-025
nomena and general MT benchmarks demon-026
strate that finetuning the student MT model on027
about 10% examples can achieve comparable028
results to the traditional knowledge distillation029
method, and synthesized potential errors and030
diverse contexts further improve translation per-031
formances on unseen contexts and words.032

1 Introduction033

Large Language Models (LLM) have shown their034

impressive capabilities across almost all natural035

language tasks (Brown et al., 2020; Zhao et al.,036

2023). However, their ability strongly correlates037

with the model size. In the field of machine trans-038

lation, competitive results can only be evidenced039

on larger LLMs, while medium-sized LLMs like040

Alpaca (Taori et al., 2023) and ParroT (Jiao et al.,041

2023a) still lag behind supervised NMT systems by042

a large margin (Jiao et al., 2023a; Zhu et al., 2023). 043

How to efficiently transfer knowledge from larger 044

LLMs to existing MT models that are affordable to 045

deploy, is an important research direction. 046

The most common method for knowledge trans- 047

ferring is knowledge distillation (KD) (Hinton 048

et al., 2015; Kim and Rush, 2016), where given 049

an unlabeled corpus, a student model is trained to 050

mimic the output of a teacher model on the corpus. 051

Although KD is a well-studied technique and has 052

proven effective in many previous works (Kim and 053

Rush, 2016; Wang et al., 2021; Liu et al., 2023), we 054

argue that when transferring knowledge from giant 055

LLMs to existing MT models, the traditional KD 056

method does not take the capability of the student 057

and teacher model into consideration, therefore 058

leaving much room for improvement in terms of 059

both efficiency and effectiveness. 060

Firstly, in contrast to student models in previous 061

works (Kim and Rush, 2016; Wang et al., 2021; Liu 062

et al., 2023) that are randomly initialized, recent 063

student MT models (Hsieh et al., 2023; Fu et al., 064

2023) already exhibit a reasonable level of lan- 065

guage proficiency, i.e., they can already accurately 066

translate most examples in the unlabeled corpus. 067

This renders the fine-tuning of student models on 068

all teacher outputs both redundant and inefficient. 069

Secondly, the efficacy of KD is significantly con- 070

strained by the coverage of the monolingual corpus, 071

which impedes their performance when translat- 072

ing words in novel contexts or words unseen in 073

the monolingual corpus. However, modern LLMs 074

grasp strong translation and language knowledge, 075

as well as the ability to follow human instructions. 076

This enables the development of more efficient and 077

effective strategies for addressing these problems. 078

In this paper, we introduce MT-PATCHER, a 079

novel framework designed for the knowledge trans- 080

fer from LLMs to existing MT models in a selec- 081

tive, comprehensive, and proactive manner. The 082

design philosophy of MT-PATCHER is inspired by 083
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effective teaching strategies observed in real-world084

scenarios. Rather than subjecting students to end-085

less drills, an effective teacher would first assess086

the student’s current abilities, then design practice087

to reinforce areas of weakness and extend learning088

to new situations (Lee Jr and Pruitt, 1979; Epstein089

and Voorhis, 2001). Leveraging the strong lan-090

guage capabilities of LLMs, our method seeks to091

emulate these pedagogical strategies. Specifically,092

we gather instructional data from GPT-4, which093

demonstrates how to identify and correct errors in094

student model translations, anticipate additional095

potential errors that the student models may com-096

mit, and synthesize diverse contexts for relevant097

translation knowledge that aids the student model098

in rectifying these errors. We subsequently fine-099

tune an existing proficient LLM on these data to100

transform it into an MT-PATCHER model.101

We conduct experiments on translations on both102

specific language phenomena (chemistry materials103

and Chinese idioms) and general machine transla-104

tion benchmarks (WMT22 Chinese → English and105

English → German). Experimental results show106

that finetuning the student model on only 10% ex-107

amples selected by MT-PATCHER is equivalent to108

finetuning on all examples as in KD, and enlarg-109

ing the finetuning corpus via the context synthesis110

and proactive error prediction technique further111

improves the translation performance.112

2 Background113

Large Language Model for Machine Transla-114

tion Numerous studies have attempted to lever-115

age LLMs for machine translation. Initial ef-116

forts (Lin et al., 2022; Vilar et al., 2022; Agrawal117

et al., 2023; Zhu et al., 2023; Hendy et al., 2023;118

Jiao et al., 2023b) centered on in-context learning,119

which utilizes several translation examples to guide120

the translation behavior of LLMs. Subsequent re-121

search (Jiao et al., 2023a; Li et al., 2023) shifted122

the focus to fine-tuning LLMs on existing parallel123

corpora to more effectively harness their translation124

capabilities. However, the translation performance125

of LLMs has not been as remarkable as their per-126

formance in other NLP tasks. Only state-of-the-art127

LLMs such as GPT-3 and GPT-4, which boast more128

than 100 billion parameters, can rival the perfor-129

mance of commercial translation systems (Hendy130

et al., 2023; Jiao et al., 2023b). Meanwhile, other131

medium-sized LLMs significantly trail behind su-132

pervised MT models (Zhu et al., 2023; Li et al.,133

2023; Jiao et al., 2023a). Li et al. (2023) suggest 134

that the primary barrier to enhancing LLMs’ perfor- 135

mance is the lack of translation knowledge. Given 136

that larger LLMs inherently possess more knowl- 137

edge due to the scaling law (Kaplan et al., 2020), 138

our work concentrates on transferring knowledge 139

from these models to existing MT models. 140

Knowledge Distillation for Neural Machine 141

Translation Knowledge distillation (KD), which 142

improves smaller student models by learning on 143

larger teacher models’ output, is widely used in 144

machine translation. Two common KD methods 145

are LogitKD (Hinton et al., 2015; Tan et al., 2018), 146

which optimizes the student model to match the 147

teacher model’s predicted distribution, and Se- 148

quence KD (SeqKD) (Kim and Rush, 2016; Wang 149

et al., 2021; Gu et al., 2018; Zhou et al., 2019), 150

where the student learns from the teacher-generated 151

pseudo target sequence. As LogitKD requires ac- 152

cess to the teacher’s logits, it is impractical for 153

distilling from proprietary LLMs. Therefore, we 154

base our method on SeqKD, where student refers 155

the smaller MT model we would like to improve, 156

and teacher refers to larger LLMs which possess 157

more translation knowledge than student. 158

Selective KD has been proposed by Wang et al. 159

(2021) and Liu et al. (2023), but they all rely on 160

comparing student models’ outputs to oracle refer- 161

ences. Unlike these works, our method instructs the 162

LLM to identify student translation errors directly. 163

Large Language Model for Synthesizing 164

Datasets With the growing generative capabil- 165

ities of Large Language Models (LLMs), many 166

works attempt to harness them for corpora gener- 167

ation. The generated corpora can serve as demon- 168

strations for few-shot prompting (Sahu et al., 2022), 169

fine-tuning corpora for existing models (Yoo et al., 170

2021), or seed corpora for human refinement (Yuan 171

et al., 2021a). Studies such as Chung et al. (2023); 172

Yu et al. (2023) also explore ways to balance di- 173

versity, accuracy, and bias reduction in LLM-based 174

dataset synthesis. However, these approaches often 175

generate datasets from scratch, ignoring the capa- 176

bilities of the models being optimized, resulting in 177

less efficiency compared to our method. 178

3 Methodology 179

In this section, we present MT-PATCHER , a frame- 180

work that distills knowledge from LLMs to existing 181

MT systems more efficiently and effectively. The 182
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Figure 1: The illustration of MT-PATCHER framework. The correct translation for the source sentence should be
‘Methanol is a colorless transparent liquid.’.

process of MT-PATCHER undergoes two stages:183

• Knowledge Selection: In this stage, the LLM184

acts as the feedbacker, which provides natural185

language feedback to translations of student186

models. Based on the feedback, we select187

source sentences with identified errors, which188

indicate knowledge deficiency of the student189

models, to the next stage.190

• Knowledge Extension: In this stage, the191

LLM acts as the parallel data synthesizer and192

word analoger, which help the student model193

learn words it makes mistakes on by extending194

to more diverse contexts and similar words.195

Figure 1 illustrates how MT-PATCHER works.196

3.1 Knowledge Selection via Feedbacker197

When transferring knowledge from LLMs to exist-198

ing MT models, traditional SeqKD would finetune199

the student model on all teacher’s output, ignoring200

the fact that the student model can already trans-201

late most of the examples well. Furthermore, sev-202

eral recent studies have unveiled emergent abilities203

in LLMs, such as Self-Refinement (Madaan et al.,204

2023) and Self-Debug (Chen et al., 2023), suggest-205

ing that iterative refinement of an initial draft may206

be a more effective strategy to tap into the knowl-207

edge reserves of LLMs.208

To improve the efficiency of SeqKD and bet-209

ter elicit LLMs’ knowledge, we propose to fine-210

tune LLMs to be a feedbacker, which produces211

natural language feedback of the student models’212

translation instead of directly generating its own213

translations. Formally, given a source sentence X 214

and its corresponding translation Y , the goal of 215

the feedbacker is to generate a comprehensive as- 216

sessment f . This assessment comprises tuples of 217

(c, {(si, ei, ti)}Ni=1, p), where c describes whether 218

Y contains translation errors, si, ei, ti corresponds 219

to the source span, explanation and correction of 220

the i-th identified error, respectively, and p is the 221

final post-edited translation that incorporates all 222

error corrections. 223

3.2 Knowledge Extension via Parallel Data 224

Synthesizer and Word Analoger 225

Another limitation of SeqKD is that the knowledge 226

it can transfer is strictly limited to the given mono- 227

lingual corpus. This limitation can hinder its gen- 228

eralizability in two key ways. Firstly, the correct 229

translation of mistranslated words or phrases can 230

only be learned within the contexts present in the 231

given monolingual corpus, potentially limiting its 232

applicability to broader contexts. Secondly, SeqKD 233

also lacks the capacity for knowledge extrapolation, 234

which prevents it from transferring knowledge that 235

does not occur in the monolingual corpus. 236

Inspired by the principle of knowledge exten- 237

sion when designing good practice in the educa- 238

tional process (Lee Jr and Pruitt, 1979; Epstein and 239

Voorhis, 2001), we transform LLMs into two mod- 240

ules to mitigate above two problems, respectively: 241

parallel data synthesizer and word analoger. 242

Parallel Data Synthesizer The goal of the paral- 243

lel data synthesizer is to synthesize parallel sen- 244

tences (X ′, Y ′) that contain a specific pair of 245
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phrases (s, c) where the student model makes mis-246

takes in the context (X,Y ), in order to generalize247

the current translation knowledge to more contexts.248

Ideally, the synthesized parallel sentences should249

be semantically diverse yet still similar to the origi-250

nal context in other aspects. However, in the prelim-251

inary experiments, we find that even for powerful252

LLMs like GPT-4, when conditioning them on the253

original context (X,Y ), the generated parallel data254

lacks diversity and mostly resembles (X,Y ).255

To tackle this problem, we introduce another256

module called sentence analyzer, which first ex-257

tracts the information of domain, topic and style258

of the original context. We then instruct the LLMs259

to synthesize parallel sentences with the same at-260

tributes as well as containing the phrase pair (s, c).261

This process can be seen as an information bottle-262

neck where we squeeze the semantic information263

yet keep other attributes.264

Word Analoger We further introduce the word265

analoger to proactively predict potential errors the266

student model may commit. For example, if the267

student MT model incorrectly translates the term268

methanol, an educated guess is that it may struggle269

with translating words within the domain of chem-270

istry, such as benzene and ethanol. By anticipating271

these potential errors, we can enhance the student272

model’s translation capability for words not present273

in the monolingual corpus.274

Practically, given a source sentence X and a275

word s that the student MT model mistranslates,276

the word analoger aims to associate more words277

from two perspectives: (1) category, i.e., words be-278

longing to the same category as s, and (2) semantic,279

i.e., words that frequently co-occur with s. We also280

require that the generated words should be rare and281

challenging in the prompt, ensuring that the student282

model will struggle to translate them accurately.283

3.3 Implementation of MT-PATCHER284

Theoretically, state-of-the-art LLMs like GPT-4285

can already serve as an MT-PATCHER to transfer286

its knowledge to MT models. However, in practice,287

because we do not have unlimited access to GPT-288

4, we instead collect the demonstration data from289

GPT-4. Specifically, given a student model, we first290

use it to generate its translation on 20,000 monolin-291

gual sentences randomly selected from the mono-292

lingual corpus. We then leverage GPT-4 to execute293

the pipeline of MT-PATCHER including (1) giving294

feedback f given the source sentence and student’s295

translation (X,Y ), (2) analyzing the domain, topic 296

and style (d, t, st) of the source sentence X (3) 297

making analogies (WAx,WAy) given the source 298

sentence X and a word s in X (4) synthesizing 299

parallel sentences containing error source words s 300

and their corrections c with the same domain, topic 301

and style attribute (d, t, st). Finally, we finetune 302

the teacher LLM on these data to transform it to 303

an MT-PATCHER. All prompts we use for building 304

MT-PATCHER can be found in Appendix A. 305

4 Experiments 306

We evaluate our method on Chinese → English and 307

English → German translation. 308

4.1 Experimental Settings 309

Student Translation Model For student transla- 310

tion models, we consider NLLB-200 3.3B (NLLB 311

Team et al., 2022), a multilingual translation model 312

pre-trained on 200 languages. Having been trained 313

on massive parallel data, it can already translate rea- 314

sonably well but falls short of language knowledge 315

compared to LLMs, making it an ideal knowledge 316

recipient for our experiment. 317

Due to the increasing interest in adopting LLMs 318

for MT, we also consider ParroT (Jiao et al., 2023a), 319

an LLM-based MT model finetuned on WMT vali- 320

dation sets from LLaMA-7B (Touvron et al., 2023). 321

Backbone LLM for MT-PATCHER The back- 322

bone LLMs for building MT-PATCHER in this pa- 323

per are LLaMA2-13B (Touvron et al., 2023) and 324

Baichuan-2-13B (Baichuan Inc, 2023). LLaMA2- 325

13B is an English LLM and used to build MT- 326

PATCHER for English-German translation models. 327

Baichuan-2-13B is trained on a mix of both Chi- 328

nese and English corpus and demonstrates much 329

stronger abilities in Chinese compared to LLaMA2. 330

Therefore, we adopt it for building MT-PATCHER 331

for Chinese-English translation models. For each 332

language pair considered, we fully finetune the cor- 333

responding LLM on the collected data for 3 epochs. 334

See Appendix B for more implementation details. 335

Competitors We compare the translation perfor- 336

mance of the following methods: 337

• Student is the translation model to be patched. 338

In this paper, it refers to NLLB 3.3B or ParroT. 339

• Teacher is the model that is achieved by fine- 340

tuning the larger LLM to perform translation 341

directly. For a fair comparison, we finetune 342
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System Chinese → English English → German
Teacher Model: Baichuan2 13B Teacher Model: Llama2 13B

|Df | COMET BLEURT BLEU |Df | COMET BLEURT BLEU
Teacher - 80.5 67.8 23.9 - 81.4 72.9 26.0

Student Model: ParroT-7B
Student - 75.4 60.6 18.1 - 80.5 69.0 23.9
SeqKD-Equal 119k 76.0 61.4 21.9 107k 80.3 70.8 24.1
SeqKD-Full 1M 76.5 61.7 22.2 1M 80.9 71.4 24.6
MT-PATCHER

+ PE 119k 76.7 61.8 22.4 107k 80.9 71.6 24.9
+ PE + PDS 595k 77.4 62.6 23.0 535k 81.3 72.0 25.5

+ PE + PDS + WA 1.07M 78.2 63.5 23.8 963k 81.8 72.6 26.2

Student Model: NLLB 3.3B
Student - 76.8 63.9 20.8 - 86.1 76.3 34.3
SeqKD-Equal 104k 79.1 66.3 25.0 124k 85.2 74.7 32.0
SeqKD-Full 1M 79.5 66.9 25.5 1M 84.8 74.1 31.2
MT-PATCHER

+ PE 104k 79.4 67.0 24.2 87k 86.2 76.5 34.5
+ PE + PDS 520k 79.9 67.4 24.8 435k 86.5 77.0 34.9

+ PE + PDS + WA 936k 80.3 68.1 25.4 783k 87.2 77.5 35.6

Table 1: Translation performance of the proposed method and other baselines on the WMT22 Chinese→English and
English→German test sets. |Df | denotes the number of examples used to finetune the student model. SeqKD-Full
refers to the student model finetunes on the full 1M pseudo parallel sentences, while SeqKD-Equal finetunes on
random subsets of the teacher’s translations with equal size to that of MT-PATCHER.

the LLM on GPT-4’s translation on the mono-343

lingual sentences.344

• SeqKD are models achieved by finetuning the345

Student model on the Teacher’s translations.346

• MT-PATCHER (PE) is the variant of MT-347

PATCHER , finetuning the Student model on348

the post-editing results in feedback.349

• MT-PATCHER (PE + PDS) is the variant350

of MT-PATCHER which finetunes the Student351

model on the post-editing results as well as352

additional synthesized parallel sentences gen-353

erated by parallel data synthesizer contain-354

ing (error, correction) pairs. Unless other355

stated, we set the number of pseudo-parallel356

sentences to be 4 in this paper.357

• MT-PATCHER (PE + PDS + WA) is the358

variant of MT-PATCHER which finetunes the359

Student model on the post-editing results and360

parallel sentences generated by parallel data361

synthesizer containing (error, correction) pairs362

and additional word pairs from word analoger.363

We generate 2 analogous words for each cate-364

gory and 1 context for each word.365

4.2 Results on General Machine Translation366

Table 1 presents experimental results on gen-367

eral machine translation benchmarks: WMT22368

Chinese→English and English→German transla- 369

tion. We randomly select 1,000,000 sentences 370

from RefinedWeb (Penedo et al., 2023) and Wu- 371

Dao 2.0 (Yuan et al., 2021b), respectively, as 372

English and Chinese monolingual corpus. Per- 373

formance are evaluated in COMET (Rei et al., 374

2020), BLEURT (Sellam et al., 2020) 1 and sacre- 375

BLEU (Post, 2018). We can see that: 376

MT-PATCHER can select more valuable exam- 377

ples. From Table 1, we can first see that the per- 378

formance of MT-PATCHER (PE) is better SeqKD- 379

Equal, and can be comparable to SeqKD-Full. This 380

indicates the proposed method can select more 381

valuable examples and discard useless examples. 382

We also find our method suffers less from catas- 383

trophic forgetting compared to SeqKD-Full (See 384

Appendix C for more experimental results). This 385

makes MT-PATCHER an appealing method for real- 386

world applications, considering the cost for finetun- 387

ing the Student model is growing nowadays. 388

Parallel data synthesizer and word analoger im- 389

prove the effectiveness of MT-PATCHER. We 390

can also see that applying the parallel data synthe- 391

sizer and word analoger to generate more patch 392

data can further improve the translation perfor- 393

mance of MT-PATCHER, highlighting the benefits 394

of extending coverage of context and knowledge 395

1The model we used for COMET and BLEURT is wmt22-
comet-da and BLEURT-20, respectively.
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Chemistry Materials Chinese Idioms

Unseen Context Unseen Word Unseen Context Unseen Word
Accuracy Rel. Perf. Accuracy Rel. Perf. Score Rel. Perf. Score Rel. Perf.

Student 6.0 22.4% 6.3 23.7% 1.20 39.8% 1.16 37.4%
Teacher 26.0 97.4% 25.8 97.4% 2.78 92.3% 2.82 91.0%
Feedbacker 26.7 100% 26.5 100% 3.01 100% 3.10 100%
SeqKD-Full 15.5 58.1% 10.6 40.0% 1.65 54.8% 1.62 52.3%
MT-PATCHER

+ PE 15.8 59.2% 11.0 41.5% 1.73 57.5% 1.78 57.4%
+ PE + PDS 21.4 80.5% 11.2 42.3% 2.04 67.8% 1.81 58.4%

+ PE + PDS + WA 21.9 82.0% 16.3 61.5% 2.10 69.8% 2.02 65.2%

Table 2: Performance of different models when translating chemistry materials (evaluated in accuracy) and Chinese
Idioms (evaluated by scores given by GPT-4). Rel. Perf: the relative performances of models compared to
feedbacker, which is the best extent we can elicit knowledge from LLMs in this table.

during the process of knowledge transferring.396

It is worth noting that in the English → Ger-397

man direction, the teacher based on LLaMA-2-398

13B performs substantially worse than the stu-399

dent (NLLB 3.3B), which is consistent with pre-400

vious findings (Li et al., 2023) that it is not trivial401

to adopt existing LLMs to outperform supervised402

translation models. As a result, SeqKD from this403

teacher leads to poor performance. However, based404

on the same backbone LLM, MT-PATCHER can405

still improve the performance of the Student model.406

This can be attributed to the hypothesis that re-407

vising an initial draft is a better way to elicit the408

knowledge of LLMs than direct generation, which409

we provide a further analysis in Section 5.2.410

4.3 Results on Specific Language Phenomena411

In order to understand how MT-PATCHER can412

improve the effectiveness of knowledge transfer,413

we present experiments on the Chinese-to-English414

translation for two specific language phenomena:415

chemistry materials and Chinese idioms. We select416

them for two reasons: (1) Both belong to long-417

tailed knowledge that student MT models cannot418

grasp very well. (2) There are also distinctions be-419

tween them: chemistry materials represent simple,420

context-free knowledge, while Chinese idioms rep-421

resent more abstract and metaphorical knowledge.422

Specifically, for each language phenomenon, we423

first collect a list of 6,000 of them and their corre-424

sponding translations from the web. We then split425

these word pairs into two categories: Seen and Un-426

seen, and create a monolingual set as well as two427

test sets based on the split 2:428

• Monolingual Set. For each word pair in the429

2Details of the dataset and data split can be found in Ap-
pendix D.

Seen set, we ask GPT-4 to synthesize one sen- 430

tence that contains the source word. This set 431

is for SeqKD and MT-PATCHER to leverage. 432

• Test Set for Unseen Context. For each word 433

pair in the Seen set, we also ask GPT-4 to syn- 434

thesize one parallel sentence pair that contains 435

the source and target word in the source and 436

target sentence, respectively. This set is for 437

testing models’ generalization ability when 438

source words are seen yet contexts are novel. 439

• Test Set for Unseen Word. We collect the 440

test set for Unseen Word in a similar way as 441

Unseen Context using the word pairs in the 442

Unseen set. This set is for testing models’ 443

generalization ability to novel words. 444

We take the Baichuan-2-13B as the LLM and 445

NLLB 3.3B as the student model, and present the 446

experimental results in Table 2. The accuracy of 447

translating chemistry materials represents the per- 448

centage of test examples where the correct trans- 449

lation of the source chemistry material is found in 450

the translation. Regarding Chinese idioms, due to 451

the difficulty of providing reference translations of 452

them, we instead ask GPT-4 to assess the transla- 453

tion quality given the source sentence, target sen- 454

tence and dictionary definition. We report the av- 455

erage score, which ranges from 0 to 5. For ease of 456

comparison, we also report how different models 457

perform relative to the feedbackers, for which we 458

directly take its correction as the translation. 459

Multiple contexts facilitate generalization on Un- 460

seen Context. From Table 2, we can see that de- 461

spite that the Teacher model achieves significantly 462

better performance than the Student model, the 463

SeqKD-Full method can only narrow less than half 464
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Figure 2: Translation performance as the number of syn-
thesized contexts per word and analogous word grows.

of the gap. However, by synthesizing more con-465

texts for each error, MT-PATCHER (+PE + PDG)466

improves the relative performance from 59.2% to467

80.5% for chemistry materials, and 57.5% to 69.8%468

for Chinese Idioms, indicating the importance of469

translation knowledge in multiple contexts in order470

to generalize to novel contexts better.471

Error Anticipation improves performances on472

Unseen Word. We can also observe that both473

SeqKD-Full and MT-PATCHER (+PE + PDG) can-474

not behave well on the Unseen Word set, which475

can be attributed to their inability to extrapolate476

from the observed errors to unseen errors. By gen-477

erating analogous words to anticipate more errors,478

the translation performances on Unseen Word are479

significantly improved, validating the effectiveness480

of the proposed error anticipation method.481

5 Discussion482

We provide further analysis on how MT-PATCHER483

works and its applicability to real-world scenar-484

ios. All experiments are conducted on the WMT22485

Chinese-to-English translation datasets, and the stu-486

dent MT model is NLLB 3.3B.487

5.1 Impact of the number of synthesized488

contexts per word and analogous word489

In Figure 2, we plot how increasing the number490

of synthesized contexts per word and analogous491

words affects the translation performance of the492

student model. Note that we only synthesize one493

context for each analogous word. We can see in-494

creasing both numbers results in improved trans-495

lation performance. For synthesized contexts, the496

gain plateau between 16 to 32 suggests this amount497

of different contexts is adequate for word or phrase498

learning. For analogous words, however, we ob-499

Figure 3: Comparison of translation quality on error
words between the Teacher’s translation and the feed-
backer’s correction.

serve the performance grows at a log-linear rate 3. 500

5.2 Does asking for feedback better elicit 501

LLMs’ translation knowledge? 502

We conduct a head-to-head comparison between 503

two ways to leverage the teacher LLM: ask the 504

teacher to directly provide translation vs. ask MT- 505

PATCHER to give feedback on the student’s trans- 506

lation. Specifically, we randomly select 1000 ex- 507

amples and compare the correction provided by 508

MT-PATCHER to the translation provided by the 509

teacher. The comparison is made by both human 510

and GPT-4. 511

The results are shown in Figure 3. It can be seen 512

that MT-PATCHER’s corrections are considered by 513

both GPT-4 and human evaluators to be comparable 514

or better than the teacher’s translation on more 515

than 80% examples, demonstrating the benefits of 516

eliciting LLM’s knowledge in the form of feedback. 517

5.3 The Effectiveness of Iterative Feedback 518

In this section, we explore whether the application 519

of iterative feedback on post-edited translations 520

can enhance the final translation quality, thereby 521

yielding a better Student model. While iterative 522

feedback may incur additional computational costs, 523

it allows us to compare feedback across multiple 524

iterations and assess the reliability of error identi- 525

fication and correction from the feedbacker. Intu- 526

itively, if an error span identified and rectified in the 527

i-th epoch is still deemed problematic in the sub- 528

sequent epoch, it suggests an inconsistency in the 529

feedbacker’s decision-making process. To prevent 530

the introduction of incorrect knowledge during the 531

knowledge transfer process, examples with such 532

inconsistencies are discarded. 533

3It is worth noting that this does not mean MT-PATCHER
can improve the translation performance endlessly, since it
cannot generate an unlimited amount of valid analogous words.
The performance will eventually plateau, although we have
not scaled to the number due to the computational limitation.
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Figure 4: Accuracy of corrections and percentage of re-
maining data after applying different epochs of iterative
feedback.

COMET BLEURT BLEU

k = 1 79.4 67.0 24.2
k = 2 79.8 67.5 24.7
k = 3 80.0 67.6 24.9
k = 4 80.1 67.6 25.1
k = 5 80.1 67.5 25.0
k = 6 80.0 67.6 24.8
k = 7 79.8 67.4 24.9
k = 8 80.1 67.6 24.9

Table 3: Translation performance of NLLB-3B model
finetuned on post-editing data after k epochs of iterative
feedback.

We randomly select 2000 instances of MT-534

PATCHER’s feedback on NLLB-3B’s translation535

results and apply iterative feedback. We then ask536

GPT-4 to evaluate the feedback quality after each537

iterative feedback epoch. The results, depicted538

in Figure 4, indicate that iterative feedback can539

enhance the accuracy of corrections in remaining540

examples, converging to 90.4% after 4 epochs at541

the expense of filtering out approximately 20% of542

examples. To understand the quality-quantity trade-543

off of demonstration data, we further fine-tune the544

Student NLLB model on post-editing data after545

each iterative feedback epoch and display the trans-546

lation performance in Table 3. Despite a decrease547

in the amount of fine-tuning data as the epoch in-548

creases, the translation performance of the fine-549

tuned model continues to improve, highlighting the550

significance of high-quality fine-tuning data.551

5.4 Transferability of MT-PATCHER552

The construction of MT-PATCHER is model-553

dependent; that is given an MT model, LLMs are554

finetuned on the data from GPT-4 which demon-555

strates how to execute the MT-PATCHER pipeline556

on the translation of the corresponding MT model.557

Considering the cost of data collection and model558

NLLB ParroT

ZH→EN EN→DE ZH→EN EN→DE
Student 76.8 86.1 75.4 80.5
SeqKD-Full 79.5 84.8 76.5 80.9
NLLB† 80.3 87.2 77.5 81.3
ParroT† 79.9 86.8 78.2 81.8

Table 4: Translation performances when applying MT-
PATCHER trained on one student model to another. Per-
formances are evaluated by COMET score. Models with
† are MT-PATCHER (+ PE + PDS + WA) trained for
the corresponding MT model. For reference, we also
list the performances of the original student model and
SeqKD-Full baselines.

training, one may question whether MT-PATCHER 559

is transferable, i.e., a patcher model for one MT 560

model can improve the performance of another MT 561

model. We present such results in Table 4. Al- 562

though the performance of applying MT-PATCHER 563

to its dedicated MT model is superior, the applica- 564

tion of MT-PATCHER trained on another model still 565

significantly surpasses the baseline results, suggest- 566

ing the potential for a robust MT-PATCHER across 567

various MT models. 568

6 Conclusion 569

We introduce MT-PATCHER, a framework de- 570

signed to leverage capabilities of LLMs to en- 571

hance the efficiency and effectiveness of transla- 572

tion knowledge transfer from LLMs to existing MT 573

models. Our approach involves a pipeline that ini- 574

tially generates feedback on translations produced 575

by MT models, followed by the synthesis of po- 576

tential errors and diverse contexts to systematically 577

rectify these translation errors. Through experi- 578

mentation on both general and narrow domain MT 579

benchmarks, we demonstrate that MT-PATCHER 580

effectively improves student MT models’ perfor- 581

mances compared to SeqKD baselines, and exhibits 582

successful transferability across different models. 583

In the future, we plan to refine our method from 584

two angles. Firstly, previous works (Freitag et al., 585

2019; Riley et al., 2020) have identified trans- 586

lationese as a significant issue, and training on 587

pseudo data generated by LLMs can exacerbate 588

this problem. A promising solution could involve 589

retrieving target sentences containing correction 590

words and back-translating them to the source side. 591

Secondly, the feedback’s reason field contains a 592

wealth of valuable information. We intend to ex- 593

plore more efficient strategies to harness this data. 594
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Limitations595

Our method focuses on transferring translation596

knowledge, especially long-tailed lexical knowl-597

edge from LLMs to existing MT models, which598

cannot solve all kinds of translation errors,599

such as misunderstanding the sentence structure,600

over/under-translation, etc.601

We leverage GPT-4 as evaluators in multiple ex-602

periments in this paper. Despite its evaluation has603

been shown to correlate with human beings well604

in many previous works, there is still knowledge605

deficiency in itself and cannot guarantee that the606

evaluation contains no errors.607
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COMET BLEURT BLEU

Student 82.4 70.4 26.4
SeqKD-Full 75.9 62.8 22.3
MT-PATCHER 81.7 69.5 26.3

Table 5: Translation performance on WMT22 German
→ English test set. SeqKD-Full and MT-PATCHER are
finetuned student models on pseudo Chinese → English
parallel sentences.

Appendix 861

A Prompts for MT-PATCHER 862

Table 6, 7, 8, 9 shows the prompt we used for the 863

feedbacker, sentence analysis, parallel data synthe- 864

sis and word analogy task, respectively. 865

B Implementation details 866

We fully finetune LLMs on the collected demonstra- 867

tion data from GPT-4 for 3 epochs. The learning 868

rate is set to 1e−5, and the batch size is 64. During 869

training, we only compute the next token prediction 870

loss on the response tokens. 871

C MT-PATCHER suffers less from 872

catastrophic forgetting. 873

We test the German→English performance of com- 874

petitors in the Chinese→English setting, including 875

the original student model (ParroT-7B), SeqKD- 876

Full, and MT-PATCHER (PE). We found SeqKD- 877

Full experiences a significant decrease in perfor- 878

mance, while MT-Patcher’s performance degrada- 879

tion is much less. This suggests that MT-PATCHER 880

is less prone to catastrophic forgetting, thereby 881

demonstrating its potential for repeated applica- 882

tion to a target MT system without detriment to its 883

initial capabilities. 884

D Details of datasets used for chemistry 885

materials and Chinese idioms 886

For chemistry materials, the data is extracted 887

from Inventory of Existing Chemical Substances in 888

China, released by Ministry of Ecology and Envi- 889

ronment, China 4. 890

For Chinese idioms, we use the crawled data 891

from the Github repo 5, and have manually checked 892

the data quality (Of the randomly selected 50 ex- 893

amples, there are only 2 examples that have quality 894

issues). 895

4https://www.mee.gov.cn/gkml/hbb/bgg/201301/
t20130131_245810.htm

5https://github.com/pwxcoo/chinese-xinhua
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Figure 5: Illustration of variants of MT-PATCHER. PDS denotes the parallel data synthesizer, and WA denotes the
word analoger.

Figure 6: Illustration of the process how the monolin-
gual set and two test sets are splitted from initial col-
lected word sets.

We split each word set to two subsets with 5500896

and 500 words, respectively, and use GPT-4 to syn-897

thesize contexts for them. Figure 6 illustrates the898

process of constructing the monolingual set and899

two test sets.900

E Prompts for Evaluation901

Table 10 shows the prompt we used for evaluating902

the translation quality of Chinese idioms. Table 11903

shows the prompt we used for translation compari-904

son between direct generation and feedback.905
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Assuming you are a highly proficient translator skilled at providing detailed and comprehensive
assessments of machine translations. I will give you a <srclang> sentence X and its <tgtlang>
translation Y, and I would like you to help assess the translation.
1. You should first provide an overall assessment.
2. Following that,
- If there are no errors, just say "No error." and do not provide an explanation.
- If there are errors, please specify
- the error type,
- the corresponding segment in the <srclang> sentence X,
- the corresponding segment in the translation Y,
- the reason for the error,
- and the correct translation for the segment
- If there are errors, you should also provide a good translation at the end of the assessment.
4. For multiple errors, you should address them separately.
5. Try to pinpoint the smallest segments containing errors and explain them, avoiding cases where
the error encompasses the entire sentence.
6. Carefully read the original text and the translation to identify all translation errors.
7. Your response should be in English.
8. Be concise.

Now, please assess the following translation:

<srclang>: <srctext>
<tgtlang>: <tgttext>

Assessment:

Table 6: Prompt that we use for the feedbacker task.

Suppose you are a language expert of <srclang> and <tgtlang>. Given a sentence X, please point
out its topic, domain and style.
Input:
X: <srctext>
Output:

Table 7: Prompt that we use for the sentence analysis task.

Suppose you are a language expert of <srclang> and <tgtlang>. Given a topic, a domain and a
style, as well as a bilingual word pair, please generate a pair of parallel sentences that adhere
to the given topic, domain and style. They should also contain the given word pair.
Input:
Domain: <domain>
Topic: <topic>
Style: <style>
Word Pair: <wordpair>

Output:

Table 8: Prompt that we use for the parallel data synthesizer task.
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Assume you are a <srclang> and <tgtlang> language expert with a wealth of knowledge and
associative ability in both languages. I will give you a word/phrase P from an <srclang> sentence
X. Please associate from the following aspects and generate three words similar to X for each
aspect, and provide the <tgtlang> translation of these words.

Aspects of association:
- Category. What kind of category does this word belong to?
- Semantics. What words often appear in the same context as the given word?

NOTE, the associated words should be rare words, so that it is unlike for a machine translation
system to translate it correctly.

Input:
X: <srctext>
P: <errorword>

Output:

Table 9: Prompt that we use for the word analogy task.

Assume you are a language expert in English and Chinese. I will give you a Chinese idiom
S, a sentence X that contains S, and a machine-generated English translation Y of the source
sentence X. I will also give you the explanation/definition E of the idiom S. Your task is to
first identify the translation of S in Y, and judge whether the translation of the idiom is correct.

Note:
1. The score range is 0/1/2/3/4/5, where
- 0: Completely incorrect translation or no translation
- 1: Literal translation of the original, without conveying any implied meaning, leaving
non-Chinese background readers baffled
- 2: Literal translation of the original, partially conveying the implied meaning, easy for
non-Chinese background readers to understand
- 3: Interpretative translation of the idiom, but only partially conveying the implied meaning
- 4: Interpretative translation of the idiom, fully conveying the implied meaning
- 5: The translation perfectly conveys the implied meaning of the idiom, is very easy for all
readers to understand, and also maintains the aesthetic sense of the original

2. You should generate the explanation of your decision concisely.
Now, please process the following inputs:

Table 10: Prompt that we use for evaluating the quality of translating Chinese idioms.

Assume you are a language expert in Chinese and English. I will give you a sentence X, the word
P in that sentence, and two translations of the sentence X: A and B. Your task is to assess which
translation contains the correct translation of the word P.

Requirements:
(1) Ignore other differences between the two translations. Only compare the translation of the
word P.
(2) Your answer should first state the reason for your comparison, and then give your comparison.
(3) Your comparison should be A, B, C and D.
- A: the first translation of the word P is better.
- B: the second translation of the word P is better.
- C: Both are fine.
- D: Both are bad.

Now, please process the following inputs:

Table 11: Prompt that we use for comparing translations from direction generation and feedback.
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