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Figure 1: Overview of our proposed CogVLA. Traditional VLA models process initial observations
(Fig.(a)) without vision compression, leading to high computational cost. As shown in Fig.(b) and
Fig.(d), existing compression methods retain irrelevant inputs ® and fail to focus on instruction-
relevant targets ®. CogVLA employs EFA-Routing and LFP-Routing to sparsify visual inputs based
on instruction relevance. Comparing Fig.(c) and Fig.(e), CAtten further enhances logical consistency
and action coherence for final targeted objects ®. Fig.(f), Fig.(g), and Fig.(h) illustrate the architectural
innovations of CogVLA and its superiority in efficiency and performance.

Abstract

Recent Vision-Language-Action (VLA) models built on pre-trained Vision-
Language Models (VLMs) require extensive post-training, resulting in high com-
putational overhead that limits scalability and deployment. Existing sparsification
strategies—such as Mixture-of-Depths, layer skipping, and early exit—fall short
by neglecting the semantic coupling across vision-language-action modalities,
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and focusing narrowly on intra-LLM computation while overlooking end-to-end
coherence from perception to control. To address these challenges, we propose
CogVLA, a Cognition-Aligned Vision-Language-Action framework that lever-
ages instruction-driven routing and sparsification to improve both efficiency and
performance. CogVLA draws inspiration from human multimodal coordination
and introduces a 3-stage progressive architecture. 1) Encoder-FiLM based Ag-
gregation Routing (EFA-Routing) injects instruction information into the vision
encoder to selectively aggregate and compress dual-stream visual tokens, forming
a instruction-aware latent representation. 2) Building upon this compact visual
encoding, LLM-FiLM based Pruning Routing (LFP-Routing) introduces action
intent into the language model by pruning instruction-irrelevant visually grounded
tokens, thereby achieving token-level sparsity. 3) To ensure that compressed percep-
tion inputs can still support accurate and coherent action generation, we introduce
V-L-A Coupled Attention (CAtten), which combines causal vision-language
attention with bidirectional action parallel decoding. Extensive experiments on
the LIBERO benchmark and real-world robotic tasks demonstrate that CogVLA
achieves state-of-the-art performance with success rates of 97.4% and 70.0%, re-
spectively, while reducing training costs by 2.5 x and decreasing inference latency
by 2.8 compared to OpenVLA.

1 Introduction

Vision-Language Action (VLA)[88, 36, 130, 16, (84} I85]] research has advanced rapidly, fueled by
the rich visual and linguistic representations provided by powerful pre-trained Vision-Language
Models (VLMs)[35} 11}, 42} 22 2| [78]]. Leveraging these foundational models, the VLA paradigm
is progressing toward end-to-end robotic control and embodied intelligence, enabling agents to
comprehend natural language instructions, perceive complex scenes, and perform manipulation tasks
with minimal task-specific engineering. Pioneering works such as RT-2 [8]], Octo [65]], OpenVLA [30],
o [6], and 7 5 [27]] have demonstrated the potential of this paradigm.

However, aligning the high-dimensional multimodal features output by VLMs with continuous
action spaces remains computationally expensive [87, [71} [10, |5} [30]]. Standard fine-tuning and
joint training procedures often entail substantial memory consumption, high FLOPs overhead,
and extended training times, severely limiting scalability and practical deployment on resource-
constrained platforms. For instance, fine-tuning a 7B VLA model [29] with action chunking on a
single-task dataset from the LIBERO benchmark [41] consumes over 600 GPU hours (using 80G
A100 GPUs), incurring significant computational costs. Although techniques such as Mixture-of-
Depths 514177} 146, 13]], layer skipping [82} [72], and early exit [74L[17] have been proposed to sparsify
and accelerate the model training and inference, these methods primarily focus on computation
optimization within language models, overlooking the semantic coupling across perception, language
alignment, and action decoding. This modular optimization paradigm often leads to cross-modal
semantic degradation, manifesting as follows: i) visual compression within encoders discards
task-relevant fine-grained features, ii) token skipping within LLMs disrupts the contextual coherence
necessary for reference resolution, and iii) action generation lacks causal reasoning over multimodal
state transitions.

From a cognitive science perspective [52,[32], humans exhibit a highly optimized and efficient multi-
modal coordination mechanism during manipulation. For example, when receiving the instruction
"place the red cup at the corner of the table," the human Visual and Attention System (VAS) selectively
focuses [[7] on the color attributes of the cup and the spatial structure of the table. Concurrently,
the Supplementary Motor Area (SMA) injects task-relevant action intentions [61] derived from key
semantic associations (e.g., “red—cup—corner”) into the visual processing stream, while the Premotor
Cortex (PMC) dynamically integrates both visual and linguistic information to plan coherent motion
trajectories. This organic unification of perception, reasoning, and control results in remarkable task
efficiency. Inspired by this, we propose CogVLA, a Cognition-Aligned Vision-Language-Action
framework based on Instruction-Driven Routing & Sparsification, as shown in Fig. [I|(f). Unlike exist-
ing modular pipelines, CogVLA establishes a task-semantic-consistent joint optimization mechanism
across vision, language, and action modalities, reinforcing cross-modal coherence while improving
computational efficiency.



Specifically, CogVLA adopts a 3-stage progressive design to jointly enhance computational efficiency
and task performance, as shown in Fig.[I|(d) and (e): 1) Encoder-FiLM based Aggregation Routing
(EFA-Routing): To alleviate visual information redundancy and achieve VAS-like visual focus,
EFA-Routing compresses visual tokens to 25% of the original input scale, guided by task-specific
instructions. This process begins by dynamically encoding the instruction into modulation parameters
that guide the aggregation of visual tokens within the visual encoder. Subsequently, the outputs
from different encoder branches are adaptively fused to produce cross-branch representations that are
semantically aligned with the given task. 2) LLM-FiLM based Pruning Routing (LFP-Routing):
Building upon the aggregated visual encoding, LFP-Routing learns a novel, instruction-aware sparsity
pattern to prune visual tokens within the language model. By emulating the functionality of SMA,
which injects action intentions into visual features, the mechanism selectively skips attention com-
putations over 50% of task-irrelevant tokens. As a result, it significantly reduces the computational
burden of the language model and effectively minimizes latency in action generation. 3) V-L-A
Coupled Attention (CAtten): To ensure that the compressed visual inputs retain the capacity to
support accurate and coherent action sequence, CAtten introduces a coupled attention mechanism
inspired by PMC: i) Cross-modal causal attention is applied between the V-L-A interaction layer
to preserve temporal reasoning capabilities; ii) Unidirectional attention is employed within the V-L
layer to ensure semantic consistency, where visual features have been pre-enhanced with task-specific
language intent; iii) Bidirectional attention is utilized within the Action layer to enhance the coherence
of action sequences and enable efficient parallel decoding.

We conduct comprehensive evaluations of CogVLA on the LIBERO benchmark and real-world
robotic manipulation tasks. Experimental results show that CogVLA achieves state-of-the-art task
success rates while reducing end-to-end computational costs significantly, as shown in Fig. [T] (g)
and (h). Ablation studies further validate the complementarity and synergistic effect of the routing
modules and the coupled attention mechanism. Our main contributions are summarized as follows:

* We propose CogVLA, a Cognition-Aligned Vision-Language-Action framework inspired by human
multimodal coordination, which establishes a biomimetic 3-stage architecture: “VAS (visual
information focusing) — SMA (semantic intent filtering) — PMC (action sequence planning)."

* We develop synergistic EFA-Routing and LFP-Routing, enabling instruction-driven vision sparsi-
fication in perception-reasoning pipelines.

* We formulate CAtten ensuring cross-modal logical consistency and temporal action coherence in
doubly compressed multimodal representations.

* Through extensive experiments on the LIBERO benchmark and real-world robotic tasks, we
demonstrate the superior performance and efficiency of CogVLA.

2 Methods

2.1 Preliminary: Parallel Decoding in Action Chunk

We consider a sequence prediction setting where a Vision-Language-Action (VLA) model outputs a
sequence of actions across K future timesteps. Traditional autoregressive (AR) decoding predicts
actions sequentially, whereas parallel decoding enables simultaneous prediction of all actions within
the chunk, improving inference efficiency and supporting scalable deployment.

Action Chunk. Given the current input context X = {I,t} € RM*T which comprises the visual
observation and task instruction, the model predicts a chunk of K future actions:

A =ag,ay,...,ax_] € REXD )
Here, D denotes the dimensionality of each atomic action (e.g., D = 7 for 3-DoF translation AT,
3-DoF rotation A R, and binary gripper control).

Autoregressive Decoding. In causal autoregressive decoding, the action sequence is generated
incrementally. For each timestep i € 0, ..., K — 1, the atomic action vector a; € R” is produced
(k)
i

conditioned on the preceding tokens and previously actions:
1 2
a; = [a(- ),az(- ),---

k k—
Z AT el = (X {asbecia ) )
This decoding necessitates K x D forward passes, introducing latency from token-level dependencies.

token-by-token, with each token a
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Figure 2: Overview of CogVLA Framework. CogVLA employs a cognition-aligned, instruction-
driven routing & sparsification strategy for efficient action chunk prediction. Inspired by human
multimodal coordination, it integrates task-guided visual aggregation, semantic pruning, and coherent
decoding, ensuring efficient cross-modal representation alignment from perception to control.

Parallel Decoding. In contrast, parallel decoding eliminates the sequential dependency. The model
receives the input observation embeddings X along with K empty placeholder embeddings:

X = [X,00,0q,...,05 ;] € RMHATHEXD (3)
where 0; € R denotes a learnable zero-action embedding. Under a bidirectional attention scheme
(instead of causal masking), the decoder jointly produces all future actions in a single pass:

A= fparallel(x) )

2.2 CogVLA: Framework

Recent methods [74, 182, 149, 62| 29] primarily focus on lightweight computation within isolated
stages of action chunk prediction in VLA models, often leading to cross-modal semantic degradation
due to modular disconnection. To address this, we propose CogVLA, a cognition-aligned framework
that enhances both efficiency and performance via Instruction-Driven Routing & Sparsification.

As illustrated in Fig. [2] the framework operates through a 3-stage progressive architecture in-
spired by human multimodal coordination. In Stage 1, CogVLA incorporates N vision encoders

{Enc, ...,Ency} that extract visual tokens from image observations I(?), Each encoder is modulated
by the instruction t,. (obtained via LLM embedding layer) through an Encoder-FiLM module:
v{) = Encoder-FILM; (1", v{) 't,), i=1,.,N (5)

where va(lgo, denotes the aggregation token for the i-th encoder. These modality-specific aggregated

tokens are dynamically dual-aggregated via an instruction-conditioned routing mechanism:

M
Vagg = Z oy ~V,§Qg (6)
i=1
a=ay,...,ay]" = Softmax (MLP e (t,)) (7

In Stage 2, the dual-aggregation tokens are injected into the LLM, where LFP-Routing selectively
filters out instruction-irrelevant visual tokens. This instruction-driven sparsification enables token-
level efficiency by reducing redundant attention computation, aligning the retained tokens with
task-relevant semantics. The filtered representation is then processed by the proposed CAtten module
to produce the task-aligned representation in Stage 3. The module operates as follows:

Z,+1 = CAtten(LFP-Routing(Z;, t;)) 8)

where Z;, and t; denote the visual and instruction input tokens at the (I 4 1)-th transformer layer,
respectively, with Zy = v, as the initial state. Finally, action chunks are decoded in parallel using
the compressed multimodal context combined with placeholder action tokens:

A = foaranel(X) = fparanei([Zo, to, 00,01, ...,0K—1]) )]
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Figure 3: Illustration of 3-Stage Progressive Design. CogVLA emulates human multimodal
coordination via instruction-driven routing and sparsification. EFA-Routing (Stage 1), LFP-Routing
(Stage 2), and CAtten (Stage 3) correspond to the VAS, SMA, and PMC, respectively. Fig.(c)
highlights the advantages of CAtten over prior attention mechanisms in combining uni-&bi-directional
attention, injecting action intent, enabling parallel decoding, and leveraging sparse visual tokens.

Through this progressive design across Stage 1-3, CogVLA realizes instruction-driven sparsification
and routing across the vision-language-action pipeline, effectively reducing computational overhead
while preserving task-relevant semantics and enhancing cross-modal reasoning fidelity.

2.3 CogVLA: Cognition-Aligned 3-Stage Progressive Design

As illustrated in Fig. [3] CogVLA adopts a 3-Stage Progressive Design, which emulates the human’s
optimized coordination during manipulation tasks: EFA-Routing mimics the VAS by selectively
aggregating visual tokens conditioned on task-specific instructions, thereby achieving focused percep-
tion. LFP-Routing emulates the SMA by introducing action intentions into the visual context within
the language model, selectively pruning irrelevant tokens to achieve instruction-driven token sparsity.
CAtten simulates the PMC by dynamically integrating compressed multimodal representations,
ensuring cross-modal logical consistency and temporal coherence in action decoding.

2.3.1 Encoder-FiLM based Aggregation Routing

Step 1: Intra-encoder Aggregation. To aggregate visual information and enable instruction-guided
representation learning, we introduce Encoder-FiLM, which dynamically consolidates observation
tokens into aggregation tokens based on task-specific instructions. The language instruction t,

modulates visual tokens I(¥) and aggregation tokens vz(lg; within each visual encoder branch:

Fea(ID v £) = (1 4 ~,(t,) © Self-Att(ID v + B;(t,)

@, agg
(i) o w
Viee = Aggregate(FEN(fra(-))) + Vig

where ; and (3; denote the FiLM-generated scale and shift vectors conditioned on t,., and ® represents
element-wise multiplication. Through iterative visual encoder blocks, the aggregation token vggg
adaptively integrates instruction-relevant information from observation tokens while discarding
redundant information. Consequently, only the final vég)g is retained while the image tokens I(*) are
discarded, effectively reducing the number of visual tokens to 25% of the original size.

Step 2: Cross-encoder Aggregation. To integrate the aggregated visual representations from two
heterogeneous vision encoder branches (SigLIP and DINOv2), we design an instruction-conditioned
aggregation routing gate that computes a fusion weight @ € (0,1) based on the input language



instruction. Rather than statically assigning equal contributions, the fusion ratio is dynamically
predicted for different tasks to reflect instruction-dependent visual preferences:

a = Sigmoid(Wa(o(W1t, + by)) + ba) (11)

where W7, W, are trainable weight matrices, by, by are biases, and o denotes the GeLU [24]
non-linearity. The final dual-aggregated visual token is computed as:

SigLIP + (1 _ a) 3 VDINOV2 (12)

Vagg = Q" Vagg age

This instruction-conditioned aggregation routing allows the model to adaptively balance visual
features from different encoders based on the semantics of the instruction, promoting more effective
cross-modal fusion, as shown in Fig. [2[ and Fig. [3| (a). At the first transformer layer, we denote
Zy = Vv, as the dual-aggregation visual tokens and tg as the instruction tokens, which serve as the
initial inputs for Stage 2.

2.3.2 LLM-FiLM based Pruning Routing

Motivated by sparse token routing techniques [[77, 146, /2], we recognize that EFA-Routing (Stage 1)
aggregates features across all image tokens, potentially retaining redundant or semantically irrelevant
visual information. To further reduce computational overhead and steer the visual representation
toward the intended action semantics, we propose a lightweight LFP-Routing module prior to injecting
visual context into the large language model, as illustrated in Fig. 3(b).

Given the dual-aggregation tokens and the corresponding task instruction at transformer layer [,
denoted as Z; and t; respectively, LLM-FiLM performs a semantic-aware modulation as follows:
fep(Zy, t;) = Prune((1 +yiim(t:)) © Zy) + Brom(ts))
Zl+1 = FFN(SGlf—Att(fFP('))) + 7
where v m(+) and S pm(-) denote instruction-conditioned scaling and shifting functions, respectively,

both implemented as lightweight MLPs. The Prune(-) operation selectively discards tokens with low
task relevance, producing a filtered representation that maintains critical visual semantics.

(13)

We introduce a Task-Guided Pruning Router to implement the Prune(-) operation. This module filters
tokens based on their instruction-aware relevance, preserving only those most critical to the task. At

Transformer layer [, routing weights R/ are computed for each visual token Z] using an MLP:
R} = MLP(Z}) (14)
We define a token retention ratio /3, and determine a relevance threshold Pé as the §-th percentile of
the routing weights at layer /. Only tokens whose scores exceed Pé are preserved. Formally:
2 _ VBRI < fse((Z],0)) + 2], ifR] > P} 15)

Tz, otherwise

where fsp(-) represents the self-attention and feed-forward operations within the current layer. The
hyperparameter § € [0, 1] governs the sparsity level by controlling the proportion of retained tokens.

2.3.3 V-L-A Coupled Attention

To maintain semantic consistency and temporal coherence under compressed multimodal inputs,
we introduce V-L-A Coupled Attention (CAtten), a biologically inspired mechanism grounded in
the functional role of the PMC for planning and coordination. As shown in Fig. [3] (c), CAtten
hierarchically combines causal and bidirectional attention across vision, language, and action streams.
At the [-th transformer layer of the LLM, the input multimodal token sequence is defined as:

X = [Zy, t;, Aj] € RMFTHEXD (16)
where A; = [a)),...,al_,] denotes the action chunk. CAtten operates in three consecutive stages:

Causal Vision-Language Attention. To preserve instruction-conditioned visual reasoning, causal
attention is applied over the concatenated vision-language token segment:

-
Aty ([Za, 1)) = Softmax (Ze8lZubls o ML) (7)) (17)
where ML € RMA+T)x(M+T) jg 3 Jower-triangular mask within vision-language tokens.



Table 1: Simulation Experimental Results. Comparison of task success rates (SR) and their ranks
(RK) on the LIBERO benchmark across four task types. “f” indicates our reproduced results.

Method Spatial Object Goal Long Average
SRT RKJ|[SRT RK||SRT RKJ]|SRT RKJ]|SRT RK|
Diffusion Policy [RSS’23] [14] | 78.3 11 | 92.5 7 683 11 |505 11 | 724 11
Octo fine-tuned [RSS’23] [65] | 789 10 | 857 11 | 84.6 8 511 10 | 75.1 10
OpenVLA [CoRL’24] [30] 84.7 8 884 10 | 79.2 9 53.7 9 76.5 9
mo fine-tuned [RSS’25] [6]] 96.8 3 98.8 1 95.8 3 85.2 5 94.2 5
mo-Fast [RSS’25] [49] 96.4 5 96.8 6 88.6 7 60.2 7 85.5 7
mo.5-KI [arXiv’'25] 18] 98.0 2 97.8 5 95.6 4 85.8 4 96.0 4
OpenVLA-OFT [RSS’25] [29] | 97.6 4 98.4 3 97.9 1 94.5 2 97.1 2
Spatial VLA [RSS’25] [50] 88.2 6 89.9 9 78.6 10 | 55.5 8 78.1 8
PD-VLAT [arXiv’25] [62] 95.5 6 96.7 7 94.9 6 91.7 3 94.7 3
STAR [ICML’25] [23] 95.5 7 98.3 4 95.0 5 88.5 6 94.3 6
Dita [arXiv’25] [25] 84.2 9 96.3 8 85.4 9 63.8 6 824 7
CoT-VLA [CVPR’25] [84] 87.5 7 91.6 8 87.6 8 69.0 6 83.9 6
CogVLA 98.6 1 98.8 1 96.6 2 954 1 97.4 1

Table 2: Real-world Experimental Results. Performance comparison on the Cobot Agilex ALOHA
tasks. “i” indicates our reproduced results, while “*” denotes results reported in the original paper.

Method Object Placement Drawer Manipulation T-shirt Folding Average
Cube—Plate +Toy—Bowl|Open +Place +Close |Step 1 +Step2 +Step3| SR
VQ-BeT [34]* 5/10 3/10 4/10  3/10 1/10 - - - 20.0%
QueST [47]* 6/10 4/10 3/10 1/10  0/10 - - - 20.0%
STAR* [23] 8/10 6/10 6/10 4/10  3/10 - - - 45.0%
PD-VLATY [62] 8/10 7/10 6/10 6/10  4/10 | 7/10 6/10  4/10 | 50.0%
OpenVLA-OFT+ [29] 8/10 7/10 810 6/10 5/10 | 7/10 7/10  5/10 | 56.7%
CogVLA 9/10 8/10 810 7/10 7/10 | 9/10 8/10 6/10 | 70.0%

Bidirectional Action Chunk Decoding. To support coherent action generation, bidirectional attention
is employed within the action decoding, allowing full context integration among future action tokens:

Attng (A7) = Softmax (AZAZT + Mggt) A, (18)

Vvd
where Mt € RUEXD)x(KxD) enables full continuous parallel decoding within each action chunk
while maintaining causal dependencies from visual-language inputs.

Unified Hybrid Attention Mask. A global attention mask Mpypig € RM+TTEXD)x(MAT+KXD)
enforces hierarchical token dependencies across vision, language, and action modalities:

CAtten(X) = Softmax (% + Mhybrid) X (19)
Mz;%sal -0 =0

Miybria = 0 0 —0 (20
0 0 M

This coupled attention structure enables CogVLA to retain fine-grained cross-modal alignment and
planning consistency under significant sparsification of visual inputs, ensuring that action sequences
remain both semantically relevant and temporally coherent throughout the decoding process.

3 Experiments

3.1 Experiments Setting
All experiments are conducted on 4x A800 GPUs (80GB), benefiting from CogVLA’s efficient
instruction-driven sparsification. Implementation details are in Appendix A.

Simulation Benchmark. We use the LIBERO benchmark [41] to evaluate task performance and
efficiency. Its long and diverse instructions (avg. 10.48 words vs. 3.34 in RLBench) reflect the



Table 3: Efficiency Optimization Results. CogVLA maintains superior performance while achieving
the highest efficiency. Ablation studies on Stage 1 and Stage 2 validate the efficiency contribution of
each routing module. “}” indicates our reproduced results.

Method \ Inference Time | Throughput ¢ FLOPs| Taining Cost| LIBERO SR 1
OpenVLAT [30] 0.254 s 39Hz 848 T  11.7 h/10k steps 76.5%
OpenVLA-OFTY [29] 0.132s 60.6 Hz 845T  12.5h/10k steps 97.1%
PD-VLAYt 0.143 s 559 Hz 848 T  11.7 h/10k steps 94.7%
CogVLA 0.091 s 87.9 Hz 272 T 4.7 h/10k steps 97.4%

w/o Stage 1 0.162 s 49.4 Hz 5.38T 8.4 h/10k steps -

w/o Stage 2 0.117 s 68.4 Hz 352T 5.3 h/10k steps -

Simulation: LIBERO

ﬁ start ) move pick > pick up move >

Real-World: ALOHA

collision >
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Figure 4: Visualization comparison between CogVLA and OpenVLA-OFT. CogVLA outperforms
OpenVLA-OFT in success rates on both simulation and real-world tasks, achieving state-of-the-art
performance with a 31% reduction in inference time. It also demonstrates superior training efficiency,

requiring 3.1x fewer FLOPs and 2.7 x shorter training time.

model’s language understanding. LIBERO covers four suites—Spatial, Object, Goal, and Long—each
with 10 tasks and 50 demonstrations.

Real-World Experiments. CogVLA is deployed on the Cobot Agilex ALOHA platform for three
long-horizon tasks: Object Placement, Drawer Manipulation, and T-shirt Folding (45, 45, and 30
demonstrations). We introduce spatial and semantic variations during data collection.

Baselines. We compare CogVLA with multiple state-of-the-art methods, such as OpenVLA, Spa-
tialVLA, STAR, and CoT-VLA. For efficiency assessment, we further evaluate OpenVLA, along with
the top-performing PD-VLA and OpenVLA-OFT—an improved variant of OpenVLA that achieves
higher performance and efficiency—under the same fine-tuning and inference settings as CogVLA.

3.2 Performance improvement

Simulation Experimental Results. The diverse task suites in the LIBERO benchmark reflect
varying levels of instruction-following requirements from different perspectives. We conducted 500
trials for each task suite, and CogVLA achieved the highest success rate of 97.4%, as shown in



Table 4: Ablation study on model components. Prun- Table 5: Ablation on sparsification ratio
ing and TG-Pruning denote LFP-Routing w/o and w/ allocation. Spf.Ratio denotes sparsifica-
instruction guidance. All ablations maintain a fixed 8x  tion ratio, which can be tuned based on

overall sparsification ratio. performance—efficiency trade-off.
Stage 1 Stage 2 Stage 3 | Spatial SR Stage 1 Stage 2 Spf.Ratio \ Spatial SR
Step 1 Step 2|Pruning TG-Pruning 1 % 8 x 8 x 912 (-7.4)
4 4 v 91274 8 x 1 x 8 x 92.0 (-6.6)
v v v v 96.0 (-2.6) 2 X 4 x 8 x 94.6 (-4.0)
v v v vo|952(34  _4X 22X 83X SiD
v v v |92.0(-6.6)  Table 6: Comparison of Stage 1+2 with
v v v v |96.2(-2.4)  other visual compression methods.
v/ v/ V4 v/ 92.0 (-6.6) | FastV [12] SHME [83] Stage 142
oo/ v v v 98.6 SR|88.2(-10.4) 77.6 (-21.0)  98.6

Tab. |1} This strong performance stems from CogVLA’s 3-stage progressive design, which enhances
instruction-driven perception throughout the manipulation process. Notably, CogVLA ranks second
only in the LIBERO-Goal suite, primarily due to a deliberate trade-off between performance and
efficiency—Cog VLA reduces visual input by 8x compared to other VLA models in the table.

Real-world Experimental Results. We conducted real-world training and evaluation of the top four
models from the LIBERO simulation benchmark on complex long-horizon tasks with rich instructions
(Object Placement and Drawer Manipulation) and the representative dual-arm task T-shirt Folding.
As shown in Tab. 2| CogVLA achieved the highest subtask and overall success rates. To better
assess instruction-following ability in real-world settings, we collected ALOHA-based experimental
data and applied data augmentation following LIBERO’s protocol, including variations in spatial
arrangements, manipulated objects, and their attributes. The results demonstrate that CogVLA’s
performance advantage generalizes effectively to real-world tasks.

3.3 Efficiency Optimization

As shown in Tab.[3] CogVLA achieves 2.79x faster inference time, 22.54 x higher throughput, 3.12x
lower FLOPs, and 2.49 x reduction in training cost compared to OpenVLA. Moreover, CogVLA
also outperforms state-of-the-art efficient VLA models such as OpenVLA-OFT and PD-VLA in both
training and inference efficiency. These gains stem from: 1) instruction-driven vision sparsification
achieved via EFA-Routing and LFP-Routing, reducing visual input by up to 8x; and 2) parallel action
decoding enabled by bidirectional attention in the CAtten module.

3.4 Qualitative Analysis

As shown in Fig.[d] we compare the performance and efficiency of CogVLA and OpenVLA-OFT in
both the LIBERO simulation and the ALOHA real-world setting. With strong instruction guidance
and improved logical consistency, CogVLA executes manipulation tasks more accurately and avoids
failures such as drawer collisions (e.g., row 3, column 5). CogVLA also demonstrates shorter action
inference time, with its efficiency advantage becoming more pronounced as the task length increases.

3.5 Ablation Studies

Tab. [4] validates the effectiveness of each module within CogVLA’s 3-stage progressive design,
highlighting their synergistic contributions under a unified framework. Tab. [5] presents different
sparsity ratio allocations across Stage 1 and Stage 2 under a fixed 8x vision sparsification. Results
show that both stages contribute to performance gains, with larger Stage 1 ratios yielding greater
improvements, as Stage 2 further filters instruction-relevant tokens based on Stage 1 outputs. Tab. [f]
demonstrates that the combined Stage 1+2 sparsification outperforms existing methods, as it is more
instruction-driven and deeply integrated into the overall CogVLA architecture. Additional ablation
studies are provided in Appendix C.3.



4 Related Work

Vision-Language Action (VLA) Models. Vision-Language Models (VLMs) [35} [1} 142} 22} 57|
79,181,137, 168\ 163}, 186]] have propelled robotic control by providing rich multimodal representations,
fostering the development of VLA models [38], 43} [75, 167 [70} 56, [76, 6] that bridge perception
and action generation. Early works like CLIPort [59] and PerAct [60] aligned visual features with
language-conditioned action policies. The RT series [9, 8} 4] introduced action tokenization to enable
scalable web-to-robot transfer. More recently, Octo [[65]] constructed a diverse multi-robot dataset to
support multitask training, while OpenVLA [30] demonstrated superior generalization to household
tasks compared to diffusion-based methods. The 7 series [6l 27]] proposed heterogeneous co-training
across robots and semantic prediction tasks to enhance open-world generalization. However, directly
fine-tuning billion-parameter VLMs for action prediction remains computationally intensive, limiting
scalability.

Efficient Design in VLA Models. Improving VLA efficiency has largely followed two paths: LLM-
centric and vision-centric. LLM-centric approaches include Mixture-of-Depth (MoD) pruning [51,
77,146], dynamic reasoning depth adjustment [[74} [82]], sparse Mixture-of-Experts (MoE) architectures
[L6L 40, [11} 180]], and lightweight models like DeeR-VLA [74], RoboMamb [44], and TinyVLA
[69], all aiming to reduce decoding overhead. Vision-centric approaches focus on reducing the
number of visual tokens passed to the LLM, employing techniques such as patch token selection
based on similarity [S5) 138], cropping-based techniques [45 [26]], and an additional compression
module [3} 39| [73]]. However, naively adapting these methods often leads to semantic inconsistency
across modalities due to a lack of unified sparsification. To address this, we propose a cognition-
aligned, instruction-driven sparsification framework that jointly improves efficiency and cross-modal
consistency.

5 Conclusion

We presented CogVLA, a cognition-aligned and instruction-driven Vision-Language-Action frame-
work designed to address the computational inefficiencies and semantic fragmentation in existing
VLA models. By integrating EFA-Routing, LFP-Routing, and CAtten into a unified 3-stage progres-
sive design, CogVLA achieves effective vision sparsification and coherent cross-modal reasoning.
Extensive evaluations on both the LIBERO benchmark and real-world robotic tasks demonstrate that
CogVLA not only achieves state-of-the-art performance but also significantly reduces computational
cost and inference latency. This work highlights the importance of instruction-driven multimodal
sparsification in building scalable and efficient embodied Al systems.
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used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

* The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

* If applicable, the authors should discuss possible limitations of their approach to
address problems of privacy and fairness.

* While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory assumptions and proofs

Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?

Answer: [NA]
Justification: This paper does not involve the formulation of theorems.
Guidelines:

» The answer NA means that the paper does not include theoretical results.

* All the theorems, formulas, and proofs in the paper should be numbered and cross-
referenced.

* All assumptions should be clearly stated or referenced in the statement of any theorems.

* The proofs can either appear in the main paper or the supplemental material, but if
they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

* Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

* Theorems and Lemmas that the proof relies upon should be properly referenced.

4. Experimental result reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?

Answer: [Yes]

Justification: We provide implementation details in Appendix to ensure the reproducibility
of the experiment.

Guidelines:

» The answer NA means that the paper does not include experiments.

» If the paper includes experiments, a No answer to this question will not be perceived
well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.
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* If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.
Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

While NeurIPS does not require releasing code, the conference does require all submis-

sions to provide some reasonable avenue for reproducibility, which may depend on the

nature of the contribution. For example

(a) If the contribution is primarily a new algorithm, the paper should make it clear how
to reproduce that algorithm.

(b) If the contribution is primarily a new model architecture, the paper should describe
the architecture clearly and fully.

(c) If the contribution is a new model (e.g., a large language model), then there should
either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code

Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?

Answer:

Justification: We train and evaluate our method using open-sourced datasets and models,
which facilitates easy replication. Following acceptance, both the code and the data will be
made available.

Guidelines:

* The answer NA means that paper does not include experiments requiring code.

* Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

* While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

* The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

* The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

* The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

* At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

* Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLSs to data and code is permitted.
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6. Experimental setting/details

Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?

Answer: [Yes]
Justification: We detail our experimental setting in Section 3 and Appendix.
Guidelines:

» The answer NA means that the paper does not include experiments.

* The experimental setting should be presented in the core of the paper to a level of detail
that is necessary to appreciate the results and make sense of them.

* The full details can be provided either with the code, in appendix, or as supplemental
material.
7. Experiment statistical significance

Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?

Answer: [Yes]

Justification: We report experimental results under different random seed settings in the
appendix.

Guidelines:

* The answer NA means that the paper does not include experiments.

* The authors should answer "Yes" if the results are accompanied by error bars, confi-
dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.

* The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).

* The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

* The assumptions made should be given (e.g., Normally distributed errors).

¢ It should be clear whether the error bar is the standard deviation or the standard error
of the mean.

e It is OK to report 1-sigma error bars, but one should state it. The authors should
preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

* For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

o If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.

8. Experiments compute resources

Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?

Answer: [Yes]
Justification: We introduce this in Appendix.
Guidelines:

* The answer NA means that the paper does not include experiments.

* The paper should indicate the type of compute workers CPU or GPU, internal cluster,
or cloud provider, including relevant memory and storage.

* The paper should provide the amount of compute required for each of the individual
experimental runs as well as estimate the total compute.

18



9.

10.

11.

* The paper should disclose whether the full research project required more compute
than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

Code of ethics

Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?

Answer: [Yes]
Justification: We do not engage in research that violates ethics.
Guidelines:

* The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.

* If the authors answer No, they should explain the special circumstances that require a
deviation from the Code of Ethics.

* The authors should make sure to preserve anonymity (e.g., if there is a special consid-
eration due to laws or regulations in their jurisdiction).

Broader impacts

Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?

Answer: [Yes]
Justification: We describe the potential impacts in Appendix.
Guidelines:

* The answer NA means that there is no societal impact of the work performed.

o If the authors answer NA or No, they should explain why their work has no societal
impact or why the paper does not address societal impact.

» Examples of negative societal impacts include potential malicious or unintended uses
(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.

* The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

 The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

« If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

Safeguards

Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?

Answer: [Yes]
Justification: We describe the potential impacts in Appendix.
Guidelines:

* The answer NA means that the paper poses no such risks.
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* Released models that have a high risk for misuse or dual-use should be released with
necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

* Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

* We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

Licenses for existing assets

Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?

Answer: [Yes]
Justification: We utilized open-source models and datasets in accordance with the license.
Guidelines:

» The answer NA means that the paper does not use existing assets.
 The authors should cite the original paper that produced the code package or dataset.

* The authors should state which version of the asset is used and, if possible, include a
URL.

* The name of the license (e.g., CC-BY 4.0) should be included for each asset.

¢ For scraped data from a particular source (e.g., website), the copyright and terms of
service of that source should be provided.

* If assets are released, the license, copyright information, and terms of use in the
package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.

* For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.

« If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.
New assets

Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?

Answer: [Yes]
Justification: We develop comprehensive guidelines for running our code.
Guidelines:

» The answer NA means that the paper does not release new assets.

* Researchers should communicate the details of the dataset/code/model as part of their
submissions via structured templates. This includes details about training, license,
limitations, etc.

* The paper should discuss whether and how consent was obtained from people whose
asset is used.

* At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.

Crowdsourcing and research with human subjects

Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?

Answer: [NA]

Justification: Our paper does not involve crowdsourcing or research with human subjects.
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Guidelines:
* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

* Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

* According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

Institutional review board (IRB) approvals or equivalent for research with human
subjects

Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?

Answer: [NA]
Justification: Our paper does not involve crowdsourcing or research with human subjects.
Guidelines:
* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

* Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.

* We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

* For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.
Declaration of LLM usage

Question: Does the paper describe the usage of LLMs if it is an important, original, or
non-standard component of the core methods in this research? Note that if the LLM is used
only for writing, editing, or formatting purposes and does not impact the core methodology,
scientific rigorousness, or originality of the research, declaration is not required.

Answer: [NA]
Justification: The LLM is used solely for writing and grammatical refinement purposes.
Guidelines:

* The answer NA means that the core method development in this research does not
involve LLMs as any important, original, or non-standard components.

* Please refer to our LLM policy (https://neurips.cc/Conferences/2025/LLM)
for what should or should not be described.
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@ CogVLA: Cognition-Aligned Vision-Language-Action Model
via Instruction-Driven Routing & Sparsification

Appendix

This appendix provides comprehensive supplementary material to support the methodology, analysis,
and findings presented in the main paper.

* Section [A]describes implementation details, including model and training details.
* Section [BJoutlines experimental details for both simulation and real-world settings.

* Section [C] presents extended quantitative analyses, including multi-seed evaluations, additional
ablation studies, and expanded real-world results.

* Section [D] provides supplementary qualitative analyses, such as diverse task executions and
instruction-to-observation attention visualizations.

* Section [E]discusses additional insights into the motivation behind CogVLA, highlights its current
limitations, and reflects on the broader societal implications and potential risks.

* We provide third-person view videos at https://jiutian-vl.github.io/CogVLA-page , demonstrating
CogVLA performing manipulation tasks in a fully autonomous mode, played at 1x speed. Due
to the requirement of remote communication during each action chunk prediction, slight delays
are introduced by network latency. For future deployments, we plan to run CogVLA locally on
hardware with more than 20 GB of GPU memory (e.g., RTX 4090 with 24 GB) to eliminate such
latency.

A Implementation Details

A.1 Model Details

EFA-Routing. In Step 1, each of the two vision encoders uses 64 aggregation tokens, thereby
reducing the number of visual tokens to 25% of the original. In addition, the scale and shift vectors
for FiLM, ~; and f3;, are derived from a linear transformation of the text embedding. In Step 2,
a two-layer MLP is applied to the text embedding to produce routing weights for the two vision
encoders.

LFP-Routing. In this module, we employ a shifted cosine schedule [[77] to control the proportion of
visual tokens retained at each layer. The formulation is as follows:

1 ml
Bl—2cosL+n, l=1,2--- L (21)
where L denotes the total number of layers in the LLM, which is L = 32 for CogVLA. The constant
7 is a shift factor that vertically adjusts the cosine decay curve, providing a flexible mechanism to
control the overall computational cost of the model. In our implementation, 7 is set to 0.5. Specifically,
we apply a clamp operation to constrain 3; within the range [0.05, 0.85]. As a result, LFP-Routing
achieves approximately a 50% token pruning rate.

In addition, the instruction-conditioned scaling and shifting functions vy pm(+) and Srpm(+) in LFP-
Routing are both implemented using two-layer MLPs, with a hidden layer dimension of 2048,
resulting in a parameter count almost identical to that of a direct linear layer.

A.2 Training Details

LIBERO Training Setup. We adopt OpenVLA [31]] as the backbone model and set the action chunk
size to K = 8. Fine-tuning is performed using Low-Rank Adaptation (LoRA) with a rank of 32 and
an « value of 64. The model is trained for 60K steps with a batch size of 64 and an initial learning rate
of 5e-4. Checkpoints are evaluated every 10K steps, and the best-performing checkpoint is selected
for reporting.

22



Real-World Training Setup. For the real-world experiments, we set the chunk size to K = 25 and
fine-tune OpenVLA using LoRA with a rank of 32 and an alpha value of 64. The model is trained
with a batch size of 32 for a total of 80K steps. The initial learning rate was set to Se-4, which is
reduced to 5Se-5 after 50K steps. Starting from step 60K, we evaluate checkpoints every 10K steps
and report the best-performing checkpoint.

B Experimental Details

B.1 Simulation Benchmark

We evaluate CogVLA on the LIBERO simulation benchmark [41], a standardized suite of language-
conditioned robotic manipulation tasks. Unlike earlier benchmarks such as RLBench [28]], LIBERO
features more complex and diverse instructions, averaging 10.48 words per command compared to
only 3.34 in RLBench. This makes it a more suitable testbed for assessing the model’s capacity
in language grounding and multimodal reasoning. LIBERO comprises four task suites—Spatial,
Object, Goal, and Long—each containing 10 tasks with 50 human-teleoperated demonstrations.
These suites are designed to probe distinct reasoning capabilities:

* LIBERO-Spatial evaluates spatial reasoning capabilities by presenting identical objects
arranged in different spatial configurations. The agent must interpret spatial relations (e.g.,
left/right, front/behind) described in the instruction to complete the task correctly.

* LIBERO-Object measures the model’s ability to generalize across object categories. While
spatial layouts remain fixed, the manipulated objects vary in type, shape, or color, requiring
the agent to ground object-referential language and adapt its actions accordingly.

¢ LIBERO-Goal tests task-oriented comprehension by altering the goal specification while
keeping object types and spatial layouts constant. The agent must disambiguate subtle
differences in instruction semantics to execute distinct manipulation outcomes.

* LIBERO-Long challenges the agent with multi-step, long-horizon tasks involving diverse
objects and environments. Success requires not only grounded perception and instruction
following, but also sequential planning.

CogVLA is trained and evaluated under the same setting as OpenVLA [30] to ensure comparability.
We report results on all four suites to validate the model’s generalization, efficiency, and semantic
grounding capabilities.

B.2 Real-World Setup

We deploy CogVLA on Cobot Agilex ALOHA [20]] manipulation platform, to validate its real-world
applicability. The real-world evaluation consists of five diverse tasks involving both single-arm and
coordinated dual-arm manipulation. To assess robustness and generalization, we introduce moderate
data augmentation by varying object attributes (e.g., size, color) and rearranging spatial layouts.

We collect real-world training data for the Cobot Agilex ALOHA robot via human teleoperation. For
Tasks 1-5, we gather 45, 45, 30, 30, and 45 expert demonstrations, respectively. We report the results
of Tasks 1-3 in the main paper, and provide additional results for Tasks 4-5 in this appendix.The
instructions and descriptions for Tasks 1-5 are provided below:

o Task 1: “Put the cube into the plate, and then put the toy into the bowl.”
A two-step pick-and-place task involving object category understanding and temporal
sequencing. This is a dual-arm task consisting of two sequential subtasks: /) “Put the cube
into the plate” with the left arm, and 1) “Put the toy into the bowl” with the right arm. Task
success is achieved only when both subtasks are completed successfully. We report success
rates for each subtask and the overall task.

e Task 2: “Open the drawer, place the toy into the drawer, and then close it.”
A composite task requiring interaction with articulated objects and multi-stage execution.
This is a dual-arm task consisting of three sequential subtasks: /) “Open the drawer” with
the left arm, 2) “Place the toy into the drawer” with the right arm, and 3) “Close the drawer”
with the left arm. Task success requires all three subtasks to be completed. We report success
rates for each subtask and the overall task.
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Table 7: Multi-seed evaluation results in simulation. Task success rates (SR) are compared across
four task categories on the LIBERO benchmark. “§” denotes our reproduced results. CogVLA
demonstrates strong and consistent performance.

Method Spatial Object Goal Long Average

SR 1 SR 1 SR 1 SRt SR 1 RK |
OpenVLA [CoRL’24] [30] | 84.7 09 | 884 +£0.8|792+ 1.0 |537+£13]765+06 5
Spatial VLA [RSS’25] [50] | 88.2 +0.5 899 +0.7|78.6 0.6 |555+1.0|781+0.7 4
STAR [ICML’25] [23] 955+0.6]983+0.2{950+0.7|885+03]94.3+0.1 2
CoT-VLA [CVPR’25] [84] | 87.5+ 1.4 ]191.6 £0.5|87.6 +-0.6|69.0+0.8|839+06 3
CogVLA 98.5+ 0.5 | 98.8+ 0.4 | 96.5+ 0.6 | 95.2+ 1.1 | 97.4+ 0.4 1

» Task 3: “Fold the T-shirt.”
A soft-body manipulation task that evaluates the system’s ability to handle deformable
objects. This is a dual-arm task consisting of three sequential folding steps. Task success is
determined by the successful execution of all three steps. We report intermediate success
rates for each step and the overall task performance.

e Task 4: “Pick the red cube into the plate, and then pick the big cube into the bowl.”
A multi-attribute grounding task requiring comprehension of both color and size references.
This is a dual-arm task consisting of two sequential subtasks: /) “Pick the red cube into the
plate” with the left arm, and 2) “Pick the big cube into the bowl” with the right arm. Task
success is achieved only when both subtasks are completed. We report success rates for
each subtask and the overall task.

o Task 5: “Pick the left cube into the plate.”
A spatial reasoning task focusing on relative positioning and egocentric understanding. This
is a single-arm task consisting of one pick-and-place action. We report the final task success
rate.

C Supplementary Quantitative Analysis

C.1 Multi-Seed Evaluation

To evaluate the statistical robustness and consistency of CogVLA’s performance, we conduct multi-
seed evaluations on the LIBERO benchmark. For each of the four task suites (Spatial, Object, Goal,
and Long), we run experiments using three independent random seeds and report the mean success
rate along with the standard deviation.

As shown in Tab.[7] CogVLA exhibits consistently high performance across different seeds, with
standard deviations ranging from 0.2% to 0.6%. This indicates stable learning behavior and further
validates the strong generalization capability of CogVLA'’s three-stage instruction-driven architecture
across diverse task types.

C.2 Extended Real-World Task Results

In addition to the results reported in the main paper, we present the performance of CogVLA on
Tasks 4 and 5, as shown in Tab.

» Task 4 (“Pick the red cube into the plate, and then pick the big cube into the bowl”)
evaluates the model’s ability to ground multi-attribute language and execute sequential
actions. CogVLA achieves the highest success rates across both subtasks and the overall
task, demonstrating strong compositional understanding of attribute references such as color
and size.

* Task 5 (“Pick the left cube into the plate”) focuses on egocentric spatial reasoning, requiring
precise interpretation of relative spatial references from the agent’s visual perspective.
CogVLA maintains a high success rate in this setting, indicating robust grounding of spatial
concepts.
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Table 8: Extended real-world results on Tasks 4-5. Performance comparison on the Cobot Agilex
ALOHA tasks. “{” indicates our reproduced results.

Method Task 4 Task 5 Average
Red Cube—Plate  +Big Cube—Bowl | Left Cube—Plate SR
PD-VLAT [62] 7/10 5/10 6/10 60.0%
OpenVLA-OFT+ [29] 7/10 6/10 6/10 63.3%
CogVLA 8/10 7/10 8/10 76.7%

These results further validate CogVLA’s ability to generalize to real-world tasks that demand fine-
grained language grounding and spatial understanding.

C.3 Extended Ablation Studies

We extend the sparsification analysis by evaluating additional Stage 1/Stage 2 configurations: 2x2 and
4x4, while keeping the total sparsification ratio fixed at 4x and 16x, respectively. These configurations
are compared alongside the baseline 8x setting with different asymmetric allocations (e.g., 2x—4x and
4x-2x), allowing us to systematically assess how the distribution of sparsity across stages impacts
downstream performance.

As shown in Tab.3, the 2x2 setting

provides a favorable trade-off between  Taple 9: Supplementary ablation on sparsification ratio
performance and computational effi- gJlocation. Spf.Ratio denotes the sparsification ratio, which
ciency. In contrast, the 4x4 setting can be adjusted based on the performance—efficiency trade-
leads to a slight degradation in perfor- off. CogVLA achieves better performance when a relatively

mance, suggesting that excessive spar- - hjgher sparsification ratio is allocated to Stage 1 compared
sification across both stages may hin- o Stage 2.

der the preservation of task-relevant

information. Stage 1  Stage2 Spf.Ratio | Spatial SR FLOPs
Interestingly, the asymmetric config- 2 x 2 x 4 x 96.4(-2.2) 387T
urations, particularly the 4x—2x setup, 4 x 4 x 16 x 932 (-54) 230T
outperform their symmetric counter- 2 % 4 x 8 % 94.6 (-4.0) 2.72T
parts, achieving the highest spatial 4 % 2 x 8 x 98.6 272 T

success rate of 98.6. This highlights
the advantage of applying a more ag-
gressive token reduction in Stage 1 (EFA-Routing), where redundant visual tokens can be effectively
compressed via instruction-guided aggregation. Subsequently, Stage 2 (LFP-Routing) performs
finer-grained token pruning in a context-aware manner within the language model, allowing for better
preservation of task-relevant information.

These findings support the core design principle of CogVLA: progressive sparsification with an
asymmetric allocation tailored to the representational characteristics of each stage. By balancing
early-stage compression and late-stage selectivity, the model achieves both computational efficiency
and high task accuracy, reinforcing the importance of stage-aware sparsity scheduling in multimodal
architectures.

D Supplementary Qualitative Analysis

D.1 Additional Visualizations of Simulation and Real-World Results

We present additional qualitative results from both simulation and real-world experiments to illustrate
CogVLA’s generalization and execution capabilities. As shown in Fig.[8] the model consistently com-
pletes multi-step tasks across diverse environments, object configurations, and instruction variants.

In real-world tasks with varying instructions, CogVLA accurately interprets long-horizon commands
and produces coherent action sequences. These examples further highlight the model’s ability to
maintain cross-modal consistency and temporal reasoning, as well as its robustness in simulation-
to-reality transfer. Fig.[5]illustrates the real-world manipulation workflows for Tasks 1-5. For Task
1, we provide multi-view observations from the Front Camera, Left Wrist Camera, and Right Wrist
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Figure 5: Real-world Manipulation Workflows and Visualizations for Tasks 1-5. Each task panel
illustrates the initial setup and CogVLA’s execution process based on the natural language instruction.
For Task 1, multi-view observations from the Front Camera, Left Wrist Camera, and Right Wrist
Camera are provided to capture dual-arm coordination. For Tasks 2—5, representative frames from
the Front Camera highlight key manipulation stages. These visualizations support interpretation of
task complexity and grounding behavior.

Camera. For Tasks 2-5, only Front Camera observations are shown for clarity. In Fig.[6] we present
a third-person view demonstration of CogVLA performing a manipulation task in the lab. The
corresponding MP4 video file is provided in the supplementary materials.

D.2 Instruction-to-Observation Attention Maps

To gain deeper insights into how CogVLA aligns language instructions with visual observations, we
visualize the attention maps generated by the cross-modal attention modules. As shown in Fig.[7] the
attention weights highlight task-relevant regions in the input image.

These visualizations demonstrate that CogVLA’s instruction-aware routing mechanisms effectively
guide the perception module to attend to semantically meaningful areas, enabling robust visual
grounding even in cluttered or ambiguous scenes.

E Discussion

E.1 Supplementary Details on the Motivation

CogVLA is motivated by the need to improve both computational efficiency and cross-modal semantic
alignment in instruction-conditioned robotic systems. Its architectural design is informed by cognitive
science research on how humans process language, perceive their environment, and execute actions
in a coherent and goal-directed manner.

Cognitive studies suggest that humans rely on structured inductive biases—often termed "intuitive
theories"—to interpret the world, including intuitive physics, causality, and theory of mind [33},66]].
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{2 Instruction: Open the drawer, place the toy into the drawer, and then close it.
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Figure 6: Third-person visualization of CogVLA performing a manipulation task. The corre-
sponding video is provided in the supplementary materials. Gripper details are highlighted with red
circles.

While recent multimodal large language models exhibit partial competence in these areas, they often
lack robustness in compositional reasoning and causally grounded behavior [53].

To address these limitations, CogVLA adopts a biologically inspired architecture that reflects the
division of functional roles observed in the human brain. Specifically, we draw connections between
the model’s three routing modules and key components in human multimodal cognition: the Visual
Attention System (VAS), the Supplementary Motor Area (SMA), and the Premotor Cortex
(PMCO).

Visual Attention System (VAS) — Encoder-FiLM. The human visual attention system selectively
enhances perception of task-relevant features while suppressing distractors [[13]]. Top-down signals
from frontal and parietal cortices bias visual processing toward objects or regions mentioned in
language or necessary for action. This selective modulation improves efficiency and semantic
grounding in complex scenes. In CogVLA, the Encoder-FiLM module mimics VAS by dynamically
modulating visual encoder features conditioned on instructions, focusing perception on semantically
relevant regions and reducing redundancy [48]. This allows the model’s perception to be grounded in
context, much as the brain’s attention system tunes visual processing to relevant aspects of a scene
during coordinated vision-language tasks.

Supplementary Motor Area (SMA) — LLM-FiLM. The SMA plays a key role in planning and
sequencing actions, even in the absence of physical movement [34} [64]]. It integrates multimodal
information and high-level goals to shape future motor behavior, before engaging primary motor
circuits. In CogVLA, the LLM-FiLM module can be seen as the “intention planner” of the model
and serves a similar function: it injects task-specific intent into the language model, pruning irrelevant
visual-linguistic tokens and steering the model toward generating appropriate action plans. This
enables more efficient and intention-aligned reasoning, analogous to how the SMA organizes abstract
motor programs before execution.

Premotor Cortex (PMC) — V-L-A Coupled Attention. The premotor cortex is involved in
translating perceptual cues into executable motor plans [21} [19]. It contains visuomotor neurons
that represent both the perception of object affordances and the intended grasping actions, enabling
visuomotor grounding. CogVLA’s V-L-A Coupled Attention module reflects this mechanism by
integrating visual, linguistic, and action representations through a unified attention mechanism. This
ensures that generated actions are causally and temporally coherent with respect to both the observed
scene and the given instruction.

By aligning its modular design with biologically plausible cognitive functions, CogVLA offers
not only performance and efficiency gains, but also a cognitively grounded pathway for improving
generalization and interpretability in embodied multimodal agents.
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% Instruction: Pick up the black bowl between the plate and the ramekin and place it on the plate.
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Figure 7: Attention maps between aggregation tokens and patch tokens in DINOv2 and SigLIP.
We visualize the attention maps from 17 out of 64 aggregation tokens to the patch tokens of the
observation, covering four sets of visualizations across two visual encoders and two camera views.
The input language instruction is: “Pick up the black bowl between the plate and the ramekin and
place it on the plate.” Both DINOv2 and SigLIP exhibit varying degrees of focused attention on patch
tokens relevant to the instruction.

E.2 Limitation and Future Work

While CogVLA demonstrates strong performance across simulation and real-world tasks, several
limitations remain. First, the current instruction-to-vision routing relies on predefined sparsity ratios
and fixed token pruning schedules, which may not adapt optimally to varying instruction complexity
or scene difficulty. Second, although the model generalizes well within the LIBERO and ALOHA
settings, its performance under out-of-distribution instructions or unseen manipulation categories is
yet to be thoroughly evaluated.

In future work, we aim to explore adaptive sparsification mechanisms conditioned on task semantics
and environmental uncertainty. Moreover, integrating lifelong learning or online adaptation strategies
may further enhance CogVLA'’s robustness in open-world deployment scenarios. Lastly, extending
the framework to support multimodal feedback (e.g., haptic or force sensing) could improve its
applicability to fine-grained manipulation tasks.
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Figure 8: Manipulation Workflows and Visualizations in the LIBERO Simulation Environment.
We present the execution processes of CogVLA across LIBERO-Spatial, LIBERO-Object, LIBERO-
Goal, and LIBERO-Long, demonstrating its strong performance under diverse instructions and a
wide range of tasks.
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E.3 Broader Impact and Potential Risk

CogVLA advances the efficiency and interpretability of instruction-driven robotic manipulation,
offering potential benefits in applications such as assistive robotics, household automation, and
industrial assembly. Its biologically inspired sparsification and routing mechanisms reduce com-
putation cost, making it more accessible for resource-constrained platforms. However, as with any
vision-language-action system, risks include misinterpretation of ambiguous instructions, failure in
unpredictable environments, and bias amplification from training data. If deployed in safety-critical
settings without appropriate safeguards, such failures could lead to unintended behaviors or physical
harm. We encourage the community to adopt robust evaluation protocols, prioritize transparency in
model behavior, and consider human-in-the-loop designs to mitigate such risks. Broader societal
considerations—including data diversity, accessibility, and responsible deployment—should guide
future development of systems built upon CogVLA.
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