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Abstract

Foundation models like CLIP are pivotal for advancing research in vision-language
learning, as they simultaneously learn modality-specific representations and cross-
modal alignment. However, training these models is resource-intensive, requiring
hundreds of millions of image-text pairs and hundreds of GPUs, creating a barrier
for advancing research on multimodal alignment. In this paper, we introduce the
Swift Alignment of Image and Language (SAIL) framework, which focuses on
vision-language alignment by tuning a lightweight alignment layer added on top of
frozen pretrained single-modality models. SAIL drastically reduces computational
demands, requiring only a single GPU to align the pretrained feature spaces.

1 Introduction

Foundation vision-language models such as CLIP |[Radford et al.| [2021]] serve as a cornerstone in
the vision-language research domain. These models are typically trained using contrastive learning
on large-scale, noisy, web-collected image-text datasets, requiring massive computational resources,
often involving hundreds of GPUs due to the large batch sizes necessary for contrastive learning.
While these pretrained models have achieved significant success in computer vision research, the pro-
hibitive computational demands hinder further exploration and innovation, particularly for academic
researchers with limited access to these resources.

At their core, contrastive-based vision-language models aim to achieve two objectives simultaneously
during the pretraining process: modality-specific representation learning and multimodal repre-
sentation alignment. However, these two objectives—representation learning and representation
alignment—are deeply intertwined, making it difficult to disentangle the model’s alignment behavior
and to independently improve each component. Moreover, the reliance on vast quantities of noisy,
web-sourced image-text data poses a growing challenge, as curating high-quality datasets becomes
increasingly difficult.

On the other hand, the computer vision (CV) and natural language processing (NLP) communities
have developed models that already excel at learning modality-specific representations such as DINO
family |Caron et al.| [2021], Oquab et al.[[2023] for visual understanding and GTE family for text
understanding |Li et al.| [2023c], Zhang et al.|[2024]]. Some studies further suggest that deep networks
are converging towards a universal "statistical model of reality," capturing real-world structures across
diverse domains and modalities [Huh et al.| [2024]]. This convergence presents an opportunity to
refine multimodal alignment by leveraging existing pretrained models without the need for retraining
large-scale architectures from scratch. However, achieving alignment between pretrained vision and
language models remains a non-trivial task. Prior studies, such as|Zhai et al.| [2022], have primarily
focused on fine-tuning one modality’s encoder while keeping the other frozen during the alignment
process. While this approach reduces computational costs, it often necessitates training at least one
encoder from scratch, which still demands significant resources.
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Motivated by these observations, we introduce Swift Contrastive
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as shown in fig. [T} Specifically, SAIL enables the Figure 1: Overview of our method. Only
training of vision-language models on a single GPU  light alignment layer is tuned during training
in just one day, while maintaining performance com- Process.

parable to models like CLIP. Our extensive experiments demonstrate the efficacy of this approach,
showing that solely tuning a lightweight mapping network is sufficient to achieve robust multimodal
representation alignment.

With SAIL’s fast training, we are now able to thoroughly analyze and improve the alignment behavior
of pretrained vision-language models. First, we investigate the design of the alignment network.
Although prior studies on multimodal models suggest that simple MLPs work well as connectors
Li et al.| [2023b]], we find that gated MLPs [Shazeer] [2020] consistently deliver superior results in
our experiments. We also explore contrastive loss functions and discover that sigmoid loss, as used
in SigLIP [Zhai et al. [2023], consistently outperforms the InfoNCE loss used in CLIP Radford
et al. [2021]]. Additionally, treating negative pairs with equal weight to positive pairs improves the
alignment process. Furthermore, SAIL enables us to leverage strong large language models that
better understand complex sentences and support longer text inputs, overcoming the 77-token limit
present in CLIP, thereby enhancing model performance in tasks involving richer textual data such as
complex reasoning and long caption retrieval tasks.

Finally, we explore several underexamined aspects of vision-language learning. One key area we
investigate is the trade-off between contrastive learning and batch size. While larger batch sizes
are generally expected to enhance performance, we find that when the batch size exceeds 32k with
sigmoid loss [Zhai et al.| [2023]], training becomes unstable and prone to collapse. Our analysis
attributes this instability to the temperature parameter, which controls the balance of gradients
between positive and negative pairs. As the batch size increases, a higher temperature is needed to
prevent negative pairs from overwhelming the learning process. Our results demonstrate that these
factors are crucial to improving alignment, and we also observe that larger models are more easily
aligned, consistent with the findings of [Huh et al.|[2024].

Bringing together all the findings described above, we demonstrate that alignment tuning effectively
aligns the vision and language feature spaces and can be directly transferred to downstream zero-shot
tasks, such as image classification, retrieval, and segmentation.

2 Related Work

2.1 Vision-Language Pretraining

Vision-language pretraining has significantly advanced multimodal understanding. Models like CLIP
Radford et al.| [2021]], ALIGN |Li et al.|[2021]], and SigLIP Zhai et al.|[2023]] leverage large-scale,
noisy web datasets to train joint visual-text embeddings via contrastive learning, achieving robust
performance across multiple tasks. However, their reliance on massive datasets and large batch sizes
requires substantial computational resources, often involving hundreds of GPUs for weeks, which
limits accessibility for many researchers.

BLIP [Li et al, [2023a] aims to enhance pretraining efficiency and data quality but still demands
considerable GPU resources and extensive data curation. The main challenge with these methods is
the balance between the amount of computational investment and the quality of learnt multimodal
representations, posing significant barriers for broader research communities.



2.2 Effective Vision-Language Alignment

Recent research has focused on efficiently aligning modality-specific feature spaces without retraining
from scratch. Models like Flamingo |Alayrac et al.|[2022], LLaVA [Li et al.|[2023b]], and LiT [Zhai
et al.|[2022] leverage pretrained vision and language encoders, using simple strategies for alignment
rather than costly retraining. These methods demonstrate that effective cross-modal alignment can be
achieved with high-quality data and straightforward alignment mechanisms.

Flamingo and LLaVA use frozen vision encoders with minimal learnable parameters or simple MLPs
to align modalities for image conditioned language modelling task, achieving strong performance with
reduced resources. LiT freezes vision encoders and trains only the language component, allowing
zero-shot transfer but failing to produce language-compatible visual features, limiting effectiveness
in downstream tasks requiring deeply aligned multimodal representations.

In contrast, we aim to learn tightly aligned visual-text representations that support a wide range of
downstream applications. By using lightweight mapping networks to effectively align pretrained
models, SAIL achieves robust multimodal integration without extensive retraining, providing a
scalable, resource-efficient solution accessible to researchers with limited computational resources.

3 Methods

SAIL consists of three main components: (1) the design of the alignment layer; (2) an effective loss
function for learning a shared visual-language feature space; and (3) the use of small yet high-quality
datasets.

Alignment Layer The alignment layer is crucial for
bridging the feature spaces of frozen vision and language  Layer # TP FLOPs  INet-1k
encoders. While LLaYA demonstrates success Wlth sim- T 3.15M 63 M 394
ple MLPs, we empirically find that more sophisticated
layers yield better alignment. Inspired by the effective =~ MLP ~ 33.57M 67.1M  51.2
use of Gated Linear Units (GLUs) |Shazeer [2020] in large ~ GLU 54.6M 1091 M 524
language models, we adopt a single-layer GLU for our
alignment layer. As shown in table [} the GLU offers
significantly improved performance without increasing the
cpmputatlonal burden (i.e., FLOPS} d'urmg forward. PASSES, O3V TP is total trainable parameters, in-
since .the tunable parameters are minimal and restricted to cluding 2 alignment layers. The input dimen-
the alignment layer. sionality is 2048 for visual features and 1024
for textual features, with an intermediate di-
Contrastive Loss For contrastive learning, given a batch ~mension of 4 times of input dimension and
of image-text pairs {(Z;, 7;)}2_, sampled from a dataset, output dimension of 1024.
and corresponding image and text encoders F; and Fr as
well as their corresponding alignment layer G; and G, we adopt the SigLIP approach, which uses a
binary classification-based loss instead of the InfoNCE used in CLIP. By removing the need for heavy
normalization in softmax operation, SigLIP has demonstrated improved efficiency and performance:

Table 1: Comparison of alignment layers us-
ing DINOV?2 as the vision encoder and GTE-
EN-LARGE as the text encoder trained on
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where z; = G (F1(Z;)), vi = Gr(Fr(T;)). Their L2-normalized features are denoted as x; = H;W
and similarly y; = Hyy]ﬁ The similarity score is defined as s;; = —tx; - y; + b. Here, t and b
represent temperature scaling and bias, respectively, while z;; is 1 if ¢ = 7, and -1 otherwise. We

find it beneficial to treat all pairs equally by normalizing over |B|? instead of |B|, ensuring each pair
contributes uniformly, which helps in robust alignment.



High-Quality Data and Multiple Positive Caption Contrast Recent work suggests that effective
vision-language models can be trained on smaller but higher-quality datasets|Li et al.|[2023alb]], Zheng
et al.|[2024], Fan et al.|[2024]]. To collect high-quality image-caption pairs, we leverage multimodal
large language models (MLLMs) for recaptioning existing datasets. Methods like DreamLip use
MLLMSs such as ShareGPT4 [Chen et al.|[2023a]], LLaVA |Li et al.| [2023b], and InstructBLIP [Dai
et al.|[2023] to enhance datasets like CC3M, CC12M, and YFCC15M, generating richer captions. We
observe that longer captions benefit retrieval tasks requiring deeper semantic understanding, whereas
shorter captions are advantageous for image classification due to their concise focus. To leverage
both advantages, we propose mixing long and short captions within each training batch, providing
diverse training signals for learning robust representations.

Given an image-text batch {(Z;, 7;) }2_, and corresponding high-quality captions 7;HQ generated by

ShareGPT4, the multiple positive caption contrast loss is defined as:
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where y; is the L2 normalized representation of the high-quality caption. This approach effectively
combines information from both standard and enriched textual descriptions, improving the model’s
robustness in downstream tasks that require nuanced cross-modal understanding.

4 Experiments

We use DINOV2-ViT-L [Oquab et al.| [2023] as the vision encoder and GTE-en-large-v2 |Li et al.
[2023c] as the text encoder. Since SAIL only tunes the alignment layer, we efficiently perform
contrastive learning with a batch size of 36k using a single A100 for 3 hours. Our training setup
includes a learning rate of le-5, weight decay of le-7, a cosine learning rate scheduler, and the
LION optimizer [Chen et al.|[2023b]] with betal = 0.9 and beta2 = 0.99. We empirically set the
temperature (¢) to 20 and bias (b) to -10. For evaluation, we perform zero-shot image classification on
ImageNet- 1k, zero-shot retrieval on COCO, and leverage MaskCLIP Zhou et al.| [2022] for zero-shot
segmentation on ADE20K [Zhou et al.|[2017] and VOC20 Everingham et al.|[2015]]. We also assess
complex visual reasoning on Winoground [Thrush et al.[[2022].

We compare SAIL with CLIP-L, trained on 400M image-text pairs, as summarized in table[2] Despite
using only 7M pairs, SAIL performs well on classification and retrieval tasks, demonstrating the
effectiveness of lightweight alignment layers between frozen feature spaces. This approach preserves
the strengths of pretrained models, enabling SAIL to significantly outperform CLIP in zero-shot
segmentation and leverage pretrained features effectively. Additionally, SAIL surpasses CLIP on
complex reasoning tasks (Winoground), benefiting from its stronger text encoder trained on more
diverse and complex data.

Trainable Image-Text  Training  ZS-Classification ZS-Retrieval ZS-Segmentation Winoground
Model pyramg Data GPU Hours
ImageNet-1k COCOI2T COCOT2I ADE20K VOC21 Text Image Group
CLIP-L  428M 400M 6144 76.2 56.3 37.7 1.2 41.8 28.5 11.25 8.25
SAIL 54.6M 2.2M 2 52.4 449 335 11.6 68.4 31 10.75 8.75
SAIL 54.6M 7.4M 2 61.2 45.2 334 13.8 66.4 33.25 13 11
SAIL 54.6M 12.9M 3 61.6 522 40.8 29 12.5 7.75

Table 2: Zero-shot Evaluation: ImageNet results are reported as accuracy, retrieval performance as Recall@1,
and segmentation as mIOU. Winoground is reported following original metrics.

5 Conclusion

This paper introduces visual-language alignment tuning, where a lightweight MLP layer is fine-tuned
over frozen pretrained unimodal models using small yet high-quality datasets. This approach achieves
strong transfer performance on zero-shot vision-language tasks. Furthermore, we find that alignment
tuning not only facilitates effective cross-modal integration but also retains the strengths of the
pretrained models, such as DINO’s robust object-level features and the ability of language models to
handle long and complex sentences.
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