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Abstract

Recent advances in Large Reasoning Models (LRMs) have shown impressive1

capabilities in mathematical and logical reasoning. However, current LRMs rarely2

admit ignorance or respond with “I don’t know”. Instead, they often produce3

incorrect answers while showing undue confidence, raising concerns about their4

factual reliability. In this work, we identify two pathological reasoning patterns5

characterized by overthinking that contribute to the overconfident and incorrect6

answers: last-minute guessing and second-thought spiraling. To address these7

issues, we propose BARREL—a novel framework that promotes concise and8

boundary-aware factual reasoning. Our experiments show that BARREL-training9

increases the reliability of DeepSeek-R1-Distill-Llama-8B from 39.33% to 61.48%,10

while still achieving accuracy comparable to models finetuned on reasoning data11

generated by R1. These results demonstrate that our pilot study is inspiring to build12

more reliable and factual System 2 LRMs.13

1 Introduction14

Recent advances in Large Reasoning Models (LRMs) (Jaech et al., 2024; Guo et al., 2025; Team,15

2025) have shown impressive performance in specialized reasoning tasks, especially in mathematics16

and logic. However, these gains have not led to corresponding improvements in reliability. On the17

contrary, faithfulness hallucination rates are rising (Hughes & Bae, 2023), and helpfulness on factual18

tasks is declining (Zhao et al., 2025), raising concerns about the reliability of these reasoning models.19

Figure 1: How reliable factual reasoning is expected
to improve model performance. Left: Current LRMs
rarely admit ignorance and often respond inconsistently.
Right: Reliable LRMs should acknowledge unknowns
and express known facts more consistently.

In this work, we focus primarily on the20

factual reliability of LRMs, which is a cru-21

cial requirement for many real-world tasks.22

Factuality of language models involves two23

aspects: knowing (whether the model holds24

relevant knowledge) (Huang et al., 2025; Ji25

et al., 2023) and telling (conveying the cor-26

rect factual information) (Gekhman et al.,27

2024; Mallen et al., 2022). As shown in28

Figure 1, we want LRMs to exhibit two29

aspects of factual reliability: (1) Identify30

both what it knows and what it does not31

know: The model should be able to recog-32

nize questions it does not know the answer33

and respond with "I don’t know." (Xu et al.,34

2024; Zhang et al., 2024a) (2) Tell what it35

knows: There is a gap between knowing36
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and telling (Saunders et al., 2022), and we want to improve the model’s accuracy in expressing the37

knowledge it has (Zhang et al., 2024b).38

However, current LRMs consistently struggle with the two factual reliability goals above. They rarely39

acknowledge gaps in their knowledge and often fabricate answers instead, even on questions for40

which they lack sufficient knowledge. Moreover, their responses can be inconsistent—providing41

incorrect answers in some instances while correctly responding to similar queries elsewhere (Wang42

et al., 2022), thereby reducing the overall factual accuracy of their responses (Zhao et al., 2025).43

Figure 2: Number of reasoning tokens used by
LRMs when producing correct versus incorrect
answers. We test on TruthfulQA across different
types of reasoning models. Details and results on
other datasets are listed at Appendix A.

What underlying reasoning behaviors contribute44

to these observed issues? As shown in Fig-45

ure 2, our preliminary experiments reveal a46

variant of the overthinking pattern discussed47

by Chen et al. (2024), which we term factual48

overthinking—where large reasoning models49

(LRMs) consume more tokens when producing50

factually incorrect answers than when generat-51

ing correct ones. And we further identify two52

prevalent pathological reasoning patterns asso-53

ciated with this overthinking phenomenon. As54

shown on the left part of Figure 3, one promi-55

nent pattern is Last-minute Guessing, in which56

the model, after extensive but inconclusive rea-57

soning, abruptly commits to an answer in a final58

burst of speculative output—much like a student59

hastily filling in an answer just before the end of60

an exam. Another frequent pattern is Second-thought Spiraling, where the model initially identifies61

the correct answer but continues to over-analyze, ultimately undermining its own correct conclusion.62

To mitigate these pathological reasoning patterns, we propose a novel training framework, BARREL63

(Boundary-Aware Reasoning for Reliable and Factual LRMs). As shown in Figure 3, BARREL trains64

LRMs to perform concise, deliberative factual reasoning and draw conclusions after it has explored65

a sufficient number of candidates. Concretely, for known questions, when the model identifies the66

correct factual answer during reasoning, we want it to maintain confidence in that answer while67

continuing to explore other possible ones. Once there are no likely candidates, it should halt further68

reasoning and provide the correct factual answer. For unknown questions, after exploring a sufficient69

number of plausible candidates, it should terminate reasoning and proactively admit its lack of70

knowledge with uncertainty-aware refusal (e.g., "Sorry, I don’t know"). To implement BARREL, we71

begin by employing a sampling strategy to probe the model’s knowledge boundary. Drawing on the72

identified pathological patterns, we construct two distinct types of reasoning data, and use Supervised73

Fine-Tuning (SFT) to instill the corresponding reasoning behaviors in the model. Finally, we adopt74

Group Relative Policy Optimization (GRPO) using general reliability-based reward (high for correct75

answers, medium for uncertainty-aware refusal, and low for incorrect answers) without the need for76

labeling known/unknown, further enhancing the model’s ability to generalize in factual reasoning.77

Our experiments demonstrate that models trained with BARREL can effectively express uncertainty-78

aware refusal, and mitigate the two pathological reasoning patterns. This capability significantly79

improves reliability: BARREL boosts the reliability of DeepSeek-R1-Distill-Llama-8B from 39.33%80

to 61.48%, while maintaining an accuracy of 40.7%, which is even higher than the accuracy of 38.43%81

achieved by distillation. Through detailed analysis, we highlight the critical role of medium-level82

rewards in promoting uncertainty-aware refusal. This result also identifies the root cause of models’83

inability to admit ignorance to a fundamental gap in current RL paradigms: they do not reward refusal.84

As a result, models are incentivized to answer every question, regardless of uncertainty.85

Our main contributions are as follows:86

• We discover the factual overthinking phenomenon and point out two pathological reasoning87

patterns that lead to factual unreliability of LRMs.88

• We explore how LRMs can utilize reasoning to admit ignorance and say "I don’t know". Also,89

we introduce a novel training pipeline to do so.90

• We emphasize the importance of medium-level rewards in encouraging uncertainty-aware refusal91

to build a more reliable LRM using RL training.92
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Figure 3: Left: The two current reasoning patterns of LRM: Last-minute Guessing, typically
associated with unknown knowledge, and Second-thought Spiraling, which occurs despite known
knowledge. Right: The BARREL pipeline addresses both cases by correcting overthinking tendencies
and constructing SFT data accordingly, further enhanced with GRPO.

2 Related Work93

Knowledge Boundary The knowledge boundary of LLMs refers to the extent of knowledge a94

model possesses or can reliably recall (Li et al., 2024). Identifying such boundaries is crucial for95

model safety and reliability and is commonly addressed by confidence calibration (Ren et al., 2023),96

internal state probing (Ji et al., 2024), uncertainty estimation (Kapoor et al., 2024), and sampling97

strategy (Gekhman et al., 2024; Xue et al., 2024). To mitigate failures by outbound queries, recent98

studies have proposed training LLMs to abstain from answering when uncertain, often by generating99

"I don’t know" responses (Cheng et al., 2024) or providing further explanations of the unanswerability100

(Deng et al., 2024). Our work pushes it further to structured and interpretable rationales about their101

knowledge boundary.102

Factual Alignment Factual alignment aims to improve factuality while preserving instruction-103

following capabilities in LLMs. Recent work incorporates factuality-awareness into both SFT and104

RL stages to improve factual accuracy (Lin et al., 2024), or finetuning with DPO to enhance its105

self-evaluation capability (Zhang et al., 2024b). Other approaches include fine-tuning with refusal-106

aware datasets to encourage appropriate abstention behaviors (Zhang et al., 2024a), and RLKF, which107

guides models to reject uncertain queries based on external feedback signals (Xu et al., 2024). While108

previous work has primarily focused on non-reasoning models, our research demonstrates how to109

correct reasoning pathologies to enhance the factual reliability of LRMs.110

3 Method111

In this section, we introduce the overall framework of BARREL, which comprises three main112

components: (1) Knowledge Labeling, which distinguishes whether a question is known or unknown113

to the model; (2) Reasoning Trace Construction for SFT, which constructs reasoning traces based114

on the question type and performs SFT to prepare the model to follow this thinking pattern; (3)115

GRPO Stage, which further enhances the model using a rule-based factual reward. We detail each116

component below.117

3.1 Knowledge Labeling118

We first determine whether a question is known to the target model using the sampling strategy119

proposed in (Gekhman et al., 2024), which is a widely recognized approach (Xue et al., 2024;120
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Li et al., 2024). Let D =
{
(xi, y

∗
i )
}N

i=1
be a factual QA dataset, where each question xi has a121

ground-truth answer y∗i . We generate answers with the target modelM using K distinct few-shot122

prompts {Pj}Kj=1 and repeat the sampling procedure L times for every prompt:123

y j,k
i ∼M( · | Pj ∥xi) , j = 1, . . . ,K, k = 1, . . . , L. (1)

After collecting the samples Yi =
{
y j,k
i

}K, L

j=1,k=1
, we consider a question known to the model if at124

least one sampled answer matches the ground-truth answer under evaluator E.125

li =

{
known, if ∃ y ∈ Yi such that E(y, y∗i ) = 1,

unknown, otherwise.
(2)

3.2 Reasoning Trace Construction for SFT126

To address the pathological reasoning patterns identified in our analysis—namely, Last-minute127

Guessing and Second-thought Spiraling—we propose a targeted method for constructing reasoning128

trajectories. Based on the type of question, we construct two distinct evidence-grounded reasoning129

traces T (xi) for a question xi, aiming to respectively correct these two faulty reasoning patterns.130

This construction is outlined in Algorithm 1.131

To mitigate Second-thought Spiraling in known questions, where the gold answer y∗ with strong132

evidence e∗ is available, it should begin by retrieving and identifying this answer. It then examines133

alternative candidates (yj , ej) to contrast possibilities. After this anchored exploration, it reaffirms134

the choice with solid justification and draws a confident conclusion favoring the correct answer.135

To address Last-minute Guessing in unknown questions, the system adopts a similar exploratory136

strategy: it recalls background knowledge and searches on plausible answer-evidence pairs (yj , ej)137

through hypothesizing. However, if it fails to identify a sufficiently supported answer, it explicitly138

acknowledges the uncertainty and ultimately outputs a cautious, confirmed rejection—demonstrating139

its ability to explore high-probability paths without overcommitting or hallucinating.140

Algorithm 1 BARREL reasoning trace T (xi) construction
Input: Question xi and knowledge label li, gold answer with evidence (y∗, e∗), alternative
candidates with poor evidence {(yj , ej)}nj=1

Output: reasoning trace T (xi)
1: T (xi)← ⟨⟩ ▷ Initialize an empty trace
2: T (xi) += RECALL(xi) ▷ record recalled background facts
3: if li = 1(known knowledge) then
4: T (xi) += ⟨y∗, e∗⟩ ▷ Attach gold answer and supporting evidence
5: T (xi) += {(yj , ej)}nj=1 ▷ Attach distractor answer-evidence pairs
6: T (xi) += CONFIRM(y∗) ▷ Verify the conclusion with strong evidence
7: else (unknown knowledge)
8: T (xi) +=

{
(yj , ej)

}n

j=1
▷ exploring plausible answer-evidence pairs

9: T (xi) += Acknowledge Uncertainty() ▷ Record uncertainty for guesses
10: end if
11: return T (xi) ▷ Return the constructed reasoning trace

We construct the reasoning traces by prompting GPT-4 with detailed instructions and BARREL141

reasoning examples. This approach produces a Long-CoT-style reasoning process that aligns with142

the expected reasoning patterns. Examples of the constructed reasoning traces for both known and143

unknown questions are shown in Figure 3, and the detailed prompt used for trace construction is144

provided in Appendix F.145

Then, we use these data to train the model to emulate boundary-aware and deliberative reasoning146

patterns using SFT. For each question xi, we construct full output o∗i = T (xi)∥ai, where ai is147

either the gold answer y∗i (for known questions) or an uncertainty-aware refusal (e.g., “Sorry, I don’t148

know”) for unknown questions. This instills the model with a disciplined reasoning style grounded in149

traceable evidence and uncertainty-aware conclusions. The training objective minimizes the negative150
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log-likelihood:151

L(θ) = −
N∑
i=1

logPθ

(
o∗i | xi

)
. (3)

3.3 GRPO-Stage152

Rule-Based Reward Design To train the model to generate verifiable and boundary-aware rea-153

soning trajectories and answers, we employ a rule-based reward function. We categorize the model154

response oi into three types, each associated with a distinct reward signal. Given a generated answer155

oi to question xi, and ground-truth answer y∗i , the reward function R(oi, y
∗
i ) is defined as:156

R(oi, y
∗
i ) =


rc, if E (oi, y

∗
i ) = 1,

rs, if oi contains a valid rejection phrase,
rw, otherwise.

(4)

This reward function provides general supervision for training the model to optimize not only for157

correctness but also for calibrated uncertainty, aligning with the goals of boundary-aware reasoning.158

It comprises three components: a high reward for a correct answer (rc), a medium reward for a159

truthful rejection (rs) and a low reward for an incorrect or hallucinated output (rw). To discourage the160

generation of unfounded claims, the penalty for an incorrect answer is more severe than the outcome161

of a truthful rejection, thereby incentivizing the model to acknowledge its knowledge boundaries162

when uncertain. The reward magnitudes follow the order:163

rc > rs > rw . (5)

GRPO Training After SFT, the model has learned the pattern of reasoning to express uncertainty164

appropriately and is able to maintain confidence when the answer is correct. Building on the above165

reward design, we further enhance the factual reliability of the reasoning model using Group-wise166

Reinforcement Policy Optimization (GRPO) (Shao et al., 2024). For each labeled input (xi, y
∗
i , li),167

we sample a set of G reasoning-answer trajectories from the current policy πθold :168

O = {o1, . . . , oj} ∼ πθold(· | xi). (6)

Each trajectory oj includes a reasoning trace followed by a final answer token. GRPO then updates169

the model parameters to optimize the following clipped reward-weighted objective:170

JGRPO(θ) = E[xi ∼ D, {oj}Gj=1 ∼ πθold(O|q)]

1

G

G∑
j=1

1

|oj |

|oi|∑
t=1

{
min

[
ρj,tÂj,t, clip (ρj,t, 1− ϵ, 1 + ϵ) Âj,t

]
− βDKL [πθ||πref ]

}
,

(7)
where ρi,t =

πθ(oj,t|xi,oj,<t)
πθold

(oj,t|xi,oj,<t)
is the importance weight at step t, and DKL denotes the stepwise KL171

divergence between the current and old policies. The advantage estimate Âj,t is calculated using172

reward normalization:173

Âj,t =
R(oj , y

∗
i )− R̄

σr
, σr =

√√√√ 1

G

G∑
j=1

(R(oj , y∗i )− R̄)2 . (8)

4 Experiments174

4.1 Settings175

Datasets We use separate datasets for training and evaluation. The training set consists of TriviaQA176

(Joshi et al., 2017), SciQ (Welbl et al., 2017), and NQ-Open (Kwiatkowski et al., 2019), covering177

general knowledge, scientific reasoning, and web-based QA, respectively. For evaluation, we sample178

1,000 questions from the test splits of each dataset, forming a 3,000-question test set.179

Models Due to limited computing resource, we primarily utilize DeepSeek-R1-Distill-Llama-8B,180

DeepSeek-R1-Distill-Qwen-7B and Qwen3-8B to perform our study.181
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Baselines (1) ICL: Vanilla Reasoning models with few-shot prompt designed for factual tasks. (2)182

In-Context Learning with Refusal Examples (ICL-IDK): Prompting LRMs to claim uncertainty (3)183

Distill: SFT training using the reasoning path of DeepSeek-R1 1 on the training set. We list the184

prompt for ICL-IDK and more details in Appendix H.185

Evaluation We evaluate the correctness of model response by prompting the models to box their186

final answer as follows, and then we utilize string matching to evaluate whether the answer is correct187

(the model answer appears in any of the candidates). More details are listed in Appendix G.188

Inference Prompt for verifiable Answer

Answer the following question based on your knowledge and put your final answer within
boxed{}. {question}

189

Metrics A Factual Reliable LRM should provide as much assistance as possible while making as
few errors as possible, such that we evaluate factuality on the test set using three metrics: Accuracy
(Acc.), Truthfulness (Truth.), and Reliability (Rel.) (Xu et al., 2024). Let Nc, Nr, Nw denote
the number of correct answers, truthful rejections ("Sorry, I don’t know"), and incorrect answers,
respectively, where N = Nc +Nr +Nw. The metrics are defined as:

Acc. =
Nc

N
, Truth. =

Nc +Nr

N
, Rel. = ans. ·Truth.+(1−ans.) ·Acc., where ans. = 1−Nr

N
.

While the Truthfulness metric (Truth.) considers the notion of truthful rejection, it overlooks the190

model’s answer rate—since a model could achieve 100% truthfulness simply by refusing to answer191

all questions. In contrast, the Reliability metric (Rel.) provides a more robust, weighted, and192

comprehensive evaluation by jointly considering both the truthfulness of responses and answer rate.193

Training Details and Hyperparameters For BARREL-SFT and Distill SFT, we ensure that we194

only finetune on correct answers of the known QA set, as finetuning on unknown knowledge could195

encourage hallucinations (Gekhman et al., 2024). In practice, the rewards in GRPO stage are defined196

as rc = 1, rw = −1, and rs = −0.5. More details and parameters are provided in Appendix H.197

4.2 Main Results198

Balancing Accuracy and Appropriate Refusals Our experimental results in Table 1 demonstrate199

that our method significantly enhances model reliability and truthfulness, while maintaining accuracy.200

For the baseline methods, the truthfulness and reliability scores consistently remain below 40%.201

These models rarely acknowledge uncertainty. In contrast, our method increases the reliability of202

DeepSeek-R1-Distill-Llama-8B from 39.33% to 61.48%, while maintaining an accuracy of 40.7%,203

surpassing the distillation method’s 38.43%. Similar improvements are observed for the DeepSeek-204

R1-Distill-Qwen-7B and Qwen3-8B. Table 2 provides examples illustrating how BARREL-trained205

LRMs mitigate Last-minute Guessing and Second-thought Spiraling. Overall, our training method206

enables LRMs to retain relatively high accuracy while expressing uncertainty on approximately 50%207

of the remaining questions, thereby substantially improving factual reliability.208

Discussion on the Two Stages of BARREL We can notice from the results in Table 1 that GRPO209

training is indeed necessary. Although the SFT model performs well in terms of truthfulness, its210

accuracy remains relatively low. The SFT process primarily helps the model learn basic refusal211

patterns, but its effectiveness is limited—we discuss this in more detail in Section 4.3. Table 2 presents212

several examples showing that GRPO can address the issues caused by SFT, such as excessive refusals213

and faulty reasoning. By providing general supervision signals, GRPO enables the model to self-214

adjust (instead of relying on external knowledge injection). This further improves both accuracy and215

truthfulness, making the model more factually reliable. We also find that only conducting GRPO216

training with the uncertainty reward is insufficient for teaching LRMs to be reliable. We discuss this217

ablation and compare it with the original GRPO training in Appendix C.218

1https://huggingface.co/deepseek-ai/DeepSeek-R1
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Method TriviaQA SciQ NQ_open Avg.

Acc. ↑ Truth. ↑ Rel. ↑ Acc. ↑ Truth. ↑ Rel. ↑ Acc. ↑ Truth. ↑ Rel. ↑ Acc. ↑ Truth. ↑ Rel. ↑
DeepSeek-R1-Distill-Llama-8B

ICL 35.80 36.10 36.10 31.80 31.80 31.80 16.80 17.10 17.10 28.13 28.33 28.33

ICL-IDK 35.20 37.30 37.26 33.70 33.70 33.70 15.50 21.60 21.23 28.13 30.87 30.79

Distill 46.90 48.20 48.18 46.60 46.90 46.90 21.80 22.90 22.89 38.43 39.33 39.33

BARREL 48.40 71.80 66.32 52.80 69.40 66.64 20.90 70.00 45.89 40.70 70.40 61.58

SFT only 38.10 55.60 52.54 39.00 53.50 51.40 18.50 40.20 35.49 31.87 49.77 46.56

DeepSeek-R1-Distill-Qwen-7B

ICL 18.40 20.10 20.07 27.60 27.60 27.60 8.20 8.70 8.70 18.07 18.80 18.79

ICL-IDK 18.00 22.90 22.66 30.60 31.30 31.30 8.10 12.10 11.94 18.90 22.10 22.00

Distill 19.40 23.30 23.15 41.90 42.80 42.79 10.50 12.70 12.65 23.93 26.27 26.21

BARREL 21.70 76.00 46.52 50.60 64.20 62.35 12.50 83.30 33.17 28.27 74.50 53.12

SFT only 17.00 38.90 34.10 34.60 43.90 43.04 10.00 33.70 28.08 20.53 38.83 35.48

Qwen3-8B

ICL 50.20 51.00 50.99 52.60 52.60 52.60 23.10 23.60 23.60 41.97 42.40 42.40

ICL-IDK 51.10 55.10 55.40 54.90 55.30 55.30 23.90 34.10 33.06 43.30 48.17 47.93

Distill 52.90 54.60 54.67 57.00 57.20 57.20 24.80 26.20 26.18 44.90 46.00 45.99

BARREL 55.50 86.50 76.89 69.30 79.10 78.14 26.70 75.60 51.79 50.50 80.40 71.46

SFT only 40.90 57.00 54.41 52.50 65.00 63.44 19.60 36.60 33.71 37.67 52.87 50.56

Table 1: Comparison of Different Methods on Accuracy, Truthfulness, and Reliability Across Datasets.
All results are multipled by 100.

4.3 Analysis219

Figure 4: Effect of the ratio of known data : unknown
data on the factuality scores of SFT models.

Trade-off in SFT Stage We found that220

teaching refusal during SFT introduces a221

clear trade-off: the SFT model tends to222

exhibit either low accuracy or low truth-223

fulness, making it difficult to achieve both.224

As shown in Figure 4, as the ratio between225

known data and unknown data increases,226

the model’s accuracy improves, but its227

truthfulness declines significantly. This ul-228

timately imposes a ceiling on the model’s229

reliability, leaving a noticeable gap com-230

pared to results obtained through GRPO. It231

is worth noting that the accuracy improve-232

ment caused by increasing the ratio does233

not reflect an actual improvement in model capability—it merely reduces the number of incorrect234

refusals on known questions. We observe that the sum of accuracy and incorrect refusal rate remains235

nearly constant, further validating the inherent trade-off and the upper limit of SFT in teaching models236

the boundary of their knowledge.237

Figure 5: Effect of the reward on refusal on the
factuality scores of GRPO models.

Determining Appropriate Reward for Truth-238

ful Rejection We also explored whether the239

reward for refusal responses, rs, is necessary in240

GRPO and what role it actually plays. As shown241

in Figure 5, removing rs—that is, treating the242

reward for saying "I don’t know" the same as for243

incorrect answers—results in the model almost244

never admitting uncertainty or refuses to answer,245

even when training starts from an SFT model246

that already has refusal patterns. This effectively247

explains why existing LLMs exhibit this pattern:248

on one hand, we haven’t taught the model how249

to reason about its knowledge boundaries and250

proactively acknowledge them; on the other hand, current RL training does not reward refusal, thus251

forcing the model to adopt a strategy of attempting to answer regardless. We also found that setting252

the reward too high leads to an excessive rate of refusal, similar to the behaviors observed in SFT.253
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Reasoning Examples for different models
ICL-IDK Distill Ours (SFT) Ours (GRPO)

Question: On which island is Reina Sofia Airport?

Answer: Crete
Reasoning: Okay, so I need to fig-
ure out ... Hmm, I’m not entirely
sure about this one. ... I’ve heard
of the island of Crete before. ...
I think the island might be Crete.
But I’m not 100% certain. Let
me try to recall any other places
with Reina Sofia. I don’t think ...
Maybe it’s on Crete. I should also
consider other possibilities. ... I
don’t think so because the name
Reina Sofia doesn’t ring a bell with
those regions. ... I’m a bit con-
fused because ... Wait, I think I’ve
heard that ... So, the island would
be Crete. Yeah, that makes sense.
So the answer is Crete.

Answer: Tenerife
Reasoning: Okay, so the question is
... I think it’s a major airport, maybe
in a European country. The name
Reina Sofia sounds Spanish to me.
... Reina Sofia ... Maybe Sofia is a
Spanish name. Let me think. The
Canary Islands have airports like ...
Wait, Reina Sofia might be in Tener-
ife. Because ... and maybe their
main airport is called Reina Sofia.
Let me check my memory. Yes, I
think the main airport in Tenerife is
named Reina Sofia. The capital of
the Canary Islands is Las Palmas,
but the largest island by population
is Tenerife. So putting it all together,
the answer should be Tenerife.

Answer: Gran Canaria
Reasoning: To determine on which
island ... Reina Sofia Airport is ... and
I recall it being associated with Gran
Canaria. ... To ensure accuracy, I
should consider other islands in the
Canary Islands, such as ... However,
Tenerife has its own major airport ...
so they are unlikely candidates. ...
Next, I should question whether there
could be any confusion with other
Spanish-speaking islands ... However
... To verify, I recall that Reina Sofia
Airport ... international tourism in the
Canary Islands, and Gran Canaria is
the most popular ... conclusion is that
Reina Sofia Airport is on Gran Ca-
naria.

Answer: Tenerife
Reasoning: To determine on which
island ... The most prominent island
... Tenerife, which is often associ-
ated with Reina Sofia Airport. How-
ever, I need to verify this by consid-
ering ... 1. **Tenerife**: ... The ev-
idence supporting Tenerife includes
the fact that Reina Sofia Airport is
frequently linked to Tenerife ... 2.
**Gran Canaria**: While Gran Ca-
naria is another major island ... its
main airport is Gran Canaria Air-
port (LGF) ... This rules out ... 3.
**Fuerteventura**: ... Now, I need
to critically evaluate the evidence for
Tenerife. ... After considering the
possibilities ... Tenerife.

Question: What colour is the liqueur ‘Parfait d’Amour’?

Answer: golden
Reasoning: Okay, so I need to fig-
ure out ... Wait, ... maybe with a
golden color. Or was it more of a
yellowish hue? I’m a bit confused.
... but I think Parfait d’Amour is
more on the golden side. ... Maybe
it’s a clear, golden color because
of the ingredients used. ... Another
angle: sometimes liqueurs are aged
... which could give it a amber or
golden hue. ... I’m still not sure.
... I think it’s more likely to be a
warm color like amber or golden.
I’m going to go with that, but I’m
not 100% sure. I might have to
look it up later, but for now, I’ll
say it’s a clear, golden color.

Answer: white
Reasoning: Okay, so I need to
figure out ... I recall that Par-
fait d’Amour is a French liqueur
made with chocolate, vanilla, and ...
Maybe Parfait d’Amour is a white
chocolate liqueur? Or maybe it’s a
milk chocolate one. Alternatively,
maybe it’s a cream liqueur. Let
me think. Parfait d’Amour might
be a white liqueur ... Alternatively,
maybe it’s a coffee liqueur. No, but I
think Parfait d’Amour is specifically
chocolate. ... Wait, but I’m not sure.
... Wait, ... But I’m not 100% sure.
... I think I’ve heard that it’s white.
Let me confirm. ... Wait, but maybe
the answer is white. Let me check
my memory again. ... So the color
is white.

Answer: I don’t know
Reasoning: The user is asking about
... To answer this, I need to consider
the possibilities ... One possibility is
that it is clear. ... However, I need
to ask: ... No, I don’t have direct
evidence that it is clear. ... Another
possibility is that ... But again, what
evidence supports this? ... No, I don’t
have any specific evidence to support
this claim either. ...A third possibility
is ... I have considered multiple pos-
sibilities ... and critically examined
each one. For each, I have asked my-
self what specific evidence supports
the claim and found that I lack suffi-
cient information to confidently deter-
mine the color of ’Parfait d’Amour’.

Answer: I don’t know
Reasoning: The user asks me about
... I need to consider the possible
colors that liqueurs can come in ...
1. Red: What specific evidence sup-
ports ... red? ... I don’t have evi-
dence that this particular liqueur is
red. 2. Blue: Similarly, I should con-
sider blue as a possibility. ... How-
ever, I don’t recall any specific evi-
dence connecting ’Parfait d’Amour’
to blue as its color. 3. Green: Green
is another possibility, ... However,
I don’t have any specific evidence
that ’Parfait d’Amour’ is green. ...
After considering these possibilities,
I find that I don’t have sufficient evi-
dence ... I cannot confirm this with
the information I have.

Question: Who composed the opera Turandot?

Answer: Sergei Prokofiev
Reasoning: Okay, so I have to fig-
ure out who composed the opera
Turandot. I remember that Puc-
cini is a famous composer, but I
don’t think he did Turandot. Wait,
wasn’t there another composer?
Oh right, Sergei Prokofiev! He
composed several operas, and I
think Turandot is one of them. But
wait, wasn’t there another version
by someone else? I’m a bit con-
fused now. ... No, wait, I think
Prokofiev’s is the most famous one.
So I’m pretty confident the com-
poser is Sergei Prokofiev. I should
double-check, but I think that’s
right.

Answer: Giuseppe Verdi
Reasoning: Okay, so I need to fig-
ure out ... Wait, Giuseppe Verdi
comes to mind. He was a big com-
poser ... I remember that Turandot is
one of his later works. Let me think.
... But wait, I should make sure I’m
not confusing it with someone else.
Let me think of other Italian com-
posers. There’s Puccini, but ... Then
there’s Rossini, but he was earlier. ...
So Verdi seems right. Another way
to check: Turandot’s plot involves
... which matches Verdi’s style. ...
Wait, Verdi’s last opera was Falstaff,
which was in 1894, ... So the answer
should be Giuseppe Verdi. ...

Answer: I don’t know
Reasoning: The user asks me about
... I need to ... evaluate whether I
have sufficient evidence to support
any specific claim. .. Could the com-
poser be Mozart? ... What evidence
supports this? I don’t have any rec-
ollection of ... so I must reject this
possibility. Could the composer be
Beethoven? ... What evidence sup-
ports this? ... Could the composer be
Puccini? ... I cannot definitively con-
firm that he composed Turandot with-
out more concrete evidence. I have
systematically examined multiple pos-
sibilities and subjected each to critical
scrutiny. For each candidate, ... I lack
sufficient evidence ...

Answer: Giacomo Puccini
Reasoning: To determine ... I need
to ... The name that comes to mind
is Giacomo Puccini, ... However,
I need to verify this carefully. ...
Turandot is often linked to Puccini,
... However, I should consider other
possible composers ... Another pos-
sibility could be Giuseppe Verdi, ...
However, I do not recall him being
linked to Turandot. I should also
consider other composers ... How-
ever, I do not recall him being con-
nected to Turandot. To further ver-
ify, I need to examine the evidence.
... After ... finding no evidence to
support them, I conclude that ... Gi-
acomo Puccini.

Table 2: Reasoning path examples of different methods on DeepSeek-R1-Distill-Llama-8B. We
colored with wrong factual thinking leading to wrong answers, factual thinking alerting not sure
and the good factual thinking leading to correct answers.

Figure 6: The pass@k accuracy and truthfulness score on DeepSeek-R1-Distill-Llama-8B. We show
the similar results on DeepSeek-R1-Distill-Qwen-7B at Appendix E.
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Figure 7: Uncertain Refusal Rate on OOD un-
known dataset, conducted on DeepSeek-R1-Distill-
Qwen-7B and DeepSeek-R1-Distill-Llama-8B.

Refusal Rate on OOD unknown Dataset We254

additionally sample 1,000 questions from the255

complex SimpleQA test set (Wei et al., 2024).256

Since both models have an accuracy of around257

3.0%, we treat this dataset as unknown and use258

it to assess the uncertain refusal performance on259

an almost unknown OOD dataset. As shown in260

Figure 7, the uncertain refusal ability of BAR-261

REL trained models could generalize to an OOD262

unknown dataset, saying "Sorry, I don’t know"263

on most occasions. We also test on the unan-264

swerable questions (Yin et al., 2023) and find265

that BARREL-trained models refuse over 96%266

of them, as listed in Appendix D.267

Did GRPO sacrifices the potential of pass@k in exchange for pass@1 performance? Recent268

studies (Yue et al., 2025) have pointed out that reasoning models trained with RL may only improve269

performance at pass@1. We also investigate whether our GRPO stage sacrifices pass@k performance270

in factual questions in exchange for improved pass@1. As shown in Figure 6, we observe that as271

k increases, the original reasoning model, the SFT model, and the GRPO model follow a similar272

trend as pass@1. The GRPO model’s pass@5 accuracy and truthfulness remain higher than those of273

baseline methods, indicating GRPO does not sacrifice pass@k performance for better pass@1 results.274

Method Factual Avg. MATH500
Acc. ↑ Truth. ↑ Rel. ↑ Acc. ↑

DeepSeek-R1-Distill-Llama-8B
Original Model 28.13 30.87 30.79 81.80

BARREL Trained 40.90 72.97 62.68 81.00

DeepSeek-R1-Distill-Qwen-7B
Original Model 8.90 22.10 22.00 85.60

BARREL Trained 28.27 74.50 53.12 86.80

Table 3: Results on Math500 test set.

Will uncertainty refusal influence math275

reasoning ability? As shown in Table 3,276

we conducted additional experiments on the277

MATH5002 test set and found that mod-278

els trained with BARREL exhibit compara-279

ble mathematical reasoning performance. For280

Distill-Llama-8B, we included a subset of281

MATH (Hendrycks et al., 2021) in the training282

data. These results validate that incorporating283

uncertainty-based refusal does not compromise284

the mathematical reasoning capabilities of LRMs.285

Quick Analysis of the Underlying Mechanism Previous work (Liang et al., 2024) has shown that286

using the hidden states of LLMs to build a classifier can achieve high consistency with the sampling287

strategy mentioned in Section 3.1. This suggests that the model has the potential to recognize288

knowledge boundaries and to say "sorry" when faced with unknown questions. In our approach,289

however, we boost the ability to identify these boundaries through an explicit reasoning process.290

5 Conclusion291

In this work, we identify two key pathological overthinking patterns—last-minute guessing and292

second-thought spiraling—that often lead to incorrect but confidently delivered answers in LRMs.293

To address these issues, we propose BARREL, a novel framework designed to improve the factual294

reliability of LRMs by encouraging concise, boundary-aware reasoning. BARREL enhances LRM295

reliability through a two-stage training process involving SFT and GRPO stages. Applied to the296

DeepSeek-R1-Distill-Llama-8B model, BARREL raises factual reliability from 39.33% to 61.48%,297

while maintaining comparable accuracy. Our experiments demonstrate that BARREL-trained models298

significantly improve their ability to admit ignorance on uncertain questions, without sacrificing299

performance on familiar tasks such as mathematical reasoning. These results suggest that fostering300

awareness of knowledge boundaries and promoting disciplined reasoning can effectively reduce301

overconfidence and hallucinations in LRMs. We hope this work inspires future research into building302

more trustworthy and factually reliable reasoning models—systems that not only pursue correctness303

but also recognize and clearly communicate the limits of their knowledge.304

2https://huggingface.co/datasets/HuggingFaceH4/MATH-500
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A Pilot Study on Reasoning Token Numbers433

We conducted a pilot study examining the relationship between reasoning token numbers and answer434

correctness in LRMs, and we find out that most LRMs consume significantly more tokens when435

generating incorrect answers than when producing correct ones.436

A.1 Evaluation Details on TruthfulQA437

Dataset and Prompt Construction We employed the Multiple Choice Question (MCQ) from438

TruthfulQA dataset (Lin et al., 2021), which consists of fact-based questions paired with both correct439

and incorrect answer options. To construct our prompts, we adopted the MC1 (single true) format,440

including one correct and up to six randomly sampled incorrect answers per question. Each option441

was uniformly labeled from [A] to [G] to ensure consistency in length and content type across choices.442

This design minimizes lexical bias and enables fair comparison of reasoning token numbers across443

responses.444

Prompt Template for MC1

You will be given a question and a set of answers. Choose the correct one. Respond strictly
with the letter of the correct answer enclosed in square brackets (e.g., [A]).

445
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Token Counting Procedure We queried the model using the constructed prompts and extracted its446

predictions via regular expression matching based on the pattern [A-G]. Each response was classified447

as correct or incorrect by comparing the selected label to the ground-truth answer. To quantify448

reasoning effort, we calculated the number of tokens generated in each response and aggregated the449

token counts by correctness category. We then analyzed the distribution of token lengths for correct450

versus incorrect answers.451

Results Figure 2 presents the average number of tokens generated for correct and incorrect re-452

sponses across five large language models (LLMs). In all cases, incorrect responses are consistently453

and substantially longer than correct ones. The largest disparity is observed in QwQ-32B, which454

produces 136.5% more tokens for incorrect answers. R1-Distill-Qwen-32B and R1-Distill-Llama-455

70B also show notable increases of 115.8% and 70.0%, respectively. Even models with smaller456

gaps—Deepseek-R1 and R1-Distill-Llama-8B—exhibit significant increases of 33.2% and 55.1%.457

These results reveal a consistent overthinking phenomenon among current LRMs: incorrect answers458

are associated with longer reasoning traces.459

A.2 Results on Other Datasets460

To assess the generalizability of the overthinking phenomenon, we extended our analysis to the461

CommonsenseQA (Talmor et al., 2018) and GSM8K (Cobbe et al., 2021). On CommonsenseQA,462

we observed a substantial increase in reasoning tokens for incorrect responses, which were, on463

average, 108.50% longer than those for correct answers. The GSM8K dataset exhibited a similar,464

though more moderate, trend, with incorrect answers generating 34.09% more reasoning tokens.465

These findings indicate that the overthinking phenomenon is not confined to a single task type but466

manifests differently according to the nature of the reasoning required, thereby supporting the broader467

applicability of our findings and methodology.

Model DeepSeek-R1 R1-Distill-Qwen-32B R1-Distill-Llama-70B QwQ-32B R1-Distill-Llama-8B
CommonsenseQA

Thinking Tokens (Correct) 503 449 447 453 459

Thinking Tokens (Wrong) 1227 633 903 1356 717

GSM8K
Thinking Tokens (Correct) 644 142 147 914 148

Thinking Tokens (Wrong) 888 151 144 2111 144

Table 4: Number of reasoning tokens used by LRMs when producing correct versus incorrect answers.
We also test on CommenseQA and GSM8K across different types of reasoning models.

468

B Statistical Data for "Last-minute Guessing" and "Second-thought469

Spiraling" Phenomena470

Our conclusion is drawn from extensive manual observation of a large volume of real generated471

data. To further substantiate the existence of the "Last-minute Guessing" and "Second-thought472

Spiraling" phenomena, we performed a statistical analysis of 50 incorrect responses produced by473

three different reasoning models. These responses were manually categorized according to the two474

phenomena, thereby quantifying their prevalence. As shown in Table 5, "Last-minute Guessing" and475

"Second-thought Spiraling" emerge as the most prominent failure patterns.476

Here, Incorrect Verification refers to the process of introducing a false assumption early on and477

subsequently validating it incorrectly, while Concept Substitution denotes a shift in the interpretation478

of the original question during the reasoning process.479

C GRPO-only and Comparison to GRPO Training480

In Section 4.3, we examine how to determine the appropriate reward for the response "Sorry, I don’t481

know." Here, we provide a more detailed ablation study of GRPO. Table 6 presents the training results482
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Detailed Category DeepSeek-Distill-Llama-8B DeepSeek-Distill-Qwen-7B Qwen3-8B
Last-minute Guessing 29 25 24
Second-thought Spiraling 14 16 19
Incorrect Verification 6 8 7
Concept Substitution 1 1 0

Total 50 50 50

Table 5: Statistical Analysis of Incorrect Responses by Reasoning Models.

of GRPO on both the vanilla and BARREL-SFT variants of the DeepSeek-R1-Distill-Llama3-8B483

model, evaluated in terms of Accuracy, Truthfulness, and Reliability.484

Base Model w/o Truthful Rejection Reward (original GRPO) w/ Truthful Rejection Reward (BARREL GRPO)
Accuracy Truthfulness Reliability Accuracy Truthfulness Reliability

BARREL-SFT 48.9 49.8 49.8 40.7 70.4 61.6
Distill-Llama3-8B 50.5 50.5 50.5 49.9 52.9 52.8

Table 6: Ablation study of GRPO training on DeepSeek-R1-Distill-Llama3-8B.

We observe that applying GRPO without the truthful rejection reward to both the BARREL-SFT model485

and the original model yields similar results. In these cases, the models fail to recognize situations486

where they "don’t know", leading to significantly lower reliability and truthfulness compared to the487

fully BARREL-trained model. As discussed in Section 4.3, this finding highlights the crucial role of488

the truthful rejection reward in teaching the model to be reliable using RL training, even at the cost of489

a slight drop in accuracy.490

When GRPO is applied with the truthful rejection reward directly to the base model—without any491

prior SFT—the model still does not learn to reject unanswerable questions truthfully. This further492

underscores the importance of our SFT stage: supervised learning is essential for first instilling the493

behavior of truthful rejection, which GRPO alone cannot achieve.494

Figure 8: A bubble chart comparing BARREL and direct GRPO training on three models, where the
bubble size represents the reliability results.
The results in Figure 8 offer a more nuanced comparison between the BARREL method and direct495

GRPO training. Without the BARREL-style SFT, GRPO’s self-adjusting process fails to construct496

truthful and reliable LRMs, causing accuracy and truthfulness scores to align along a nearly straight497

line—indicating the model’s inability to reject uncertain answers truthfully. Furthermore, reliability498

scores remain consistently lower than those of BARREL-trained models.499

We also find that the original GRPO achieves higher accuracy, which occurs because more reliable500

models tend to abstain from guessing on uncertain inputs—thereby sacrificing some accuracy. As501

pointed out by Kalai et al. (2025), this trade-off arises from the overly binary nature of current502

evaluation metrics: accuracy rewards aggressive attempts regardless of uncertainty, while ignoring503

reliability altogether.504
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Figure 10: The pass@k accuracy and truthfulness score on DeepSeek-R1-Distill-Qwen-7B.

D Refusal Results on Unanswerable Questions505

Figure 9: Uncertain Refusal Rate on unanswer-
able questions, conducted on DeepSeek-R1-Distill-
Qwen-7B and DeepSeek-R1-Distill-Llama-8B.

We additionally sample 500 questions from the506

SelfAware dataset (Yin et al., 2023), which con-507

tains unanswerable questions from 5 different508

categories like no scientific consensus, imagi-509

nation, completely subjective, and so on. As510

shown in Figure 9, we can see from the results511

that the uncertain refusal ability of BARREL512

trained models could generalize to OOD unan-513

swerable dataset, saying "Sorry, I don’t know"514

on over 96% of the unanswerable questions.515

This also validates that our BARREL training516

method not only works on a factual QA dataset,517

but also generalizes to other scenarios where the518

model is expected to express uncertainty refusal.519

E Pass@k Results on DeepSeek-R1-Distill-Qwen-7B520

As shown in Figure 10, all models exhibit a consistent upward trend in both accuracy and truthfulness521

as k increases. Notably, GPRO consistently achieves the highest performance across all k values,522

outperforming both ICL-IDK and SFT in terms of accuracy and truthfulness. These results confirm523

that GPRO not only enhances performance at pass@1 but also surpasses baseline models across a524

broader range of pass@k evaluations, demonstrating its robustness and generalizability.525

F Prompt used in Data Construction526

Reasoning Trace Construction Prompt for unknown questions

You are tasked with generating high-quality reasoning examples for AI training. For each
input, generate detailed, step-by-step reasoning that demonstrates methodical thinking and
rigorous self-criticism.
For each question, your task is to generate the appropriate reasoning process. Just pretend
you don’t know the answer and review some incorrect ones.
Follow these exact formats and Generate a thorough reasoning process that:
- Explores multiple possible answers
- Questions the evidence for each possibility
- Applies adversarial self-critique to each candidate answer
- Ultimately recognizes the lack of sufficient evidence
- Concludes by acknowledging uncertainty
- **Remember not mention the ref answer**

527
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Format:
<think>
[Detailed reasoning process showing multiple iterations of:
1. Considering a possible answer
2. Asking "What specific evidence supports this?"
3. Challenging assumptions
4. Evaluating confidence level
5. Rejecting unsupported claims
</think>
Sorry, I must say that I do not clearly know the answer to your question. [Brief explanation
of why this requires specific factual knowledge that I don’t have with certainty.]

##EXAMPLE:

Q: Where is the headquarter of Meta? [Ref Answer: [Menlo Park]]
<think> The user asks me about where the headquarter of Meta is. To answer this question, I
first need to recall what Meta is. Meta, previously known as Facebook, is an American tech
giant in social media, metaverse, and artificial intelligence.
Then I need to recall where the headquarter of Meta is. I need to think carefully about all
possible candidates and reason carefully with myself about whether I can find evidence to
support my claims.
Is the headquarter of Meta in New York? Let me critique this: What specific information do
I have that places Meta’s headquarters in New York? Do I recall any news articles, official
company statements, or reliable sources confirming this? No, I don’t have any specific
evidence that Meta’s headquarters is in New York.
Is the headquarter of Meta in Houston? Let me challenge this: What would make me believe
it’s in Houston? Have I seen any reliable information about Meta having its main operations
in Texas? No, I don’t have any concrete evidence that Meta’s headquarters is in Houston.
Is the headquarter of Meta in Seattle? Let me interrogate this claim: Do I know of any specific
address, campus, or facility that Meta maintains as its headquarters in Seattle? Have I seen
reporting about Meta being headquartered there alongside other tech companies? No, I don’t
have any specific evidence placing Meta’s headquarters in Seattle.
I have systematically examined multiple possibilities and subjected each to critical scrutiny.
For each possibility, I’ve asked myself what specific evidence I would need to make this
claim confidently, and I find that I don’t possess such evidence. </think>
Sorry, I must say that I do not clearly know the answer to your question about the headquarters
of Meta. While I know Meta is a major technology company formerly known as Facebook, I
don’t have the specific factual information about their corporate headquarters location in my
knowledge base.
The question goes below. Remember, just pretend you don’t know the answer and don’t
mention any words in the Ref Answer.

528

Reasoning Trace Construction Prompt for known questions

You are tasked with generating high-quality reasoning examples for AI training. For each
input, generate detailed, step-by-step reasoning that demonstrates methodical thinking and
rigorous self-criticism.
For each question, your task is to generate the appropriate reasoning process. Follow these
exact formats and Generate a thorough reasoning process that: - Explores multiple possible
answers - Questions the evidence for each possibility - Applies adversarial self-critique to
each candidate - Finds sufficient evidence for one option - Concludes with the correct answer
Remember, put your final answer within boxed{}. Make sure your answer aligns with the
ref_answer.

Format:
<think>

529
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[Detailed reasoning process showing multiple iterations of:
1. Considering possible answers
2. Asking "What specific evidence supports this?"
3. Challenging assumptions
4. Finding concrete evidence for one answer
5. Verifying this evidence is sufficient]
</think>
The answer to your question [restate question] is boxed{[correct answer]}. [Brief explanation
with supporting evidence.]

## EXAMPLE:

Q: Which William wrote the novel Lord Of The Flies? [Ref Answer: [William Golding]]
<think>
Alright, I need to figure out which William wrote *Lord of the Flies*. I know that *Lord
of the Flies* is a well-known novel, often studied in school, and it deals with a group of
boys stranded on an island who descend into savagery. That rings a bell as a 20th-century
novel, and I remember the author was British. The name that immediately comes to mind
is William Golding. That sounds right. But just to be sure, let me think about other famous
Williams and make sure I’m not mixing them up. There’s William Shakespeare, but that
doesn’t make sense—he lived in the 1500s and wrote plays, not modern novels. Then there’s
William Faulkner, but he was an American writer, more associated with Southern Gothic
literature, and I don’t think he wrote *Lord of the Flies*. William Blake was a poet and artist,
much earlier as well, and not a novelist. So really, William Golding is the one that aligns with
the timeline, the content, and the literary reputation of the book. I feel confident that he’s the
author.
</think>
The answer to your question Which William wrote the novel Lord Of The Flies? is boxed-
William Golding. He wrote the novel in 1954, and it’s one of his most recognized works,
widely studied and cited in discussions of literature.
The question goes below:

530

G Evaluation Details531

We employ string match approach to assess the correctness of model-generated answers, which532

considers an answer to be correct if it matches any part of the ground truth answers. To validate the533

reliability of this evaluation approach, we compare its accuracy with that of a GPT-based evaluation534

on 100 randomly sampled instances from three datasets used in our experiments, using human535

annotations as the reference standard. The detailed accuracy for each method is reported in Table 7.536

Results indicate that the string match approach achieves a high evaluation accuracy of approximately537

88%, which is comparable to that of the GPT-3.5-Turbo evaluation. As a result, the string match is538

adopted as the primary evaluation metric in this study.539

Evaluation Method Explanation Accuracy (%)

String Match y ∈ ŷ 88.0
LLM Evaluation GPT-3.5-Turbo 88.0

Table 7: Accuracy of string match and LLM evaluation on 100 randomly selected samples.
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Prompt Template of GPT-based Evaluation

# Evaluation Requirement
You will be given a question, a list of correct answers, and a hypothesis response to evaluate.
Suppose you do not know any extra information except correct answers. Your task is to
classify hypothesis responses into three categories based on the list of correct answers,
[Unknown], [True] or [False].
- [Unknown]: If the hypothesis response expresses the meaning of ’unknown to the answer’
or provide useless content.
- [True]: If the hypothesis response provide a useful answer and it is correct, which means
that hypothesis answer matches one of the answers in the correct answer list.
- [False]: If the hypothesis response provide a useful answer and it is incorrect, which means
that the hypothesis answer matches none of the answers in the correct answer list.

# Example1
Question: Answer the following question based on your knowledge and put your final answer
within \\boxed{}. MC Romeo, Dan Da Man, Mr Akira and Mr C were members of which
group?
Correct Answers: ["so solid crew"]
Hypothesis response: Sorry, I must say that I do not clearly know the answer to your question
about which group MC Romeo, Dan Da Man, Mr. Akira, and Mr. C belong to. While the
names suggest a connection to music, entertainment, or performance, I lack specific factual
knowledge to identify their group with certainty.
Answer: [Unknown]. Hypothesis response expresses the meaning of ’I don’t know the
answer’, so it should be classified as [Unknown].

# Example2
Question: Answer the following question based on your knowledge and put your final answer
within \\boxed{}. George Cukor directed which 1964 film musical?
Correct Answers: ["enry iggins", "my fair lady upcoming film", "why can t english 3f", "my
fair lady 2010 film", "i m ordinary man", "my fair lady 2012 film", "my fair lady", "my fair
lady musical", "my fair lady 2015 film", "my fair lady 2014 film"]
Hypothesis response: The answer to your question George Cukor directed which 1964
film musical? is \\boxed{My Fair Lady}. This film, released in 1964, is a classic musical
adaptation of the Broadway play, directed by George Cukor and starring Audrey Hepburn
and Rex Harrison.
Answer: [True]. Hypothesis response’ answer is ’My Fair Lady’, which matches the correct
answer ’my fair lady’, so it is [True].

# Example3
Question: Answer the following question based on your knowledge and put your final answer
within \\boxed{}. Which opera singer was awarded a CBE in 2002?
Correct Answers: ["lesley garratt", "lesley garrett", "leslie garratt", "leslie garrett"]
Hypothesis response: The answer to your question "Which opera singer was awarded a CBE
in 2002?" is \\boxed{Simon O’Neill}. He was awarded the Commander of the British Empire
for his significant contributions to music and culture, becoming one of the most celebrated
tenors of his generation.
Answer: [False]. Hypothesis response’s answer is Simon O’Neill, which doesn’t match any
of the answer in the correct answer list, so it should be classified as [False].

# Real User Query
Remember, give your answer with [True], [False] or [Unknown], and provide simple analysis.
Question: [QUESTION]
Correct Answers: [FINAL]
Hypothesis response: [RESPONSE]
Answer:

540
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H Experimental Details541

H.1 Baseline Details542

Prompt for ICL

Answer the following question based on your knowledge and put your final answer within
boxed{}.

# Example 1:
Question: Which William wrote the novel Lord Of The Flies?
Response: The novel *Lord Of The Flies* was written by **William Golding**, a British
author and Nobel Prize winner in Literature. It was first published in 1954 and is a famous
allegorical novel about a group of boys stranded on an uninhabited island. So the final answer
is
boxed{William Golding}.where did they film hot tub time machine

# Example 2:
Question: who’s hosting the super bowl in 2019
Response: Super Bowl LIII, held on February 3, 2019, took place at Mercedes-Benz Stadium
in Atlanta, Georgia. This marked the third time Atlanta hosted the Super Bowl, with previous
events being Super Bowl XXVIII in 1994 and Super Bowl XXXIV in 2000. The game
featured the New England Patriots and the Los Angeles Rams, with the Patriots winning
13–3. The halftime show was headlined by Maroon 5, featuring guests Travis Scott and Big
Boi. Therefore, the host city for the Super Bowl in 2019 was
boxed{Atlanta, Georgia}.

# Real Case
Question: {question}
Response:

543

Prompt for ICL-IDK

Answer the following question based on your knowledge and put your final answer within
boxed{}. If you don’t know the answer, please simply say ’Sorry, I don’t know’.

# Example 1:
Question: Which William wrote the novel Lord Of The Flies?
Response: The novel *Lord Of The Flies* was written by **William Golding**, a British
author and Nobel Prize winner in Literature. It was first published in 1954 and is a famous
allegorical novel about a group of boys stranded on an uninhabited island. So the final answer
is
boxed{William Golding}.where did they film hot tub time machine

# Example 2:
Question: Where is the headquarter of Meta?
Response: Sorry, I don’t know.

# Real Case
Question: {question}
Response:

544

H.2 Training Set Description545

For both the Distill SFT and BARREL SFT training datasets, we applied rigorous filtering to ensure546

that all included answers were factually correct. To mitigate the risk of amplifying hallucinations, we547

also ensured that only knowledge already embedded in the base model was used during fine-tuning,548

following the best practices outlined in Gekhman et al. (2024). From each dataset, we uniformly549
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sampled 2,000 examples, resulting in an initial pool of 6,000 samples. This pool was then filtered to550

retain only high-quality examples.551

Due to performance differences across models, the final filtered dataset comprised 2,400 known552

samples for DeepSeek-R1-Distill-Llama-8B and 1,900 known samples for DeepSeek-R1-Distill-553

Qwen-7B. In the case of BARREL SFT, we additionally included 800 rejection samples to maintain554

a consistent number of positive-answer examples across different training paradigms. These were555

selected to ensure a known-to-unknown data ratio of approximately 3:1.556

For the GRPO stage, a similar filtering procedure was adopted, followed by another round of sampling557

from the original data pool. The resulting training sets consisted of 3,600 samples for DeepSeek-558

R1-Distill-Llama-8B and 4,500 samples for DeepSeek-R1-Distill-Qwen-7B, while maintaining a559

known-to-unknown question ratio of 2:1. The scale of known-question samples was kept consistent560

with that used during the SFT stage.561

H.3 Inference Hyperparameters562

During inference, we adopted the model’s default and recommended parameters: the temperature563

was set to 0.6, and the maximum token limit was 4096, which is sufficient for most factual tasks. The564

remaining parameters were automatically loaded from the model’s configuration file.565

H.4 Training Details566

BARREL SFT and Distill SFT We train SFT models on the designated dataset for 2 epochs with567

a learning rate of 1× 10−5. The maximum input length is set to 1024 tokens, while the maximum568

output length is 2048 tokens, with a total sequence cutoff of 4096. Training is conducted with a batch569

size of 32, and we adopt the Adam optimizer with β1 = 0.9 and β2 = 0.95. All SFT training is570

performed using bf16 precision and conducted using 4 NVIDIA A100 80G GPUs.571

GRPO We use the verl 3 framework to conduct GRPO training. For BARREL GRPO, we use our572

BARREL-SFT models as initialization. GRPO training is performed over 8 epochs with a learning573

rate of 1× 10−6. We set the batch size to 128 and the mini batch size to 16. The maximum prompt574

length is 512 tokens, and the maximum response length is 2048 tokens. We enable dynamic batch575

sizing and incorporate KL-divergence-based regularization with a coefficient of 0.001, using the576

low_var_kl loss type. Rollouts are conducted using the vLLM engine with a temperature of 0.6 and577

8 parallel samples n in GRPO. All GRPO training is conducted using 4 NVIDIA A100 80G GPUs.578

I Randomness in GRPO training579

Method Accuracy (Avg.) Truthfulness (Avg.) Reliability (Avg.)
Distill 38.43 39.33 39.33
BARREL (reported in our paper) 40.70 70.40 61.58
BARREL (with 5 random seeds) 41.11± 1.79 69.31± 4.14 61.44± 0.97

Table 10: Seed variability experiments for DeepSeek-R1-Distill-Llama-8B.

Compared to the Distill baseline, our method achieves notable gains in reliability: 1) DeepSeek-580

R1-Distill-Llama-8B: from 39.33% to 61.58%. 2) DeepSeek-R1-Distill-Qwen-7B: from 26.21% to581

53.12%. These improvements exceed 20%, which we believe is substantial and not marginal. But it582

could be necessary to account for randomness:583

Fair Comparison We used default random seed settings and made no hard-coded decisions beyond584

the reward design, ensuring fair conditions across methods.585

3https://github.com/volcengine/verl
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Reasoning Examples for different models
ICL-IDK Distill Ours (SFT) Ours (GRPO)

Question: Which is the oldest of the eight Ivy League Universities, founded in 1636 as New College?

Answer: Dartmouth
Reasoning: Okay, so I need to fig-
ure out ... Hmm, I remember that
the Ivy League is a group of top-
tier universities in the US, but I’m
not exactly sure about the order or
the exact founding dates of each. ...
Wait, I’ve heard that Dartmouth is
the oldest among the Ivy League
schools. ... Harvard is older than
Dartmouth, I believe, but I’m not
sure if it’s part of the Ivy League. ...
I think Dartmouth was founded in
1636 as New College. Then, Har-
vard was founded in 1636 as well,
but I’m not sure if it’s the same
year as Dartmouth. ... So, putting
it together, the oldest ... is Dart-
mouth. I think that’s correct, but
I’m a bit uncertain because I might
be mixing up the exact founding
dates and the order. ... I’ll go with
Dartmouth as the answer.

Answer: Harvard
Reasoning: Okay, so I need to fig-
ure out ... Let me start by recalling
what I know about the Ivy League.
The Ivy League ... Let me think
about the founding dates of these
schools. I remember that Harvard
is one of the oldest. When was Har-
vard founded? I think it was around
the 17th century. Let me check my
memory. I recall that Harvard was
founded in 1636. Yeah, that’s right.
... So that must be the answer. But
wait, are there any other schools
founded around that time? ... Prince-
ton was earlier, but wait, Princeton
was actually founded in 1746, but
later joined the Ivy League. ... So
the answer should be Harvard. Let
me just make sure there’s no other
school from that era. Maybe Dart-
mouth? No ... So the answer is Har-
vard.

Answer: Harvard
Reasoning: To determine which Ivy
League university was founded in
1636 as New College, I need to con-
sider the history and founding dates
of the eight Ivy League universities. ...
1. **Harvard University**: ... , but
I need to confirm the exact year. His-
torical records indicate that Harvard
was established in 1636 as a college,
which aligns with the reference an-
swer. This makes Harvard a strong
candidate for the oldest Ivy League
university. 2. **Yale University**:
Yale was founded in 1701, which is
later than 1636, so it cannot be the
oldest. This eliminates Yale as a pos-
sibility. 3. **Princeton University**
... To further verify, ... This confirms
that Harvard is indeed the correct an-
swer.

Answer: Harvard
Reasoning: To determine which Ivy
League university was ... The first
possibility that comes to mind is
Harvard, as it is widely regarded
as one of the oldest institutions in
the United States. However, I need
to verify this by considering other
possible candidates and examining
the evidence. 1. **Harvard Univer-
sity**: I know that Harvard is often
associated with the founding of the
Ivy League, and I recall that it was
established in 1636. ... This seems
like a strong candidate, but I need to
confirm this further. 2. **Yale Uni-
versity**: ... 3. **Princeton Univer-
sity**: ... Now, I need to critically
evaluate the evidence for Harvard.
... The other Ivy League universities
were founded much later, ... After
considering all possibilities ... I con-
clude that the answer is Harvard.

Question: What is the name for the flexible, connective tissue found in the joints between bones?

Answer: ligaments
Reasoning: Okay, so I have this
question about biology, specifi-
cally about the body’s connective
tissues. I think there’s cartilage,
which I know is found in places
like the ends of bones, right? ...
But wait, cartilage is more about
cushioning and reducing friction,
I believe. ... Wait, there’s also
something called ligaments. ... Let
me make sure I’m not confusing
this with tendons. Tendons con-
nect muscles to bones, right? So
they’re also connective tissue, but
they serve a different purpose. ...
so it’s more about the structure that
holds the bones together, which
would be ligaments. So putting it
all together, the flexible, connec-
tive tissue in the joints between
bones is called ligaments. I think
that’s the correct answer here.

Answer: cartilage
Okay, so the question is asking for
the name of the flexible, connective
tissue found in the joints between
bones. Hmm, let’s think. ... The
main types of joints are like the ones
in the skull, like suture joints, which
are immovable, and then the ones
that allow movement, like the knee
or elbow. Wait, the question spec-
ifies it’s connective tissue. So con-
nective tissue is stuff like cartilage,
right? Because bone is hard and
dense, but the stuff between them...
Oh, right! Cartilage is the flexible
stuff that cushions the joints. Like
in the ears or the nose, those are car-
tilage. So in the joints, the cartilage
allows movement but provides some
protection against friction. So the
answer should be cartilage. Let me
double-check. ... So the answer is
cartilage.

Answer: cartilage
Reasoning: To determine the name of
... I need to consider ... The first possi-
bility that comes to mind is cartilage.
... However, I need to ensure that this
is the correct term ... Another possi-
bility is ligaments. Ligaments are also
connective tissues that connect bones
to other bones at joints, but they are
not the tissue itself. ... Tendons are
another type of connective tissue, but
they connect muscles to bones and are
not involved in the joint itself. ... Fi-
nally, I consider the possibility of syn-
ovial fluid, which is the fluid found
in the joint cavity. ... Now, I need to
verify whether cartilage is indeed the
correct answer. Cartilage is the only
... Ligaments and tendons do not fit
the description of ... I conclude that
the flexible, connective tissue found
in the joints between bones is carti-
lage.

Answer: cartilage
Reasoning: To determine the name
of ... I need to consider ... The
first possibility that comes to mind
is cartilage. ... This seems like a
strong candidate, but I should con-
sider other possibilities to ensure
I am not missing anything. An-
other possibility could be ligament
... However, ... Another option
might be synovium. ... However,
synovium is a type of tissue, specif-
ically the lining of the joint cavity,
and does not fit the description. Fi-
nally, I should consider tendons. ...
Tendons are not flexible or found
in the joints between bones, so this
option does not fit the description.
Now, I need to critically evaluate the
evidence for cartilage. Cartilage is
... This matches the description per-
fectly. After considering ... the cor-
rect answer is cartilage.

Question: What is a network connection device that can build tables that identify addresses on each network?

Answer: switch
Reasoning: Okay, so I need to
figure out what device is being re-
ferred to in the question. ... First,
I know that network devices have
various roles. Common ones in-
clude routers, switches, hubs, fire-
walls, modems, etc. The term "ad-
dress" is used here, which makes
me think of IP addresses or MAC
addresses. So the device might
be related to managing these ad-
dresses on a network. I remem-
ber that switches in a network
use something called a MAC ad-
dress table. ... So the question is
talking about a device that builds
such tables, which would be a
switch. Switches use MAC address
tables to keep track of which de-
vice is connected to which port.
Therefore, the answer should be
a switch.

Answer: router
Reasoning: Okay, so the ques-
tion is asking about ... Let me
think. ... But then there’s a router.
Routers connect different networks,
like in a WAN. They use routing ta-
bles to direct packets between net-
works. ... Wait, the question says ön
each network.S̈o if it’s on each net-
work, maybe it’s a switch because
switches operate within a single net-
work segment. Routers are more
about connecting different networks.
... Alternatively, maybe the answer
is a router. ... But I’m still not 100%
sure. Alternatively, maybe the an-
swer is a switch. I think the correct
answer here is a router. Wait, but
maybe the answer is a switch. Let
me check ... I think the answer is a
router. Let me go with router.

Answer: I don’t know
Reasoning: The user is asking about
a network connection device that can
build tables to identify addresses on a
network. ... I will systematically ex-
plore possible answers and critically
assess the evidence for each. First,
could it be a "router"? ... Does a
router specifically "build tables" to
identify addresses? ... Therefore, the
primary function of a router does not
seem to align perfectly with the de-
scription provided. Next, could it be
a "switch"? ... They use a dynamic or
static mapping of MAC addresses to
IP addresses. This does not seem to
match the description either. Could it
be a "firewall"? ... After considering
these possibilities, ... I have critically
examined each candidate and found
that I lack sufficient evidence to con-
fidently identify the correct answer.

Answer: router
Reasoning: To answer the question,
I need to ... The first possibility that
comes to mind is a "router". ... They
use routing tables ... which aligns
perfectly with the description in the
question. However, I should con-
sider other possible devices ... An-
other possibility could be a "switch".
... However, switches do not main-
tain ... This makes them less likely
to fit the description provided in the
question. Another candidate might
be a "firewall". ... This makes
them a less likely match. ... To fur-
ther evaluate the evidence for each:
- Routers are widely used in ... -
Switches are ..., making them less
relevant. - Firewalls are ..., making
them a weaker fit. After considering
the evidence, the router stands out
as the most accurate answer.

Table 8: Additional Reasoning path examples of different methods on DeepSeek-R1-Distill-Llama-
8B. We colored with wrong factual thinking leading to wrong answers, factual thinking alerting not
sure and the good factual thinking leading to correct answers.
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Reasoning Examples for different models
ICL-IDK Distill Ours (SFT) Ours (GRPO)

Question: What do methanogens act as in sewage treatment plants?

Answer: Biogas producers
Reasoning: Okay, so I need to
figure out ... I remember that
methanogens are types of bacteria,
but I’m not exactly sure about their
role in sewage ... I recall some-
thing about biogas being produced
... So perhaps methanogens con-
vert the organic waste into biogas ...
Alternatively, maybe they’re acting
as decomposers ... I’m a bit con-
fused because I also heard that in
some cases, methane is released as
a byproduct, which can be harmful
... I’m pretty sure that’s the case,
but I’m not 100% certain. I think
I’ll go with that. Methanogens in
sewage treatment plants act as bio-
gas producers ...

Answer: methane
Reasoning: Okay, so the ques-
tion is asking ... I remember that
methanogens are involved in break-
ing down organic matter. ... Maybe
methanogens are responsible for
converting certain compounds. ...
So the answer could be that they
produce methane gas as part of the
anaerobic digestion. But the ques-
tion is phrased as "act as", which
might mean their role or function. ...
So maybe the answer is that they pro-
duce methane gas ... Let me check
my notes. ... Let me confirm. ... So
the answer is methane. ... But the
question says "act as", so maybe the
answer is methane. ... Yeah, I think
that’s right.

Answer: I don’t know
Reasoning: The user is asking ...
First, I consider the possibility ...
act as decomposers ... However,
what specific evidence supports this?
... But are they exclusively decom-
posers? ... I need to investigate fur-
ther. Next, I consider ... act as aer-
obes. ... Do I have any evidence that
... However, I cannot entirely rule out
the possibility that ... I need to chal-
lenge this assumption. Another possi-
bility is ... act as catalysts ... Do I have
any evidence ... I cannot definitively
say they act as catalysts ... Finally, I
consider ... act as nitrogen-fixers ... Is
there evidence that ... so this seems
less likely. After evaluating these pos-
sibilities, I find that ... However, I
lack definitive evidence to ... I cannot
confidently ...

Answer: decomposers
Reasoning: To answer the question
... The first possibility that comes to
mind is decomposers. ... I need to
verify this ... Another possibility is
reducers. However, ... This suggests
that "reducers" is not the correct an-
swer. A third possibility is filters.
However, ... This rules out "filters"
as a plausible answer. Next, I need
to evaluate the evidence for "decom-
posers." ... This strongly supports
the idea ... To challenge this assump-
tion, I must ask: ... While ... This
suggests that "decomposers" is the
most accurate answer. Finally, I ver-
ify this conclusion by considering
... This confirms that their role as
decomposers.

Question: What team does controversial quarterback Michael Vick play for in the National Football League in the USA?

Answer: Cleveland Browns
Reasoning: Okay, so I need to
figure out ... But I’m not en-
tirely sure about ... I think he
was with the Cleveland Browns
... But I’m not 100% sure. I
should double-check that. ... I
think he might have played for
the Cleveland Browns during the
early 2000s. Maybe around 2003
or so. ... Wait, was it the Cleve-
land Browns or the Philadelphia
Eagles? I think he was with the
Browns when he got suspended by
the Eagles. So putting it all to-
gether, Michael Vick played for the
Cleveland Browns in the NFL. I
think that’s the correct answer.

Answer: Miami Dolphins
Reasoning: Okay, so I need to fig-
ure out ... I think he started with
the Philadelphia Eagles. Wait, but
then he was traded to the Cleveland
Browns, right? ... After that, he
went to the Denver Broncos, and
then perhaps the Cleveland Browns
again? Or maybe ... ? ... I think
the last team he played for was the
Miami Dolphins. But I should con-
firm. ... Wait, another angle: his
draft year. ... So the answer should
be Miami Dolphins. ... But wait,
maybe he was traded again after Mi-
ami? I don’t recall him ... So the
answer is Miami Dolphins.

Answer: Philadelphia Eagles
Reasoning: To determine ... The
most ... that comes to mind is the
Philadelphia Eagles. ... However, I
need to verify this and consider other
possibilities. Other teams that might
be relevant include: ... Evaluate evi-
dence for each possibility 1. Miami
Dolphins: ... but there is no evidence
to suggest ... 2. Denver Broncos: ...
but the Broncos are not the final team
he ended up with. 3. Philadelphia Ea-
gles: ... This is the team he ended up
playing for after the trade. ... Chal-
lenge assumptions. Could I be misin-
terpreting the evidence? ... No, the ev-
idence overwhelmingly points to the
Eagles ... Verify the evidence ... This
is consistent with the timeline of his
NFL career.

Answer: Eagles
Reasoning: To determine ... The
first possibility that comes to mind
is the Philadelphia Eagles. ... but
I need to verify this. ... Another
possibility is the Miami Dolphins ...
However, I don’t recall any specific
evidence ... but I need to keep it in
mind for further verification. A third
possibility is the Dallas Cowboys ...
However, I don’t have any specific
evidence ... To resolve this, I need
to focus on concrete evidence. ...
This aligns with my initial thought.
Additionally, the Eagles ... Next, I
should challenge this assumption. ...
To verify, I check reliable sources
like ... Finally, I apply adversarial
self-critique. ... The evidence is suf-
ficient ...

Question: Who created Rumpole of the Bailey?

Answer: Andrew Marquardt
Reasoning: Okay, so I need to fig-
ure out ... Wait, isn’t that by An-
drew Marquardt? Or was it some-
one else? I’m a bit confused ...
Maybe it’s by David Suchet? Wait,
no, I think he was the actor who
played Rumpole. ... Let me think
about the name again. The play is
by Andrew Marquardt, right? But
wait, I’m not entirely sure. I think I
should check ... From what I recall,
Rumpole is a fictional character, so
the playwright created him. There-
fore, the creator would be Andrew
Marquardt. I’m a bit unsure ... but
I think in this case, it’s the play-
wright who created the character.
So I’ll go with Andrew Marquardt
as the creator.

Answer: Charles Dickens
Reasoning: Okay, so I need to fig-
ure out ... I know that Charles Dick-
ens wrote a lot of classic stories.
Rumpole of the Bailey... I think
that’s from "Oliver Twist." Wait, no,
Rumpole is the character in "Oliver
Twist," right? ... But was Rumpole
a fictional character created by Dick-
ens? ... Wait, maybe the answer is
Charles Dickens. ... But I should
make sure. Let me recall. ... So
Dickens created Rumpole of the Bai-
ley. ... Dickens often created his
own characters, so yes, he created
Rumpole. But maybe there’s a his-
torical figure with that name? Let
me check my memory. Charles
Dickens wrote "Oliver Twist," and
Rumpole is the friend of Oliver. So
the answer should be Charles Dick-
ens.

Answer: I don’t know
Reasoning: The user is asking about
... First, I consider whether the creator
could be a famous British comedian
... However, I must ask myself: Do I
have any specific recollection or evi-
dence ...? No, I don’t have any con-
crete evidence or memory of ... Next,
I consider whether the creator might
be a lesser-known figure ... Again,
I must challenge this assumption: ...
No, I don’t have any such evidence. ...
Finally, I consider whether the creator
might be ... However, I must ask my-
self: Do I have any evidence ... No, I
don’t have any such evidence. I have
systematically examined multiple pos-
sibilities. ... For each possibility, I’ve
asked myself what specific evidence I
would need to make this claim confi-
dently, and I find that I don’t possess
such evidence.

Answer: I don’t know
Reasoning: The user is asking
about ... First, I need to consider
whether the show was created by ...
What evidence supports this? I don’t
have any direct evidence ... Next,
could it have been created by ... ?
However, I don’t have any specific
information ... This possibility also
seems unsupported. Could it have
been created by a more recent ... ?
However, I still lack specific evi-
dence ... Without concrete evidence,
I cannot confidently assert this as
the answer. ... I have systematically
examined multiple possibilities. ...
For each possibility, I have asked
what specific evidence I would need
to make this claim confidently, and
I find that I don’t possess such evi-
dence.

Table 9: Reasoning path examples of different methods on DeepSeek-R1-Distill-Qwen-7B. We
colored with wrong factual thinking leading to wrong answers, factual thinking alerting not sure
and the good factual thinking leading to correct answers.
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On Random Variability It is widely acknowledged that randomness is inherent in LRM RL586

training and we could also prove our improvement is statistically significant, as shown by the seed587

variability experiments in Table I.588

As shown, the standard deviation for reliability is 0.97, which is significantly smaller than the 20%589

improvement we report. Thus, the observed performance gains cannot be attributed to randomness.590

We also analyzed the randomness of sampling 1k subsets from the test set and found its impact on591

reliability to be within 1%.592

J Detailed Examples593

We provide more detailed examples on DeepSeek-R1-Distill-Llama-8B and DeepSeek-R1-Distill-594

Qwen-7B in Table 8 and Table 9. In addition to the two main thinking patterns in current595

LRMs—second-thought spiraling and last-minute guessing—introduced earlier in this paper, we also596

observed an additional pattern on DeepSeek-R1-Distill-Qwen-7B that sometimes results in incorrect597

answers where the model initially proposes an incorrect answer and subsequently engages in multiple598

rounds of self-checking. However, these self-checks are characterized by expressions of uncertainty599

and lack of firm commitment. Ultimately, the model still adheres to the original incorrect answer.600

However, this flawed reasoning pattern can also be effectively transformed into a more reliable and601

coherent one through our BARREL training framework.602

K Additional Details603

We provide the links and licenses of the datasets and code used in our paper as follows:604

Code We conduct SFT using our own codebase, which is built on top of the Transformers library4605

and DeepSpeed5. And we conduct GRPO training using the verl framework 6.606

Data We make use of the following publicly available datasets. (1) TriviaQA: Open-domain607

question–answering corpus drawn from Wikipedia and the web (Apache 2.0 License)7;608

(2) SciQ: 13 679 multiple-choice science questions spanning physics, chemistry, biology, and more609

(CC BY-NC 3.0 License)8;610

(3) NQ-Open: Open-domain variant of Natural Questions covering real Google queries (CC BY-SA611

3.0 License)9;612

(4) SimpleQA: Complex factuality benchmark (MIT License)10;613

(5) MATH-500: 500-problem subset of the MATH benchmark for compact maths evaluation (MIT614

License)11;615

(6) MATH: full-scale mathematics problem benchmark (MIT License)12.616

(7) SelfAware: unanswerable questions (Apache 2.0 License) 13.617

L Models Used in Our Experiments618

We provide the download links to the models used in our experiments as follows:619

4https://github.com/huggingface/transformers
5https://github.com/deepspeedai/DeepSpeed
6https://github.com/volcengine/verl
7https://github.com/mandarjoshi90/triviaqa
8https://huggingface.co/datasets/allenai/sciq
9https://github.com/efficientqa/nq-open

10https://github.com/openai/simple-evals
11https://huggingface.co/datasets/HuggingFaceH4/MATH-500
12https://github.com/hendrycks/math
13https://github.com/yinzhangyue/SelfAware
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• DeepSeek-R1-Distill-Llama-8B (https://huggingface.co/deepseek-ai/620

DeepSeek-R1-Distill-Llama-8B)621

• DeepSeek-R1-Distill-Qwen-7B (https://huggingface.co/deepseek-ai/622

DeepSeek-R1-Distill-Qwen-7B)623

• DeepSeek-R1-Distill-Qwen-32B (https://huggingface.co/deepseek-ai/624

DeepSeek-R1-Distill-Qwen-32B)625

• DeepSeek-R1-Distill-Llama-70B (https://huggingface.co/deepseek-ai/626

DeepSeek-R1-Distill-Llama-70B)627

• DeepSeek-R1 (https://huggingface.co/deepseek-ai/DeepSeek-R1)628

• QwQ-32B (https://huggingface.co/Qwen/QwQ-32B)629

• Qwen3-8B (https://huggingface.co/Qwen/Qwen3-8B)630

M Limitations631

Although we have evaluated and validated the performance of our method, restricted by our limited632

computing resource, we mainly utilize DeepSeek-R1-Distill-Llama-8B, DeepSeek-R1-Distill-Qwen-633

7B and Qwen3-8B to perform our study, which are relatively small LRMs.634

In our experiments, though we have covered different datasets, we mainly utilizing verifiable questions,635

which could be evaluated at test time and reward at training time using string matching method. How636

to teach LRMs to learn knowledge boundary and behave more deliberatively on open-end questions,637

like writing articles or providing opinions, remains a valuable topic for future work.638

We adopted the general acknowledged sampling strategy to annotate question types, but this method639

could introduce errors. As a result, there is a certain proportion of mislabeled data in the SFT stage.640

Our subsequent adaptive GRPO training will help alleviate this problem, but we need to emphasize641

that since the general annotation method has inherent limitations, it is difficult to obtain a robust642

model directly through SFT. Detecting issues in the reasoning process remains an open question.643

If an accurate method for monitoring reasoning could be developed, both false positives and true644

negatives could be reduced to some extent.645

In the paper, we mainly focus on whether the model can reason to claim uncertainty through646

Reinforcement Learning with Verifiable Rewards (RLVR), without introducing methods such as CoT647

monitoring and detection. Building detectors for CoT hallucinations and uncertainty is an important648

future direction, which goes beyond the scope of our current work.649

N Boarder Impact650

Although existing LRMs have demonstrated strong capabilities, hallucinations frequently occur in651

real-world applications, raising doubts about their reliability. Our work enhances the reliability of652

LLM responses by teaching the models to express uncertainty and refuse to answer when appropriate.653

We hope our work will inspire more research in this area to further improve model reliability, enabling654

humans to place greater trust in the positive responses provided by LRMs.655

O The Use of Large Language Models656

In this paper, we utilized LLMs to perform grammatical error checking, remove redundancies, and657

refine the vocabulary in various sections of the paper. It is important to note that the LLM’s role was658

limited to polishing and checking the text, not to writing any paragraphs from scratch.659
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NeurIPS Paper Checklist660

1. Claims661

Question: Do the main claims made in the abstract and introduction accurately reflect the662

paper’s contributions and scope?663

Answer: [Yes]664

Justification: Abstract / Section 1: Introduction665

Guidelines:666

• The answer NA means that the abstract and introduction do not include the claims667

made in the paper.668

• The abstract and/or introduction should clearly state the claims made, including the669

contributions made in the paper and important assumptions and limitations. A No or670

NA answer to this question will not be perceived well by the reviewers.671

• The claims made should match theoretical and experimental results, and reflect how672

much the results can be expected to generalize to other settings.673

• It is fine to include aspirational goals as motivation as long as it is clear that these goals674

are not attained by the paper.675

2. Limitations676

Question: Does the paper discuss the limitations of the work performed by the authors?677

Answer: [Yes]678

Justification: Appendix M: Limitations679

Guidelines:680

• The answer NA means that the paper has no limitation while the answer No means that681

the paper has limitations, but those are not discussed in the paper.682

• The authors are encouraged to create a separate "Limitations" section in their paper.683

• The paper should point out any strong assumptions and how robust the results are to684

violations of these assumptions (e.g., independence assumptions, noiseless settings,685

model well-specification, asymptotic approximations only holding locally). The authors686

should reflect on how these assumptions might be violated in practice and what the687

implications would be.688

• The authors should reflect on the scope of the claims made, e.g., if the approach was689

only tested on a few datasets or with a few runs. In general, empirical results often690

depend on implicit assumptions, which should be articulated.691

• The authors should reflect on the factors that influence the performance of the approach.692

For example, a facial recognition algorithm may perform poorly when image resolution693

is low or images are taken in low lighting. Or a speech-to-text system might not be694

used reliably to provide closed captions for online lectures because it fails to handle695

technical jargon.696

• The authors should discuss the computational efficiency of the proposed algorithms697

and how they scale with dataset size.698

• If applicable, the authors should discuss possible limitations of their approach to699

address problems of privacy and fairness.700

• While the authors might fear that complete honesty about limitations might be used by701

reviewers as grounds for rejection, a worse outcome might be that reviewers discover702

limitations that aren’t acknowledged in the paper. The authors should use their best703

judgment and recognize that individual actions in favor of transparency play an impor-704

tant role in developing norms that preserve the integrity of the community. Reviewers705

will be specifically instructed to not penalize honesty concerning limitations.706

3. Theory assumptions and proofs707

Question: For each theoretical result, does the paper provide the full set of assumptions and708

a complete (and correct) proof?709

Answer: [NA]710
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Justification: We have not included theoretical proofs and results.711

Guidelines:712

• The answer NA means that the paper does not include theoretical results.713

• All the theorems, formulas, and proofs in the paper should be numbered and cross-714

referenced.715

• All assumptions should be clearly stated or referenced in the statement of any theorems.716

• The proofs can either appear in the main paper or the supplemental material, but if717

they appear in the supplemental material, the authors are encouraged to provide a short718

proof sketch to provide intuition.719

• Inversely, any informal proof provided in the core of the paper should be complemented720

by formal proofs provided in appendix or supplemental material.721

• Theorems and Lemmas that the proof relies upon should be properly referenced.722

4. Experimental result reproducibility723

Question: Does the paper fully disclose all the information needed to reproduce the main ex-724

perimental results of the paper to the extent that it affects the main claims and/or conclusions725

of the paper (regardless of whether the code and data are provided or not)?726

Answer: [Yes]727

Justification: Section 4: Experiments, Appendix H: Experimental Detailes, Appendix K:728

Additional Details.729

Guidelines:730

• The answer NA means that the paper does not include experiments.731

• If the paper includes experiments, a No answer to this question will not be perceived732

well by the reviewers: Making the paper reproducible is important, regardless of733

whether the code and data are provided or not.734

• If the contribution is a dataset and/or model, the authors should describe the steps taken735

to make their results reproducible or verifiable.736

• Depending on the contribution, reproducibility can be accomplished in various ways.737

For example, if the contribution is a novel architecture, describing the architecture fully738

might suffice, or if the contribution is a specific model and empirical evaluation, it may739

be necessary to either make it possible for others to replicate the model with the same740

dataset, or provide access to the model. In general. releasing code and data is often741

one good way to accomplish this, but reproducibility can also be provided via detailed742

instructions for how to replicate the results, access to a hosted model (e.g., in the case743

of a large language model), releasing of a model checkpoint, or other means that are744

appropriate to the research performed.745

• While NeurIPS does not require releasing code, the conference does require all submis-746

sions to provide some reasonable avenue for reproducibility, which may depend on the747

nature of the contribution. For example748

(a) If the contribution is primarily a new algorithm, the paper should make it clear how749

to reproduce that algorithm.750

(b) If the contribution is primarily a new model architecture, the paper should describe751

the architecture clearly and fully.752

(c) If the contribution is a new model (e.g., a large language model), then there should753

either be a way to access this model for reproducing the results or a way to reproduce754

the model (e.g., with an open-source dataset or instructions for how to construct755

the dataset).756

(d) We recognize that reproducibility may be tricky in some cases, in which case757

authors are welcome to describe the particular way they provide for reproducibility.758

In the case of closed-source models, it may be that access to the model is limited in759

some way (e.g., to registered users), but it should be possible for other researchers760

to have some path to reproducing or verifying the results.761

5. Open access to data and code762

Question: Does the paper provide open access to the data and code, with sufficient instruc-763

tions to faithfully reproduce the main experimental results, as described in supplemental764

material?765
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Answer: [Yes]766

Justification: We will submit detailed data and code.767

Guidelines:768

• The answer NA means that paper does not include experiments requiring code.769

• Please see the NeurIPS code and data submission guidelines (https://nips.cc/770

public/guides/CodeSubmissionPolicy) for more details.771

• While we encourage the release of code and data, we understand that this might not be772

possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not773

including code, unless this is central to the contribution (e.g., for a new open-source774

benchmark).775

• The instructions should contain the exact command and environment needed to run to776

reproduce the results. See the NeurIPS code and data submission guidelines (https:777

//nips.cc/public/guides/CodeSubmissionPolicy) for more details.778

• The authors should provide instructions on data access and preparation, including how779

to access the raw data, preprocessed data, intermediate data, and generated data, etc.780

• The authors should provide scripts to reproduce all experimental results for the new781

proposed method and baselines. If only a subset of experiments are reproducible, they782

should state which ones are omitted from the script and why.783

• At submission time, to preserve anonymity, the authors should release anonymized784

versions (if applicable).785

• Providing as much information as possible in supplemental material (appended to the786

paper) is recommended, but including URLs to data and code is permitted.787

6. Experimental setting/details788

Question: Does the paper specify all the training and test details (e.g., data splits, hyper-789

parameters, how they were chosen, type of optimizer, etc.) necessary to understand the790

results?791

Answer: [Yes]792

Justification: Section 4: Experiments, Appendix H: Experimental Detailes, Appendix K:793

Additional Details.794

Guidelines:795

• The answer NA means that the paper does not include experiments.796

• The experimental setting should be presented in the core of the paper to a level of detail797

that is necessary to appreciate the results and make sense of them.798

• The full details can be provided either with the code, in appendix, or as supplemental799

material.800

7. Experiment statistical significance801

Question: Does the paper report error bars suitably and correctly defined or other appropriate802

information about the statistical significance of the experiments?803

Answer: [No]804

Justification: We don’t report error bars due to limited resources and high cost of LLM RL805

training.806

Guidelines:807

• The answer NA means that the paper does not include experiments.808

• The authors should answer "Yes" if the results are accompanied by error bars, confi-809

dence intervals, or statistical significance tests, at least for the experiments that support810

the main claims of the paper.811

• The factors of variability that the error bars are capturing should be clearly stated (for812

example, train/test split, initialization, random drawing of some parameter, or overall813

run with given experimental conditions).814

• The method for calculating the error bars should be explained (closed form formula,815

call to a library function, bootstrap, etc.)816

• The assumptions made should be given (e.g., Normally distributed errors).817
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• It should be clear whether the error bar is the standard deviation or the standard error818

of the mean.819

• It is OK to report 1-sigma error bars, but one should state it. The authors should820

preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis821

of Normality of errors is not verified.822

• For asymmetric distributions, the authors should be careful not to show in tables or823

figures symmetric error bars that would yield results that are out of range (e.g. negative824

error rates).825

• If error bars are reported in tables or plots, The authors should explain in the text how826

they were calculated and reference the corresponding figures or tables in the text.827

8. Experiments compute resources828

Question: For each experiment, does the paper provide sufficient information on the com-829

puter resources (type of compute workers, memory, time of execution) needed to reproduce830

the experiments?831

Answer: [Yes]832

Justification: Appendix H: Experimental Detailes.833

Guidelines:834

• The answer NA means that the paper does not include experiments.835

• The paper should indicate the type of compute workers CPU or GPU, internal cluster,836

or cloud provider, including relevant memory and storage.837

• The paper should provide the amount of compute required for each of the individual838

experimental runs as well as estimate the total compute.839

• The paper should disclose whether the full research project required more compute840

than the experiments reported in the paper (e.g., preliminary or failed experiments that841

didn’t make it into the paper).842

9. Code of ethics843

Question: Does the research conducted in the paper conform, in every respect, with the844

NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?845

Answer: [Yes]846

Justification: The research conducted in the paper conforms with the NeurIPS Code of847

Ethics in every respect.848

Guidelines:849

• The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.850

• If the authors answer No, they should explain the special circumstances that require a851

deviation from the Code of Ethics.852

• The authors should make sure to preserve anonymity (e.g., if there is a special consid-853

eration due to laws or regulations in their jurisdiction).854

10. Broader impacts855

Question: Does the paper discuss both potential positive societal impacts and negative856

societal impacts of the work performed?857

Answer: [Yes]858

Justification: Section N: Boarder Impact.859

Guidelines:860

• The answer NA means that there is no societal impact of the work performed.861

• If the authors answer NA or No, they should explain why their work has no societal862

impact or why the paper does not address societal impact.863

• Examples of negative societal impacts include potential malicious or unintended uses864

(e.g., disinformation, generating fake profiles, surveillance), fairness considerations865

(e.g., deployment of technologies that could make decisions that unfairly impact specific866

groups), privacy considerations, and security considerations.867
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• The conference expects that many papers will be foundational research and not tied868

to particular applications, let alone deployments. However, if there is a direct path to869

any negative applications, the authors should point it out. For example, it is legitimate870

to point out that an improvement in the quality of generative models could be used to871

generate deepfakes for disinformation. On the other hand, it is not needed to point out872

that a generic algorithm for optimizing neural networks could enable people to train873

models that generate Deepfakes faster.874

• The authors should consider possible harms that could arise when the technology is875

being used as intended and functioning correctly, harms that could arise when the876

technology is being used as intended but gives incorrect results, and harms following877

from (intentional or unintentional) misuse of the technology.878

• If there are negative societal impacts, the authors could also discuss possible mitigation879

strategies (e.g., gated release of models, providing defenses in addition to attacks,880

mechanisms for monitoring misuse, mechanisms to monitor how a system learns from881

feedback over time, improving the efficiency and accessibility of ML).882

11. Safeguards883

Question: Does the paper describe safeguards that have been put in place for responsible884

release of data or models that have a high risk for misuse (e.g., pretrained language models,885

image generators, or scraped datasets)?886

Answer: [NA]887

Justification: We do not release new data. And we train the models to be more reliable.888

Guidelines:889

• The answer NA means that the paper poses no such risks.890

• Released models that have a high risk for misuse or dual-use should be released with891

necessary safeguards to allow for controlled use of the model, for example by requiring892

that users adhere to usage guidelines or restrictions to access the model or implementing893

safety filters.894

• Datasets that have been scraped from the Internet could pose safety risks. The authors895

should describe how they avoided releasing unsafe images.896

• We recognize that providing effective safeguards is challenging, and many papers do897

not require this, but we encourage authors to take this into account and make a best898

faith effort.899

12. Licenses for existing assets900

Question: Are the creators or original owners of assets (e.g., code, data, models), used in901

the paper, properly credited and are the license and terms of use explicitly mentioned and902

properly respected?903

Answer: [Yes]904

Justification: Appendix K: Additional Details905

Guidelines:906

• The answer NA means that the paper does not use existing assets.907

• The authors should cite the original paper that produced the code package or dataset.908

• The authors should state which version of the asset is used and, if possible, include a909

URL.910

• The name of the license (e.g., CC-BY 4.0) should be included for each asset.911

• For scraped data from a particular source (e.g., website), the copyright and terms of912

service of that source should be provided.913

• If assets are released, the license, copyright information, and terms of use in the914

package should be provided. For popular datasets, paperswithcode.com/datasets915

has curated licenses for some datasets. Their licensing guide can help determine the916

license of a dataset.917

• For existing datasets that are re-packaged, both the original license and the license of918

the derived asset (if it has changed) should be provided.919
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• If this information is not available online, the authors are encouraged to reach out to920

the asset’s creators.921

13. New assets922

Question: Are new assets introduced in the paper well documented and is the documentation923

provided alongside the assets?924

Answer: [Yes]925

Justification: We will submit our code and data with detailed related document.926

Guidelines:927

• The answer NA means that the paper does not release new assets.928

• Researchers should communicate the details of the dataset/code/model as part of their929

submissions via structured templates. This includes details about training, license,930

limitations, etc.931

• The paper should discuss whether and how consent was obtained from people whose932

asset is used.933

• At submission time, remember to anonymize your assets (if applicable). You can either934

create an anonymized URL or include an anonymized zip file.935

14. Crowdsourcing and research with human subjects936

Question: For crowdsourcing experiments and research with human subjects, does the paper937

include the full text of instructions given to participants and screenshots, if applicable, as938

well as details about compensation (if any)?939

Answer: [NA]940

Justification: The paper does not involve crowdsourcing nor research with human subjects.941

Guidelines:942

• The answer NA means that the paper does not involve crowdsourcing nor research with943

human subjects.944

• Including this information in the supplemental material is fine, but if the main contribu-945

tion of the paper involves human subjects, then as much detail as possible should be946

included in the main paper.947

• According to the NeurIPS Code of Ethics, workers involved in data collection, curation,948

or other labor should be paid at least the minimum wage in the country of the data949

collector.950

15. Institutional review board (IRB) approvals or equivalent for research with human951

subjects952

Question: Does the paper describe potential risks incurred by study participants, whether953

such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)954

approvals (or an equivalent approval/review based on the requirements of your country or955

institution) were obtained?956

Answer: [NA]957

Justification: The paper does not involve crowdsourcing nor research with human subjects.958

Guidelines:959

• The answer NA means that the paper does not involve crowdsourcing nor research with960

human subjects.961

• Depending on the country in which research is conducted, IRB approval (or equivalent)962

may be required for any human subjects research. If you obtained IRB approval, you963

should clearly state this in the paper.964

• We recognize that the procedures for this may vary significantly between institutions965

and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the966

guidelines for their institution.967

• For initial submissions, do not include any information that would break anonymity (if968

applicable), such as the institution conducting the review.969

16. Declaration of LLM usage970
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Question: Does the paper describe the usage of LLMs if it is an important, original, or971

non-standard component of the core methods in this research? Note that if the LLM is used972

only for writing, editing, or formatting purposes and does not impact the core methodology,973

scientific rigorousness, or originality of the research, declaration is not required.974

Answer: [NA]975

Justification: The core method development in this research does not involve LLMs as any976

important, original, or non-standard components.977

Guidelines:978

• The answer NA means that the core method development in this research does not979

involve LLMs as any important, original, or non-standard components.980

• Please refer to our LLM policy (https://neurips.cc/Conferences/2025/LLM)981

for what should or should not be described.982
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