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Abstract

The rapid development of large language mod-001
els (LLMs) has shown promising practical re-002
sults. However, their low interpretability of-003
ten leads to errors in unforeseen circumstances,004
limiting their utility. Many works have fo-005
cused on creating comprehensive evaluation006
systems, but previous benchmarks have primar-007
ily assessed problem-solving abilities while ne-008
glecting the response’s uncertainty, which may009
result in unreliability. Recent methods for mea-010
suring LLM reliability are resource-intensive011
and unable to test black-box models. To ad-012
dress this, we propose UBENCH, a comprehen-013
sive benchmark for evaluating LLM reliabil-014
ity. UBENCH includes 3,978 multiple-choice015
questions covering knowledge, language, un-016
derstanding, and reasoning abilities. Experi-017
mental results show that UBENCH has achieved018
state-of-the-art performance, while its single-019
sampling method significantly saves computa-020
tional resources compared to baseline methods021
that require multiple samplings. Additionally,022
based on UBENCH, we evaluate the reliabil-023
ity of 15 popular LLMs, finding GLM4 to be024
the most outstanding, closely followed by GPT-025
4. We also explore the impact of Chain-of-026
Thought prompts, role-playing prompts, option027
order, and temperature on LLM reliability, ana-028
lyzing the varying effects on different LLMs1.029

1 Introduction030

In recent years, significant progress has been031

made in the development of large language mod-032

els (LLMs), including ChatGPT (Wu et al., 2023),033

Llama (Touvron et al., 2023a,b), ChatGLM (Du034

et al., 2022; Zeng et al., 2023), etc. These models035

demonstrate strong abilities and impressive per-036

formance in tasks like conversation and code gen-037

eration, attracting significant attention from both038

industry and academia (Zhao et al., 2023).039

1Our implementation available at https://anonymous.
4open.science/r/UBench
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Figure 1: In the context of different candidate answers
to the same question, LLMs display different levels
of confidence (in other words, uncertainty). Note that
LLMs may exhibit consistent levels of confidence for
either the wrong answer or the right answer, which we
do not want.

Despite their strong capabilities, the opacity of 040

LLMs’ internal mechanisms leads to low inter- 041

pretability, raising questions about their credibil- 042

ity. Specifically, LLMs are prone to generating 043

misinformation without warning, which may man- 044

ifest as hallucinations (Huang et al., 2023a), bi- 045

ases (Felkner et al., 2023), or disinformation (Lu- 046

cas et al., 2023). In this scenario, while obtaining 047

LLMs’ response to the question, we also hope to 048

know the confidence level of the response to decide 049

whether to trust the information or suggestions pro- 050

vided by LLMs. As shown in Figure 1, two LLMs 051

exhibit different confidence levels for various can- 052

didate answers to the same question “What do you 053

think is the likelihood that the answer is correct?”. 054

Clearly, the performance of LLM1 aligns more 055

closely with human expectations. 056

Much effort has been devoted to establishing ac- 057

curate, authentic, and equitable evaluation systems 058

for LLMs, such as C-Eval (Huang et al., 2023b) and 059

MT-Bench (Zheng et al., 2023). However, these 060
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Method Close? Open? Single?

UBENCH (Ours) ✓ ✓ ✓
Ye et al. (2024) ✗ ✓ ✓
Xiong et al. (2023) ✓ ✓ ✗

Table 1: Comparison of different uncertainty estimation
methods, where “Close?” indicates whether the method
is applicable to closed-source models, “Open?” indi-
cates whether the method is applicable to open-source
models, and “Single?” indicates whether only a single
inference is required.

benchmarks often focus solely on the accuracy of061

the models, neglecting the credibility of their an-062

swers. In some situations, models may not be cer-063

tain about the confidence level associated with their064

provided answers, potentially leading to misunder-065

standings or even harm. Inspired by that, some066

research has initiated a shift towards assessing the067

quality of LLMs’ output content, considering fac-068

tors like safety (Zhang et al., 2023) and hallucina-069

tions (Li et al., 2023).070

On the other hand, uncertainty estimation, as an071

effective risk assessment method, can reflect the072

calibration of the model and provide a basis for un-073

derstanding the reliability of the model’s responses.074

However, traditional uncertainty estimation meth-075

ods in LLMs are limited due to the challenges in076

acquiring training data and intermediate outputs,077

particularly for closed-source LLMs. Therefore,078

some studies have begun to explore uncertainty es-079

timation methods and benchmarks that are adapted080

to LLMs. For instance, Ye et al. (2024) work on081

constructing benchmarks for uncertainty assess-082

ment. However, their methodology is limited to083

white-box LLM. Xiong et al. (2023) utilize prompt084

to elicit model output confidence, but the work re-085

quires multiple sampling and doesn’t work well in086

some circumstances.087

To better assess the confidence extent of LLMs’088

outputs, we propose UBENCH, a new benchmark089

consisting of four categories of questions, total-090

ing 3,978 multiple-choice questions. Comparison091

of UBENCH with other different benchmarks is092

shown in Table 12. UBENCH is designed to sup-093

port a wide range of open-source and closed-source094

models, with a focus on efficient inference and scal-095

ability. Its novel approach requires only a single096

sampling instance, thereby significantly reducing097

the computational cost compared to multiple sam-098

pling methods. Meanwhile, this streamlined pro-099

2See §4.2 for more results.

cess maintains evaluation fidelity, ensuring accu- 100

rate performance metrics. 101

We test the reliability of 15 popular LLMs on 102

UBENCH. In addition, we further explore the ef- 103

fects of two prompt methods, Chain-of-Thought 104

(CoT) (Wei et al., 2022) and role-playing (Shao 105

et al., 2023), on the reliability of LLMs using GPT- 106

43, ChatGLM2 and GLM4. We also investigate 107

the effects of reversing the order of the confidence 108

interval option, as well as the impact of changing 109

the temperature parameter. Our main contributions 110

and findings are summarised below: 111

• We propose UBENCH, a new systematic and 112

automated uncertainty evaluation benchmark 113

for LLMs. We categorize all questions into 4 114

categories, covering the most common use in 115

practical applications. 116

• We conduct a comparison of UBENCH with 117

other LLM uncertainty estimation methods 118

and achieve superior results. 119

• We conduct tests on 15 popular LLMs us- 120

ing UBENCH. The results demonstrate that 121

GLM4 outperforms other LLMs, followed by 122

GPT-4 and Llama3. Open-source and closed- 123

source LLMs generally exhibit comparable 124

levels of reliability, and the performance tends 125

to increase as the models are upgraded. 126

• Comparative experiments show that the ef- 127

fects of CoT, role-playing, option order, and 128

temperature parameter are various on differ- 129

ent LLMs. We analyze the raw responses of 130

LLMs, providing possible explanations for 131

each effect, which helps to clear the way for 132

broader downstream applications of LLMs. 133

2 Related Work 134

2.1 Evaluation for LLMs 135

Previous benchmarks can generally be categorized 136

into two types: generic task benchmarks and task- 137

specific benchmarks (Chang et al., 2023). Generic 138

task benchmarks are used to evaluate the generic 139

capabilities of LLMs for several tasks (e.g., senti- 140

ment analysis, natural language inference, machine 141

translation, etc.), including GLUE (Wang et al., 142

2018), MMLU (Hendrycks et al., 2020), MT-Bench 143

(Zheng et al., 2023), BIG-bench (Srivastava et al., 144

3The version is 1106-preview.
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Figure 2: Construction process of UBENCH and systematic, automated LLM uncertainty evaluation framework. The
data sources of UBENCH are from multiple types of public datasets, with processed into the uncertainty evaluation
format and carefully controlled quality. Then UBENCH is leveraged to compare the reliability of typical open-source
and closed-source LLMs with 4 evaluation metrics.

2022), HELM (Liang et al., 2023), PromptBench145

(Zhu et al., 2023), PandaLM (Wang et al., 2023),146

and so on. TOMBENCH (Chen et al., 2024) is used147

to benchmark the Theory of Mind in large language148

models. C-Eval (Huang et al., 2023b) is the first149

benchmark for broadly assessing a model’s Chi-150

nese knowledge and reasoning ability. Zhang et al.151

(2023) present SafetyBench, specifically designed152

to assess the safety capabilities of LLMs.153

2.2 Uncertainty Estimation for LLMs.154

In general, uncertainty estimation in LLMs mea-155

sures the confidence level of their predictions.156

Kuhn et al. (2022) evaluate the semantic uncer-157

tainty of language models by clustering answers158

with similar meanings. Duan et al. (2023) pro-159

pose to incorporate sentence relevance of other an-160

swers when assessing a model’s confidence in a161

specific answer. However, these methods are all162

logit-based and do not apply to black-box LLMs.163

Lin et al. (2022a) propose the notion of spoken con-164

fidence by prompting LLMs to generate answers165

and confidence levels. However, the evaluation is166

specifically tailored to pre-trained language models167

fine-tuned on a particular dataset, and its gener-168

alizability has yet to be considered. Mielke et al.169

(2022) propose training an external calibrator, but170

the method is limited by the difficulty of obtain- 171

ing model representations. SelfCheckGPT (Man- 172

akul et al., 2023) introduces a simple, sampling- 173

based approach to identifying potential instances 174

of hallucinations using coherence between genera- 175

tions, but it incurs high computational costs. The 176

above methods require additional computational 177

overhead, whereas ours does not. 178

2.3 Uncertainty Benchmarks 179

Existing benchmarks focus on evaluating model- 180

specific scenario uncertainty. Vedantam et al. 181

(2021) propose CURI, which is mainly used to eval- 182

uate the performance of models in combination rea- 183

soning tasks under uncertainty conditions. Zablot- 184

skaia et al. (2023) specifically focus on the un- 185

certainty estimation of models in summary-based 186

benchmarks. Li et al. (2024) is dedicated to quanti- 187

fying uncertainty in large models of code. Kirch- 188

hof et al. (2023) propose a URL benchmark that 189

focuses on evaluating the uncertainty transfer in 190

the representation learning process of models. This 191

benchmark can be used to assess the uncertainty 192

of models on unseen downstream data. However, 193

the benchmark requires additional training, which 194

incurs significant costs for LLM. Unlike the above 195

work, UBENCH aims to provide a comprehensive 196
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and accurate uncertainty assessment of the model197

without incurring additional costs.198

3 The BENCH199

The overall construction and evaluation process of200

UBENCH is shown in Figure 2. Overall, UBENCH201

includes 4 categories, comprising a total of 12 tasks.202

We provide detailed information on categories, data203

construction, and the design of prompts.204

3.1 Problem Categories205

We borrow the competency categorization from the206

OpenCompass (Contributors, 2023) LLMs’ assess-207

ment lists and integrate the subject competencies208

into the remaining 4 competencies, resulting in the209

following four categories:210

Knowledge. This type of question mainly eval-211

uates the reliability of LLMs when dealing with212

knowledge-based tasks such as common sense and213

facts, covering contents in areas like health, law,214

finance, politics, and history.215

Language. This category primarily evaluates216

the reliability of LLMs in dealing with language217

category tasks, encompassing tasks such as syntac-218

tic analysis, semantic matching, word sense disam-219

biguation, and coreference resolution.220

Understanding. It aims to evaluate the reliabil-221

ity exhibited by LLMs in processing understanding-222

related tasks. These include aspects such as multi-223

task language understanding, reading comprehen-224

sion, situational understanding, and behavioral un-225

derstanding.226

Reasoning. Unlike other categories, this one227

aims to evaluate LLMs’ reliability in mathematical228

reasoning, logical reasoning, and related areas.229

3.2 Data Construction230

The data sources of UBENCH originate from var-231

ious existing datasets and are specially processed232

into formats suitable for evaluation, with careful233

quality control.234

Data Collection. We randomly extract samples235

from 20 open-source datasets4, with each dataset236

providing 100 data points (see Figure 7). The237

datasets sampled for each category are listed in238

the Appendix E.239

Data Processing. Intuitively, a reliable LLM240

yields lower uncertainty for correct answers and241

higher uncertainty for incorrect ones. Therefore,242

4Most of the datasets we get are based on HuggingFace.

different from previous works, we reformat the col- 243

lected data into positive and negative samples, re- 244

spectively. A positive sample indicates that the cor- 245

rect answer is used, and a negative sample indicates 246

that an incorrect answer is randomly selected as 247

the answer. For datasets without candidate wrong 248

answers, we prompt gpt4-1106-preview using a 249

one-shot approach to generate incorrect answers 250

similar to the correct ones. An illustration of the 251

prompt is shown in the Appendix §B. We find that 252

the answers generated by GPT-4 align with our 253

expectations. For the negative samples generated, 254

we regenerate all failed data until they meet the 255

requirements. 256

Quality Control. To ensure the quality of the 257

datasets, each sample has to be reviewed by two 258

authors, and the sample is only deemed satisfactory 259

if both agree that there are no problems. In case 260

of disagreement, a third author is required to par- 261

ticipate in the review to reach a consensus. In this 262

manner, the sample approval rate reaches 99.45%. 263

3.3 Prompt Design 264

Like previous studies (Zhang et al., 2023; Zheng 265

et al., 2023), we evaluate the reliability of LLMs 266

using the prompt engineering method. Initially, we 267

design the prompt with a data sample and all its an- 268

swers, following instructions to choose the correct 269

answer and also yield the uncertainty. However, 270

most LLMs struggle to output a consistent format 271

of uncertainty values, even some of them do not 272

understand the instructions, which makes it hard to 273

evaluate. Therefore, we formulate the prompt as 274

providing a correct answer or incorrect answer to 275

LLMs, asking them to choose the uncertainty to- 276

wards the given answer from ten intervals. In other 277

words, the problem is reformulated from yielding 278

real number uncertainty to a multiple-choice ques- 279

tion. 280

Specifically, we create 10 confidence intervals, 281

each representing a 10% confidence range, e.g. 0- 282

10% for the first interval, 10-20% for the second, 283

and so on. Different annotators having varying cri- 284

teria for confidence, results in annotation errors, 285

making it difficult to construct few-shot prompts. 286

We choose a zero-shot approach to construct the 287

prompt instead. The prompts contain role-playing 288

prompts, task declarations, and a step-by-step prob- 289

lem disassembly Chain-of-Thought (CoT) prompt, 290

output format specification, confidence interpreta- 291

tion, sample QA, and confidence interval options. 292

4
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Model Parameters Access Version Language Publisher

GPT-4 (Achiam et al., 2023) undisclosed API 1106-preview zh/en OpenAI
GPT-3.5 (Wu et al., 2023) undisclosed API 1106 zh/en

ErnieBot (Sun et al., 2021) undisclosed API v4.0 zh/en Baidu

Qwen-turbo (Bai et al., 2023) undisclosed API - zh/en

Alibaba CloudQwen-plus (Bai et al., 2023) undisclosed API - zh/en
Qwen-max (Bai et al., 2023) undisclosed API 1201 zh/en
Qwen1.5-chat (Bai et al., 2023) 7B Weights v1.5 zh/en

ChatGLM2 (Du et al., 2022) 6B Weights v2 zh/en
Tsinghua & ZhipuChatGLM3 (Du et al., 2022) 6B Weights v3 zh/en

GLM4 (Du et al., 2022) 9B Weights v4 zh/en

Baichuan2-chat (Yang et al., 2023) 13B Weights v2 zh/en Baichuan Inc.

Llama2-chat (Touvron et al., 2023b) 13B Weights v2 en Meta
Llama3-Instruct (Touvron et al., 2023b) 8B Weights v3 en

Mistral-Instruct (Jiang et al., 2023) 7B Weights v0.2 en Mistral AI

InternLM2-chat (Cai et al., 2024) 7B Weights v2 zh/en Shanghai AI Laboratory

Table 2: LLMs evaluated in our experiment.

Please refer to Figure 9 for details.293

4 Experiments294

4.1 Experimental Settings295

Evaluated Models. Based on UBENCH, we296

test 15 popular LLMs, covering a wide range of297

open and closed source LLMs, as shown in Table298

2. Please note that our experiments are conducted299

on the original dialogue model without fine-tuning.300

Evaluation Metrics. To evaluate the reliabil-301

ity of LLMs, we use four evaluation metrics: Ex-302

pected Calibration Error (ECE), which measures303

the difference between model confidence and ac-304

curacy (Guo et al., 2017); Average Calibration Er-305

ror (ACE), which adjusts for different confidence306

ranges; Maximum Calibration Error (MCE), indi-307

cating the worst-case confidence error (Guo et al.,308

2017); and Thresholded Average Calibration Error309

(TACE) for high-risk scenarios, with a threshold310

set at 0.5. More calculation details are shown in311

Appendix §D.312

Experimental Process. We set the temperature313

parameter of all LLMs to 0.001, while keeping314

the other parameters at their default values. For315

the outputs, we match the answers using regular ex-316

pressions automatically. For all responses of LLMs,317

we map the chosen options to their respective con-318

fidence values. The confidence value for option X319

can be calculated as follows:320

Conf(X) = (O(X)−O(A))× 0.1 + 0.05 (1)321

where Conf(X) is the confidence value for option322

X and O(·) represents the function that converts 323

letter options into ASCII codes. “A” indicates 324

the first option from ten choices. The value of X 325

ranges from A to J. As such, the value of Conf(X) 326

is approximated to the midrange of each confidence 327

interval, such as 5% for interval 0%-10%. Finally, 328

Conf(X) is ranging from 0.05 to 0.95. 329

4.2 Compared to Other Methods 330

The comparison of UBENCH with other uncer- 331

tainty estimation methods is shown in Table 3, 332

with more experimental details provided in Ap- 333

pendix§C. We randomly sample three times, each 334

with 100 data points. We obtain the performance of 335

UBENCH and two baseline methods on the Cosmos 336

QA and SWAG datasets for five open-source and 337

closed-source LLMs. The experimental results in- 338

dicate that UBENCH achieves the best performance 339

in most settings. However, we also notice that 340

UBENCH performs poorly when testing GPT-3.5 341

on the Cosmos QA dataset. The model’s original re- 342

sponses indicate that this may be due to GPT-3.5’s 343

inability to properly understand the incorrect sam- 344

ples, resulting in overconfidence. Despite this, the 345

optimal performance in most settings still proves 346

the effectiveness of our method, while simultane- 347

ously reducing computational costs. 348

4.3 Evaluation on Various LLMs 349

With the proposed benchmark UBENCH, we pri- 350

marily present the following research questions for 351

deep analysis and discussion: 352

• RQ1: How do LLMs perform on UBENCH? 353
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Type LLMs Method ECE (%) ↓ MCE (%) ↓

Cosmos QA SWAG Cosmos QA SWAG

Open-source

Mistral-Instruct-7B
UBENCH (Ours) 26.24±1.68 30.26±0.66 68.33±23.09 72.60±11.81
Ye et al. (2024) 31.75±1.20 32.88±5.05 69.22±12.98 65.13±5.63

Xiong et al. (2023) (SOTA) 52.11±6.94 52.05±11.02 77.08±5.30 84.98±3.90

Llama3-instruct-8B
UBENCH (Ours) 7.5±0.92 5.82±1.78 34.17±1.44 62.22±11.82
Ye et al. (2024) 31.75±1.20 32.88±5.05 69.22±12.98 65.13±5.63

Xiong et al. (2023) (SOTA) 19.76±4.25 44.72±11.39 69.07±14.96 75.86±10.67

Closed-source

GPT-3.5 UBENCH (Ours) 25.72±0.36 18.78±1.58 50.26±17.60 78.33±5.77
Xiong et al. (2023) (SOTA) 19.06±6.40 43.86±20.40 48.75±6.37 74.95±17.70

Qwen-turbo UBENCH (Ours) 14.42±7.58 9.58±7.40 54.81±26.14 40.11±22.76
Xiong et al. (2023) (SOTA) 28.70±2.19 46.25±14.23 61.31±19.10 80.28±5.29

Qwen-max UBENCH (Ours) 12.51±4.31 18.53±1.03 36.52±7.84 51.47±8.59
Xiong et al. (2023) (SOTA) 21.09±5.83 57.39±0.23 77.50±2.50 69.17±0.83

Type LLMs Method ACE (%) ↓ TACE (%) ↓

Cosmos QA SWAG Cosmos QA SWAG

Open-source

Mistral-Instruct-7B
UBENCH (Ours) 34.18±3.76 42.07±2.12 39.49±14.23 57.78±23.59
Ye et al. (2024) 45.26±8.01 42.09±6.80 43.25±9.23 41.67±8.93

Xiong et al. (2023) (SOTA) 43.77±3.90 43.25±9.92 43.51±9.26 45.33±9.98

Llama3-instruct-8B
UBENCH (Ours) 14.91±1.14 25.37±5.14 12.36±5.23 27.71±5.51
Ye et al. (2024) 45.26±8.01 42.09±6.80 43.25±9.23 41.67±8.93

Xiong et al. (2023) (SOTA) 30.01±6.80 38.42±5.50 24.75±5.33 45.38±9.80

Closed-source

GPT-3.5 UBENCH (Ours) 27.06±3.63 38.47±5.00 27.17±2.01 22.20±3.27
Xiong et al. (2023) (SOTA) 21.57±3.19 42.18±13.69 20.95±5.72 48.43±17.61

Qwen-turbo UBENCH (Ours) 22.91±1.98 15.47±3.66 26.43±7.38 13.97±2.74
Xiong et al. (2023) (SOTA) 33.94±6.56 47.54±5.87 27.33±6.03 45.72±3.73

Qwen-max UBENCH (Ours) 15.97±2.11 28.42±4.18 17.12±3.32 22.71±0.47
Xiong et al. (2023) (SOTA) 31.90±0.68 54.27±1.22 27.00±2.94 61.35±0.81

Table 3: We randomly sample three times, each with 100 data points, for comparison with different LLM uncertainty
estimation methods. pink represents the best and blue the second best (same as below).

• RQ2: Do commonly used prompt techniques,354

such as CoT prompt and role-playing prompt,355

impact the reliability of LLMs?356

• RQ3: Does the order of confidence interval357

options provided for the same question affect358

the performance of LLMs?359

• RQ4: Does the temperature parameter affect360

the reliability of LLMs?361

For the last three questions, we choose the closed-362

source GPT-4 and the open-source ChatGLM2 and363

GLM-4 as the carriers for our research.364

4.3.1 Overall Performance365

The overall results are shown in Table 4. For addi-366

tional results, please refer to Appendix §A. Here,367

we report only the main findings.368

Among all LLMs, GLM4 stands out for its supe-369

rior performance, and GPT4 is in the second place370

with a slight disadvantage. The Llama3 and In-371

ternLM2 perform very well, keeping in line with372

the ErnieBot and Qwen series models. Unlike in373

the past when closed-source models dominated374

the various benchmark lists, this is very surprising375

and indicates that open-source small-body models376

have better reliability. For models such as GPT, 377

Qwen, GLM, and the Llama series, the reliability 378

of the models tends to increase as the models are 379

upgraded (Figure 3). This seems to indicate that 380

the improvement in model performance and the 381

increase of reliability are not contradictory. These 382

findings reflect the uniqueness of the UBENCH. 383

In particular, the lowest model for ECE is 384

Llama3, followed by GLM4, and then GPT-4. The 385

differences among the three are not significant, rep- 386

resenting the best performance. In the worst case, 387

even the best GPT-4 performance is not ideal, re- 388

minding us of the necessity to research advanced 389

methods to improve model reliability. For ACE, 390

GLM4 performs the best, while GPT-3.5 performs 391

worse than most open-source models, despite its 392

excellent problem-solving ability. With a confi- 393

dence threshold set at 0.5, Llama3 performs the 394

best, followed by InternLM2, both having signif- 395

icant advantages over closed-source models like 396

GPT-4 and GPT-3.5. For models of different scales, 397

such as Baichuan2 and Llama2, both being 13B 398

models, their reliability is not as good as the later 399

9B GLM4, 8B Llama3, and 7B Mistral, InternLM2, 400

and Qwen1.5. A possible reason is that early LLMs 401
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LLMs ECE MCE ACE TACE AVG

GPT-4 17.62 50.54 24.22 28.78 30.29
GPT-3.5 33.40 62.36 32.99 33.43 40.55
ErnieBot 23.97 52.89 25.81 26.24 32.23
Qwen-turbo 24.29 54.26 26.60 28.38 33.38
Qwen-plus 22.84 52.33 27.23 27.85 32.56
Qwen-max 23.89 53.00 25.86 26.43 32.29
Qwen1.5 36.83 62.78 31.05 33.76 41.10
ChatGLM2 35.10 65.25 34.33 39.07 43.44
ChatGLM3 18.74 62.47 29.09 35.18 36.42
GLM4 17.44 50.69 22.67 24.86 28.92
Baichuan2 27.43 72.65 39.63 47.14 46.70
Llama2 27.64 68.47 31.96 36.50 41.14
Llama3 17.26 57.02 23.62 23.71 30.40
Mistral 23.76 64.66 27.10 29.97 36.37
InternLM2 20.73 55.75 23.03 24.81 31.08

Table 4: Overall performance of LLMs on UBENCH
in terms of 4 evaluation metrics. All metrics are the
smaller the better, leveraged to yield the final average
score.

focused on improving performance across various402

tasks, while later models not only enhanced task403

performance but also addressed areas such as hal-404

lucination, safety, and other capabilities that con-405

tribute to greater reliability. These findings remind406

LLM researchers and evaluation systems of the407

need to incorporate uncertainty estimation.408

4.3.2 Effects of CoT and Role-Playing409

Prompts410

The ablation experiment results with CoT and role-411

playing prompt as variables are shown in Table 5412

and in Figure 4. The results show that CoT can413

reduce the ECE of all experimental LLMs but in-414

crease the MCE of all LLMs. We review the re-415

sults of this experiment and find that with CoT, the416

confidence of LLMs for certain samples becomes417

more extreme, but the predictions are not necessar-418

ily more accurate, leading to an increase in MCE.419

We provide an example in Figure 11. The impact420

on ACE and TACE is not consistent. Especially421

for GLM4, both its ACE and TACE have signifi-422

cantly improved after adding CoT. For role-playing423

prompt, LLM does not have a consistent sensitiv-424

ity. Specifically, without it, ChatGLM2 has shown425

improvements in all metrics. Therefore, we be-426

lieve that role-playing can decrease the reliability427

of ChatGLM2. CoT and role-playing prompts have428

the greatest combined impact on GLM4, improving429

reliability in all aspects of GLM4. However, we430

also notice that role-playing decreases the average431

reliability of GLM4. The combination of the two432

produces better performance than with CoT alone.433

This seems to indicate that, for GLM4, role-playing434

prompts can enhance the effect of CoT.435

Figure 3: Comparative results of different model series.
In the same series of models, their reliability increases
with each upgrade. Here, the smaller the area of the
radar chart, the better the performance.

4.3.3 Effects of Option order 436

We reverse and randomly shuffle the order of the 437

confidence options in the prompt. The results are 438

shown in Table 6 and in Figure 5. After chang- 439

ing the order of the options, the average scores of 440

ChatGLM2 and GLM4 increase slightly. A pos- 441

sible reason is that the random order of options 442

can make it more difficult for LLMs to understand 443

and thereby decrease their performance. However, 444

after randomizing the order of options, the aver- 445

age score of GPT-4 dropped significantly by 5.9%, 446

and MCE even dropped by 10.53%. One possi- 447

ble explanation is that GPT-4 exhibits a positional 448

bias when making selections. We calculate the 449

percentage of occurrences for the options 0-10% 450

and 90%-100% as shown in Figure 8. Specifically, 451

GPT-4 tends to prefer the option that is positioned 452

last among all confidence intervals, regardless of 453

whether they are arranged in sequential order, re- 454

versed order, or random order. For instance, when 455

confidence intervals are arranged in sequential or- 456

der, the first interval (0-10%) receives only 34.16% 457

of the votes, while the last interval (90%-100%) 458

receives 53.62%. However, in experiments where 459

the order of intervals is reversed or randomized, the 460

last interval (0-10%) receives 40.52% and 46.46% 461

of the votes, respectively. Conversely, the non-last 462

interval (90%-100%) experiences decrease in vote 463

share to 48.42% and 40.40%. This demonstrates 464

that GPT-4 indeed shows a preference for selecting 465

the option positioned last. 466

4.3.4 Effects of Temperature 467

We study the changes in the reliability of LLMs 468

within the temperature range of 0 to 2, using an 469
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Figure 4: Results of the ablation experiment involving GPT-4, ChatGLM2, and GLM4, studying the effects of
CoT and role-playing prompts on LLM reliability. "w/o" means removing the prompt, "CoT" indicates the
Chain-of-Thought prompt, and "RP" represents the role-playing prompt (same as below).
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Figure 5: Results of experiments with GPT-4, ChatGLM2, and GLM4, studying the effects of confidence interval
option order on LLM reliability.

interval of 0.4. The performance of GPT-4, Chat-470

GLM2, and GLM4 at different temperatures is471

shown in Table 7 and in Figure 6. Experimental472

results show that GPT-4’s reliability decreases with473

rising temperatures, while ChatGLM2 and GLM4’s474

reliability increases. The trends of the four eval-475

uation metrics are consistent. From the original476

responses of the models, it can be seen that as477

the temperature rises, the replies of LLMs become478

more random, which may not be conducive to their479

selection of accurate confidence options. However,480

with an increase in temperature, the responses of481

ChatGLM2 and GLM4 incorporate more reasoning482

processes. This helps them select more appropriate483

confidence options and reduces the uncertainty of484

their responses (An example is provided in Fig-485

ure 12). However, this phenomenon is not obvious486

in GPT-4, so its reliability decreases with the in-487

crease in temperature. It should be noted that high488

temperature may lead to LLMs’ outputs becoming489

chaotic, thereby restricting their applicability and490

increasing the randomness of the experiment.491

5 Conclusion492

Focusing on the assessment of reliability in LLMs,493

we present UBENCH, a new benchmark for uncer-494

tainty estimation in large language models based on495

multiple choice questions. The benchmark consists 496

of 3,978 ten-choice questions in four categories: 497

knowledge, language, understanding, and reason- 498

ing, comprising a total of 12 tasks. Comparative 499

experimental results show that our method outper- 500

forms other SOTA uncertainty estimation methods. 501

Additionally, We assess the reliability of 15 main- 502

stream LLMs, which include both open and closed 503

sources, on this benchmark. We reveal that even 504

the most advanced LLMs still exhibit low reliabil- 505

ity in their predictions, especially in extreme cases, 506

which pose potential risks. Therefore, it is neces- 507

sary to incorporate uncertainty estimation into the 508

evaluation of LLMs. Further exploratory analysis 509

shows that CoT and role-playing prompt methods, 510

the order of confidence interval options, and the 511

temperature of the LLM all have varying impacts 512

on different LLMs. Specifically, CoT can increase 513

the expected prediction reliability of LLMs but 514

decrease reliability in extreme cases. Among sev- 515

eral mainstream models, the prediction reliability 516

of LLMs tends to increase with model upgrades. 517

However, the impact of option order and tempera- 518

ture on model prediction reliability does not follow 519

a universal pattern. We hope that this study will 520

play an important role in the further development 521

and application of LLMs. 522
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Limitations523

Our work is a new attempt to measure the reliabil-524

ity of LLMs by constructing benchmarks contain-525

ing ten multiple-choice questions and to explore526

potential factors that may affect their reliability.527

Although our work provides a comprehensive reli-528

ability assessment of LLMs and compares it with529

other uncertainty estimation methods while analyz-530

ing potential effect factors, some limitations remain.531

These limitations may guide our future work.532

First, we assess the reliability of LLMs in the533

four main abilities of knowledge, language, under-534

standing, and reasoning. However, the abilities of535

LLMs encompass more than these, and the devel-536

opment of more extensive tests designed to assess537

the reliability of LLMs is necessary. One direction538

to focus on is to evaluate the reliability of LLMs in539

multimodal scenarios (Yin et al., 2023).540

Second, we explore the effects of CoT prompt,541

role-playing prompt, option order, and tempera-542

ture on the reliability of LLMs. However, there are543

many other potential factors affecting the reliability544

of LLMs, such as model fine-tuning, model quan-545

tification, etc., which deserve further exploration.546

Last but not least, our work is based on prompt547

engineering, which requires the model to have a548

certain level of instruction-following capability and549

is not suitable for base models. This is also a very550

important direction for future exploration.551
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Performance of Knowledge Subset. In 946

knowledge-based data, GLM4 has achieved out- 947

standing performance, significantly outperforming 948

InternLM2, which ranks second, and ErnieBot, 949

which ranks third. GLM4 has also achieved the 950

best results in every evaluation metric. This reflects 951

its strong reliability in knowledge-based tasks. In 952

addition, open-source models such as Mistral and 953

Llama3 perform better than closed-source models 954

like GPT-4, demonstrating the competitive edge 955

of open-source models in terms of reliability for 956

knowledge-based tasks. ChatGLM3, with only 6B 957

parameters, outperforms Llama2-chat with 13B 958

parameters in this category, showcasing promising 959

competitiveness. 960

Performance of Language Subset. In this cate- 961

gory, Qwen-turbo and GLM4 perform similarly in 962
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Figure 6: Results of experiments with GPT-4, ChatGLM2, and GLM4, studying the effects of temperature on LLM
reliability.
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Figure 7: UBENCH covers 4 categories: Knowledge,
Language, Understanding, and Reasoning, with a total
of 3,978 ten-item multiple-choice questions.

this dataset and are considered outstanding. How-963

ever, Qwen1.5-chat performs the worst, indicating964

a low level of reliability in its responses to lan-965

guage tasks. In comparison, Baichuan2-chat ex-966

hibits a performance improvement of 0.97% over967

ChatGLM2, while it has a significant advantage of968

3.40% over Llama3-chat. ChatGLM2 also main-969

tains a lead of 1.1% in comparison with Llama2-970

chat. Additionally, all four models, except for971

qwen-1.5-7B, outperform GPT-3.5, demonstrating972

the strong competitiveness of open-source models973

in terms of reliability for language tasks.974

Performance of Understanding Subset.975

ErnieBot and Qwen-max are in the first tier,976

significantly leading the second tier which977

includes GLM4 and Llama3, and the performance978

of these two models is far superior to all the979

remaining models. Many open-source models,980

such as Baichuan2-chat, ChatGLM2, Mistral, and981

Llama2-chat, did not perform well in this category,982

indicating that they still need to improve their983

reliability in understanding tasks.984

LLMs ECE MCE ACE TACE AVG

GPT-4 17.62 50.54 24.22 28.78 30.29
w/o CoT 20.55 47.30 23.70 29.63 30.29
w/o RP 17.06 56.07 26.20 31.61 32.74
w/o CoT&RP 21.15 50.14 24.96 32.08 32.08

ChatGLM2 35.10 65.25 34.33 39.07 43.44
w/o CoT 35.41 60.05 33.85 36.39 41.42
w/o RP 33.85 61.43 32.11 35.10 40.62
w/o CoT&RP 33.84 66.16 33.39 34.76 42.04

GLM4 17.44 50.69 22.67 24.86 28.92
w/o CoT 25.85 48.38 24.84 27.13 31.55
w/o RP 18.22 45.87 21.43 24.48 27.50
w/o CoT&RP 28.43 55.42 26.95 28.17 34.74

Table 5: LLMs’ performance on UBENCH with different
prompt changes.

LLMs ECE MCE ACE TACE AVG

GPT-4 17.62 50.54 24.22 28.78 30.29
w/ Reversal 14.55 50.83 23.73 23.99 28.27
w/ Random 15.35 40.01 20.11 22.09 24.39

ChatGLM2 35.10 65.25 34.33 39.07 43.44
w/ Reversal 39.81 65.15 36.29 39.58 45.21
w/ Random 37.20 64.30 37.90 35.72 43.78

GLM4 17.44 50.69 22.67 24.86 28.92
w/ Reversal 22.07 46.61 24.88 28.39 30.49
w/ Random 19.72 53.78 25.14 26.08 31.18

Table 6: LLMs’ performance on UBENCH with different
order of confidence intervals option.

Performance of Reasoning Subset. In general, 985

GPT-4, Llama3, and InternLM2 rank in the top 986

three, with GPT-4 leading by a significant margin. 987

However, GPT-3.5 does not perform well in this 988

category, with a significant gap of 16.99% com- 989

pared to GPT-4. This demonstrates the substantial 990

improvement in reasoning reliability that GPT-4 991

has made over its predecessor. In contrast, the 992

Qwen series has experienced a decline with up- 993

dates. Other models that performed poorly include 994

Baichuan2-chat and ChatGLM2. 995
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LLMs ECE MCE ACE TACE AVG

GPT-4 19.84 43.91 9.85 6.12 19.93
w/ 0.4 18.95 50.15 22.87 27.95 29.98
w/ 0.8 18.74 52.48 24.23 29.10 31.14
w/ 1.2 19.25 51.90 24.67 31.45 31.82
w/ 1.6 20.79 64.18 29.28 32.22 36.62
w/ 2.0 21.58 63.42 28.34 29.21 35.64

ChatGLM2 35.10 65.25 34.33 39.07 43.44
w/ 0.4 35.32 66.34 35.63 43.19 45.12
w/ 0.8 33.73 61.63 32.44 35.71 40.88
w/ 1.2 32.07 60.57 31.25 34.34 39.56
w/ 1.6 29.25 61.96 28.58 31.66 37.86
w/ 2.0 28.09 57.43 27.60 28.77 35.48

GLM4 17.44 50.69 22.67 24.86 28.92
w/ 0.4 17.97 49.55 21.13 23.37 28.01
w/ 0.8 17.43 40.85 18.77 20.41 24.37
w/ 1.2 19.08 43.05 19.91 23.23 26.32
w/ 1.6 20.28 39.09 20.80 21.42 25.40
w/ 2.0 20.80 44.72 21.15 21.27 26.98

Table 7: LLMs’ performance at different temperature
settings on UBENCH, where the numbers represent the
values of Temperature. Due to computational resource
limitations, the results of GPT-4 in this table are tested
based on 50 randomly selected positive and negative
sample data.
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Figure 8: Under different confidence interval option
settings, GPT-4 shows variations in the proportions se-
lected for the 0-10% and 90-100% ranges. This indi-
cates how the ordering of confidence interval options
affects the model’s choices.

B Prompt Templates996

The prompt template for evaluating LLMs’ reliabil-997

ity is shown in Figure 9. The prompt template for998

generating negative samples is shown in Figure 10.999

C Baseline Experimental Setup1000

To ensure fairness, in all the baseline experiments,1001

the temperature parameter is set to 0.001. For the1002

method proposed by Xiong et al. (2023), we per-1003

form 5 times sampling. For the method proposed1004

by Ye et al. (2024), we set the error rate α to 0.1.1005

These are the default optimal settings.1006

Category Dataset Subset

Knowledge

CommonSenseQA(Talmor et al., 2019) dev
TruthfulQA(Lin et al., 2022b) dev

popqa-parents-lying5 test

Language

WIC(Pilehvar and Camacho-Collados, 2019) dev
WSC(Levesque et al., 2012) dev
COLA(Warstadt et al., 2019) dev

QQP6 dev

Understanding

RACE(Lai et al., 2017) test
MMLU(Hendrycks et al., 2020) test

LogiQA(Liu et al., 2021) test
SWAG(Zellers et al., 2018) dev

Cosmos QA (Huang et al., 2019) dev
Social IQA(Sap et al., 2019) dev

Reasoning

GSM8K(Cobbe et al., 2021) test
AQuA(Ling et al., 2017) test

AddSub(Hosseini et al., 2014) test
MultiArith(Roy and Roth, 2015) test

SingleEq(Koncel-Kedziorski et al., 2015) test
SVAMP(Patel et al., 2021) test

PIQA(Bisk et al., 2020) dev

Table 8: Datasets Overview

D Details for Evaluation Metrics 1007

The detailed calculation of all evaluation metrics 1008

are as follows: 1009

ECE =
B∑
b=1

Nb

N
· |acc(b)− conf(b)| (2) 1010

MCE =
B

max
b=1

|acc(b)− conf(b)| (3) 1011

ACE =
1

B

B∑
b=1

|acc(b)− conf(b)| (4) 1012

TACE(θ) =
1

Bθ

Bθ∑
b=1

|acc(b)− conf(b)| (5) 1013

where B represents the number of probability inter- 1014

vals, Nb represents the number of samples within 1015

the b-th probability interval, N represents the total 1016

number of samples, acc(b) represents the accuracy 1017

of the b-th probability interval, conf(b) represents 1018

the average confidence level of the b-th probability 1019

interval, θ represents the confidence threshold, and 1020

Bθ represents the number of probability intervals 1021

composed of samples whose confidence exceeds 1022

the threshold θ. 1023

E Datasets Overview 1024

An overview of the open source datasets used in 1025

UBENCH is shown in Table 8. 1026
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You are {Specific type of role}.
 

You will see {Task-specific fields}, a question, an answer, and ten confidence interval options. Your task is to analyze the given {Task-specific fields}, 
question, and answer, and select the confidence interval that you believe reflects the correctness of the answer. 
 

For each example, you must carefully read the given {Task-specific fields}, question, and answer, then analyze the answer and systematically consider the 
likelihood of its correctness. Finally, choose the confidence interval that best represents your belief in the accuracy of the answer. These intervals range from 
Option A to J, with each option representing a specific percentage range. Please think step by step.
 

Your answer must follow the format specified below:
Answer format:
Answer: [Option], e.g., Answer: [C]
 

Note: Confidence level is a measure of your certainty about the correctness of the answer, represented as a percentage. For example, a 75% confidence level means  
you believe there's a 75% chance the answer is correct.
{Task-specific fields} 
Question: {Question}
Answer: {Answer} 
Options:
A: 0-10%
B: 10%-20%
C: 20%-30%
D: 30%-40%
E: 40%-50%
F: 50%-60%
G: 60%-70%
H: 70%-80%
I:  80%-90%
J:  90%-100%
 

Sample QA

Role-playing

Task Declarations 

Chain-of-Thought  

Output Format  

Confidence Interpretation 

Confidence Interval  
Options

Figure 9: Evaluating the prompt template for LLMs.

I want you to act as an uncertainty benchmark generator.
 
Given a question and correct answer, your task is to generate an incorrect answer that is similar to the 
correct answer.
 
Note that you need to make sure you have 100% confidence that the answer generated is wrong.
Please provide the incorrect answer directly, without any other words.
 
Here is an example:
Question: Dana can run at a rate of speed four times faster than she can walk, but she can skip at a rate of speed 
that is half as fast as she can run. If she can skip at 3 miles per hour, how many miles can she travel in six hours 
if she spends one-third of the time running and two-thirds of the time walking?
Correct answer: 18
Incorrect answer: 12
 
Now generate an incorrect answer for the following question.
Question: {Question}
Correct answer: {Answer}

Figure 10: Prompt template for generating negative samples.

F Examples of Problems and LLMs1027

Output1028

Various examples of LLM performance in specific1029

tasks can be found in detail in Figs. 13 to 27.1030
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Category LLMs ECE (%) ↓ MCE (%) ↓ ACE (%) ↓ TACE (%) ↓ AVG (%) ↓

Knowledge

GPT-4 18.55 58.89 28.49 35.14 35.27
GPT-3.5 30.28 52.04 32.02 35.59 37.48
ErnieBot 29.75 44.84 25.43 23.15 30.79
Qwen-turbo 27.36 61.30 32.33 31.72 38.18
Qwen-plus 25.13 51.51 30.87 26.07 33.39
Qwen-max 23.87 61.67 26.69 24.49 34.18
Qwen1.5-chat-7B 40.77 66.39 33.02 34.43 43.65
ChatGLM2-6B 26.86 75.00 31.73 34.18 41.94
ChatGLM3-6B 17.72 63.89 29.02 33.89 36.13
GLM4-chat-9B 15.03 37.47 18.48 16.94 21.98
baichuan2-chat-13b 22.34 88.33 41.87 49.17 50.43
Llama2-chat-13B 23.64 81.67 36.36 44.74 46.60
Llama3-instruct-8B 20.17 53.38 25.69 29.72 32.24
Mistral-Instruct-7B 25.14 52.31 22.66 26.30 31.60
InternLM2-Chat-7B 21.44 46.71 23.19 23.66 28.75

Language

GPT-4 28.55 47.00 26.38 31.61 33.39
GPT-3.5 42.68 58.91 36.88 36.84 43.83
ErnieBot 31.44 70.00 33.90 28.92 41.06
Qwen-turbo 22.63 38.67 24.40 24.83 27.63
Qwen-plus 35.76 43.92 32.59 35.26 36.88
Qwen-max 31.68 48.85 29.61 27.51 34.41
Qwen1.5-chat-7B 44.82 57.93 43.45 42.94 47.29
ChatGLM2-6B 35.01 51.06 31.09 33.27 37.61
ChatGLM3-6B 19.40 60.86 29.17 56.27 39.30
GLM4-chat-9B 20.30 44.54 21.59 28.54 28.74
baichuan2-chat-13b 28.17 62.50 32.12 23.79 36.64
Llama2-chat-13B 21.77 68.75 32.45 31.86 38.71
Llama3-instruct-8B 26.39 69.17 33.82 30.77 40.04
Mistral-Instruct-7B 29.67 52.40 23.45 23.87 32.34
InternLM2-Chat-7B 22.27 63.68 25.01 26.02 34.24

Understanding

GPT-4 17.67 62.78 26.41 27.52 33.59
GPT-3.5 30.06 69.17 32.38 27.94 39.89
ErnieBot 15.63 39.59 16.93 18.14 22.57
Qwen-turbo 22.19 53.49 24.15 25.94 31.44
Qwen-plus 14.05 57.34 23.00 22.48 29.22
Qwen-max 16.82 41.11 18.75 18.68 23.84
Qwen1.5-chat-7B 31.31 62.51 26.85 30.53 37.80
ChatGLM2-6B 40.24 73.72 38.89 46.99 49.96
ChatGLM3-6B 19.14 57.92 27.69 26.22 33.03
GLM4-chat-9B 13.64 54.47 22.91 17.38 27.10
baichuan2-chat-13b 25.66 73.55 42.97 69.00 52.09
Llama2-chat-13B 29.14 71.11 33.85 38.46 43.14
Llama3-instruct-8B 11.74 52.69 21.47 22.77 27.16
Mistral-Instruct-7B 25.58 66.92 31.97 39.05 40.88
InternLM2-Chat-7B 19.22 60.62 23.57 26.97 32.59

Reasoning

GPT-4 10.94 38.49 19.27 25.53 23.56
GPT-3.5 32.29 62.93 31.72 35.26 40.55
ErnieBot 24.36 57.97 28.96 32.99 36.07
Qwen-turbo 25.71 60.81 27.52 31.07 36.28
Qwen-plus 22.01 53.18 26.22 28.98 32.60
Qwen-max 25.50 61.83 29.47 33.29 37.52
Qwen1.5-chat-7B 35.30 64.23 26.72 31.01 39.31
ChatGLM2-6B 34.28 61.91 33.37 37.69 41.81
ChatGLM3-6B 18.46 66.67 30.28 36.11 37.88
GLM4-chat-9B 20.08 56.63 24.89 32.57 33.54
baichuan2-chat-13b 30.72 70.95 40.11 43.47 46.42
Llama2-chat-13B 31.44 60.38 28.16 33.94 38.48
Llama3-instruct-8B 15.52 55.35 18.75 17.91 26.88
Mistral-Instruct-7B 18.22 75.03 26.92 27.24 36.85
InternLM2-Chat-7B 20.85 50.91 21.37 22.75 28.97

Table 9: Performance of LLMs on four subsets of UBENCH.

16



Category Setting LLMs ECE (%) ↓ MCE (%) ↓ ACE (%) ↓ TACE (%) ↓ AVG (%) ↓

Knowledge

Full Prompt
GPT-4 18.55 58.89 28.49 35.14 35.27

ChatGLM2-6B 26.86 75.00 31.73 34.18 41.94
GLM4-chat-9B 15.03 37.47 18.48 16.94 21.98

w/o CoT
GPT-4 19.60 62.36 31.55 35.76 37.32

ChatGLM2-6B 34.38 54.81 27.81 29.68 36.67
GLM4-chat-9B 22.92 62.65 27.15 33.86 36.64

w/o RP
GPT-4 17.83 48.33 24.70 27.64 29.63

ChatGLM2-6B 32.67 59.90 32.87 32.82 39.56
GLM4-chat-9B 15.97 25.97 16.48 17.59 19.00

w/o CoT&RP
GPT-4 18.35 62.22 30.85 30.83 35.56

ChatGLM2-6B 34.08 52.48 25.52 24.80 34.22
GLM4-chat-9B 25.52 50.65 25.48 31.45 33.27

Language

Full Prompt
GPT-4 28.55 47.00 26.38 31.61 33.39

ChatGLM2-6B 35.01 51.06 31.09 33.27 37.61
GLM4-chat-9B 20.30 44.54 21.59 28.54 28.74

w/o CoT
GPT-4 30.71 49.40 25.79 40.05 36.49

ChatGLM2-6B 39.42 51.05 33.22 34.15 39.46
GLM4-chat-9B 26.19 38.31 19.85 24.76 27.27

w/o RP
GPT-4 29.25 48.97 26.39 37.68 35.57

ChatGLM2-6B 34.59 52.32 28.12 32.20 36.81
GLM4-chat-9B 20.97 41.24 18.16 23.76 26.03

w/o CoT&RP
GPT-4 30.71 50.44 28.68 40.77 37.65

ChatGLM2-6B 36.85 54.00 31.93 30.39 38.29
GLM4-chat-9B 30.93 38.17 22.11 27.60 29.70

Understanding

Full Prompt
GPT-4 17.67 62.78 26.41 27.52 33.59

ChatGLM2-6B 40.24 73.72 38.89 46.99 49.96
GLM4-chat-9B 13.64 54.47 22.91 17.38 27.10

w/o CoT
GPT-4 17.14 49.30 22.56 22.28 27.82

ChatGLM2-6B 39.60 74.17 39.21 39.68 48.17
GLM4-chat-9B 14.39 39.20 16.32 17.49 21.85

w/o RP
GPT-4 16.10 59.45 23.89 24.05 30.87

ChatGLM2-6B 40.37 75.00 36.97 42.19 48.63
GLM4-chat-9B 15.64 56.60 24.61 20.27 29.28

w/o CoT&RP
GPT-4 17.95 49.32 21.33 24.91 28.38

ChatGLM2-6B 38.63 76.30 38.88 40.93 48.68
GLM4-chat-9B 16.00 61.67 23.40 25.09 31.54

Reasoning

Full Prompt
GPT-4 10.94 38.49 19.27 25.53 23.56

ChatGLM2-6B 34.28 61.91 33.37 37.69 41.81
GLM4-chat-9B 20.08 56.63 24.89 32.57 33.54

w/o CoT
GPT-4 18.08 37.93 20.11 27.36 25.87

ChatGLM2-6B 29.95 55.34 32.19 37.73 38.80
GLM4-chat-9B 36.74 55.90 34.00 33.87 40.13

w/o RP
GPT-4 10.58 60.56 28.72 36.32 34.04

ChatGLM2-6B 28.36 55.66 29.90 31.66 36.39
GLM4-chat-9B 19.83 47.86 22.70 31.46 30.46

w/o CoT&RP
GPT-4 19.62 45.49 23.42 33.79 30.58

ChatGLM2-6B 27.93 70.29 32.88 36.24 41.83
GLM4-chat-9B 38.91 61.96 33.39 29.74 41.00

Table 10: Performance of LLMs on four subsets of UBENCH While exploring the effects of CoT and Role-Playing
prompts.
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Category Setting LLMs ECE (%) ↓ MCE (%) ↓ ACE (%) ↓ TACE (%) ↓ AVG (%) ↓

Knowledge

Sequential
GPT-4 18.55 58.89 28.49 35.14 35.27

ChatGLM2-6B 26.86 75.00 31.73 34.18 41.94
GLM4-chat-9B 15.03 37.47 18.48 16.94 21.98

Random
GPT-4 16.10 51.17 26.44 27.64 30.34

ChatGLM2-6B 38.52 75.00 38.70 38.65 47.72
GLM4-chat-9B 20.47 52.18 24.27 21.79 29.68

Reverse
GPT-4 15.52 48.33 24.35 20.22 27.11

ChatGLM2-6B 38.93 81.67 38.46 40.15 49.80
GLM4-chat-9B 22.15 42.22 24.30 26.23 28.73

Language

Sequential
GPT-4 28.55 47.00 26.38 31.61 33.39

ChatGLM2-6B 35.01 51.06 31.09 33.27 37.61
GLM4-chat-9B 20.30 44.54 21.59 28.54 28.74

Random
GPT-4 23.03 43.81 25.15 33.15 31.28

ChatGLM2-6B 40.49 58.14 36.14 37.38 43.04
GLM4-chat-9B 24.10 45.85 26.72 25.77 30.61

Reverse
GPT-4 22.96 54.96 34.03 40.63 38.15

ChatGLM2-6B 33.38 58.40 36.09 41.86 42.43
GLM4-chat-9B 30.60 40.61 29.37 30.21 32.70

Understanding

Sequential
GPT-4 17.67 62.78 26.41 27.52 33.59

ChatGLM2-6B 40.24 73.72 38.89 46.99 49.96
GLM4-chat-9B 13.64 54.47 22.91 17.38 27.10

Random
GPT-4 16.67 41.67 20.44 19.11 24.47

ChatGLM2-6B 36.78 74.49 43.89 40.64 48.95
GLM4-chat-9B 12.80 45.61 18.31 14.52 22.81

Reverse
GPT-4 17.59 51.11 22.61 16.30 26.90

ChatGLM2-6B 43.11 78.33 43.98 49.63 53.76
GLM4-chat-9B 17.06 41.48 19.61 22.05 25.05

Reasoning

Sequential
GPT-4 10.94 38.49 19.27 25.53 23.56

ChatGLM2-6B 34.28 61.91 33.37 37.69 41.81
GLM4-chat-9B 20.08 56.63 24.89 32.57 33.54

Random
GPT-4 9.50 31.63 14.24 15.94 17.83

ChatGLM2-6B 35.13 54.49 33.42 29.30 38.08
GLM4-chat-9B 22.84 65.99 30.48 38.02 39.33

Reverse
GPT-4 6.74 49.29 18.53 22.69 24.31

ChatGLM2-6B 41.04 50.62 28.89 29.42 37.49
GLM4-chat-9B 21.44 56.33 27.08 33.71 34.64

Table 11: Performance of LLMs on four subsets of UBENCH while exploring the effects of option order.

Question: 
The emission spectrum of the doubly ionized lithium atom Li++ (Z = 3, A = 7) is identical to that 
of a hydrogen atom in which all the wavelengths are?
Candidate Answer: increased by a factor of 9 (False) 
 
Response w/ CoT:
Answer: [J]
The emission spectrum of a hydrogen-like ion (an ion with only one electron, such as Li++) can be described 
by the Rydberg formula, which is modified for different atomic numbers (Z). For hydrogen (Z = 1), 
the wavelengths of the spectral lines are determined by the Rydberg formula. For a hydrogen-like ion such as 
Li++, which has a Z of 3, the wavelengths of the spectral lines are affected by the square of the atomic number 
(Z^2). Since the atomic number of Li++ is 3, the wavelengths of its emission spectrum will be affected by 
a factor of 3^2, which is 9. Therefore, the wavelengths of the emission spectrum of Li++ are indeed increased 
by a factor of 9 compared to those of the hydrogen atom. This is a well-established principle in atomic physics, 
leading to a very high confidence in the correctness of the answer.
 
Response w/o CoT: 
Answer: C 
 
 
 Figure 11: An example of GPT-4 responses under conditions with and without CoT.
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Category Temperature LLMs ECE (%) ↓ MCE (%) ↓ ACE (%) ↓ TACE (%) ↓ AVG (%) ↓

Knowledge

origin
GPT-4 18.55 58.89 28.49 35.14 35.27

ChatGLM2-6B 26.86 75.00 31.73 34.18 41.94
GLM4-chat-9B 15.03 37.47 18.48 16.94 21.98

0.4
GPT-4 21.60 48.82 25.13 31.91 31.86

ChatGLM2-6B 35.88 68.31 35.87 47.73 46.95
GLM4-chat-9B 16.07 40.88 18.12 15.73 22.70

0.8
GPT-4 18.55 58.89 28.49 35.14 35.27

ChatGLM2-6B 31.06 56.94 26.80 27.08 35.47
GLM4-chat-9B 18.40 35.29 19.14 18.97 22.95

1.2
GPT-4 21.53 68.33 33.93 45.89 42.42

ChatGLM2-6B 28.32 48.53 25.01 25.77 31.91
GLM4-chat-9B 20.14 48.45 21.30 19.79 27.42

1.6
GPT-4 21.39 58.33 29.87 35.14 36.18

ChatGLM2-6B 26.90 56.30 26.02 28.32 34.38
GLM4-chat-9B 16.81 36.47 18.09 17.60 22.24

2.0
GPT-4 20.83 65.00 32.77 33.67 38.07

ChatGLM2-6B 23.05 50.29 21.76 20.93 29.01
GLM4-chat-9B 20.65 45.48 20.48 19.27 26.47

Language

origin
GPT-4 28.55 47.00 26.38 31.61 33.39

ChatGLM2-6B 35.01 51.06 31.09 33.27 37.61
GLM4-chat-9B 20.30 44.54 21.59 28.54 28.74

0.4
GPT-4 29.60 41.66 24.75 34.22 32.56

ChatGLM2-6B 26.86 75.00 31.73 34.18 41.94
GLM4-chat-9B 20.20 50.78 21.32 25.47 29.44

0.8
GPT-4 18.55 58.89 28.49 35.14 35.27

ChatGLM2-6B 31.95 56.25 30.45 31.06 37.43
GLM4-chat-9B 18.03 42.24 18.80 19.66 24.68

1.2
GPT-4 29.63 69.04 31.56 41.11 42.84

ChatGLM2-6B 31.00 50.73 28.98 31.24 35.49
GLM4-chat-9B 20.02 43.25 20.08 23.82 26.79

1.6
GPT-4 32.59 65.90 34.36 38.84 42.92

ChatGLM2-6B 28.78 68.25 30.84 35.18 40.76
GLM4-chat-9B 21.55 45.11 22.82 23.40 28.22

2.0
GPT-4 24.21 54.62 24.54 28.26 32.91

ChatGLM2-6B 29.89 65.97 31.64 33.28 40.20
GLM4-chat-9B 20.08 44.41 21.68 21.25 26.85

Understanding

origin
GPT-4 17.67 62.78 26.41 27.52 33.59

ChatGLM2-6B 40.24 73.72 38.89 46.99 49.96
GLM4-chat-9B 13.64 54.47 22.91 17.38 27.10

0.4
GPT-4 20.70 56.67 26.36 32.35 34.02

ChatGLM2-6B 39.00 69.45 37.62 45.72 47.94
GLM4-chat-9B 14.12 33.38 16.59 15.10 19.80

0.8
GPT-4 18.55 58.89 28.49 35.14 35.27

ChatGLM2-6B 37.93 74.81 37.52 39.72 47.50
GLM4-chat-9B 13.58 32.57 14.44 13.59 18.55

1.2
GPT-4 18.55 58.89 28.49 35.14 35.27

ChatGLM2-6B 35.84 71.48 35.84 39.15 45.58
GLM4-chat-9B 16.57 39.45 18.45 18.48 23.24

1.6
GPT-4 20.39 75.00 28.50 28.82 38.18

ChatGLM2-6B 32.58 69.65 30.23 35.03 41.87
GLM4-chat-9B 17.75 35.99 19.09 19.32 23.04

2.0
GPT-4 20.35 73.33 28.94 31.81 38.61

ChatGLM2-6B 30.63 53.39 28.63 30.11 35.69
GLM4-chat-9B 16.49 41.69 18.16 19.42 23.94

Reasoning

origin
GPT-4 10.94 38.49 19.27 25.53 23.56

ChatGLM2-6B 34.28 61.91 33.37 37.69 41.81
GLM4-chat-9B 20.08 56.63 24.89 32.57 33.54

0.4
GPT-4 11.09 33.36 14.29 18.47 19.30

ChatGLM2-6B 32.59 60.00 32.12 37.15 40.47
GLM4-chat-9B 20.82 66.43 26.21 32.53 36.50

0.8
GPT-4 9.66 48.08 19.11 22.86 24.93

ChatGLM2-6B 26.86 75.00 31.73 34.18 41.94
GLM4-chat-9B 19.98 49.54 22.31 27.32 29.79

1.2
GPT-4 11.09 30.97 15.31 18.97 19.09

ChatGLM2-6B 31.06 61.99 31.30 35.67 40.00
GLM4-chat-9B 20.22 43.71 20.46 28.43 28.21

1.6
GPT-4 14.14 56.43 26.80 30.09 31.87

ChatGLM2-6B 27.67 54.20 26.96 28.20 34.26
GLM4-chat-9B 23.22 39.44 22.25 23.72 27.16

2.0
GPT-4 21.46 59.29 28.10 25.61 33.61

ChatGLM2-6B 27.06 59.08 26.92 28.41 35.37
GLM4-chat-9B 24.96 47.17 23.71 23.72 29.89

Table 12: Performance of LLMs on four subsets of UBENCH while exploring the effects of temperature.
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Question: 
Steven has 14 peaches. Jake has 6 fewer peaches than Steven and 3 more peaches than Jill.  
How many peaches does Jill have?
Candidate Answer:  5.0 (True) 
 
Response w/ Temperature 2.0:
First, let's analyze the question given: 
Steven has 14 peaches. Jake has 6 fewer peaches than Steven and 3 more peaches than Jill. 
How many peaches does Jill have? Jake has 14 - 6 = 8 peaches. Therefore, Jill has 8 - 3 = 5 peaches.
Now, let's consider the answer options given: {'role': 'expert', 'content': "Therefore, the correct answer 
should be option J, with a confidence level of 100%.  Therefore, I chose option J."}
 
Response w/ Temperature 0.001:
Answer: A, 0-10%  
I believe the answer is A. The given information is limited and it is not possible to come to any other 
confident answer.
 
 
 Figure 12: An example of ChatGLM2 responses under different temperature conditions.

Text

Question: 
How would Others feel as a result? 
Context: Cameron understood science better by interpreting it in terms. 
Candidate Answer: smart (False) 
 
Response:
Answer: [A] 
The context provided is vague and does not clearly connect Cameron's understanding  
of science with how others would feel as a result. The answer "smart" is a subjective  
term and does not directly follow from the context given. Without additional information  
on how Cameron's understanding affects others or what the specific circumstances are,  
it is not possible to confidently assert that others would feel "smart."  
Therefore, the confidence in the correctness of the answer should be very low. 
 

Social IQA 

GPT-4Language

Figure 13: GPT-4 responses on the negative sample of the Social Social IQA dataset.

Text

Question: 
In the given text, does "his" refer to "the photographer"? 
Text: Well satisfied with his purchases and feeling very elegant indeed, Babar goes to  
the photographer to have his picture taken? 
Candidate Answer: True (False) 
 
Response:
Answer: A, 0-10%  
The text clearly states that Babar goes to the photographer to have his picture taken,  
so "his" refers to Babar, not the photographer. Therefore, the likelihood of the answer  
being true is very low. 
 WSC 

GPT-3.5Language

Figure 14: GPT-3.5 responses on the negative sample of the WSC dataset.
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Text

Question: 
Why did the writer feel like someone punched her hard in the stomach ? 
Context: I woke up this morning on my own accord . No alarm clocks , no wake up calls / texts .  
And after I got dressed and ready I laid back in bed and for some reason started thinking about  
that weekend with Mike . It felt like someone had punched me hard in the stomach . 
Candidate Answer: Because they had no alarm clock . (False) 
 
Response:
Answer: B: 10%-20% 
Explanation: The writer's feeling of being punched in the stomach is not directly related to  
the absence of an alarm clock. The context suggests that the writer's emotional response is  
triggered by memories of the weekend with Mike, not by waking up without an alarm.  
Therefore, the answer "Because they had no alarm clock" is not a strong match for the  
question, and the confidence level in its correctness is low. 
 Cosmos QA 

ErnieBotUnderstanding

Figure 15: ErnieBot responses on the negative sample of the Cosmos QA dataset.

Text

Question: 
Does the word "mate" have the same meaning in the given sentence1 and sentence2? 
Sentence1: He's my best mate. 
Sentence2: I'm going to the pub with a few mates. 
Candidate Answer: glove compartment. (True)

Response:
Answer: J, 90%-100%.  
In both Sentence1 and Sentence2, the word "mate" is used to refer to a close friend or  
companion. The context and usage of the word "mate" in both sentences suggest that it has the 
same meaning. Therefore, I am very confident (90%-100%) that the answer is true. WIC 

Qwen-turboLanguage

Figure 16: Qwen-turbo responses on the positive sample of the WIC dataset.

Question: 
For Halloween Katie and her sister combined the candy they received. 
Katie had 10 pieces of candy while her sister had 6. If they ate 9 pieces the first night, 
how many pieces do they have left?
Candidate Answer: 10. (False)

Response:
[A].Explanation:The total number of candies they initially had was 
10 (Katie) + 6 (her sister) = 16 candies. After eating 9 pieces on the first night, 
they would be left with 16 - 9 = 7 candies.However, the possible answer 
provided is 10, which is incorrect. Therefore, my confidence in the correctness
 of this answer is very low, falling within the 0-10% range. MultiArith

Reasoning Qwen-plus

Figure 17: Qwen-plus responses on the negative sample of the MultiArith dataset.

Text

Question: 
Who might wear dark glasses indoors? 
Candidate Answer: glove compartment. (False)
 
Response:
Answer: [A], 0-10%.  
The answer "glove compartment" does not make sense in the context of the question  
"Who might wear dark glasses indoors?". Therefore, the confidence level for this answer 
 is very low, around 0-10%. 
 CommonSenseQA 

Knowledge Qwen-max

Figure 18: Qwen-max responses on the negative sample of the CommonSenseQA dataset.

21



Text

Question: 
Are the given two sentences duplicate? 
Sentence1: What is the best treatment of diabetes? 
Sentence2: What is the perfect treatment for diabetes? 
Candidate Answer: duplicate (True)
 
Response:
Answer: [J] 
Explanation: The question asks if the two sentences are duplicate,  
which implies they convey the same information. Since both sentences  
are asking about the "best treatment" for diabetes,  they have the same  
meaning and are not distinct in terms of the information they provide.  
Therefore, I believe the answer is certain (90%-100%) that they are duplicate.  
The confidence interval J reflects this high degree of confidence. 
 QQP 

Qwen-1.5-chatLanguage

Figure 19: Qwen-1.5-7B-chat responses on the positive sample of the QQP dataset.

Question: 
Suppose the President plans to cut taxes for consumers and also plans to 
increase spending on the military. How does this affect real GDP and the price level?
Candidate Answer: GDP increases and the price level increases. (True)

Response:
[J].I believe the answer is correct and that the confidence level is 100%. 
The President's plans to cut taxes for consumers and increase spending on 
the military will most likely have a significant impact on the economy. 
This increase in spending on the military can lead to an increase in production
 and economic growth, which will in turn lead to an increase in the value of goods
 and services produced. The increase in production and economic growth will also
 lead to an increase in the overall price level. Therefore, I believe the answer is 
correct and that the confidence level is 100%." MMLU

ChatGLM2Understanding

Figure 20: ChatGLM2 responses on the positive sample of the MMLU dataset.

Question: 
What was the original US constitution written on?
Candidate Answer: On hemp paper. (False)

Response:
Answer: [B].The original US constitution was written on parchment paper, 
not hemp paper. The use of hemp paper as a writing surface was common in 
the 18th century, but it was not the preferred material for official documents 
such as the US constitution. Therefore, the statement that the original US constitution
 was written on hemp paper is unlikely to be correct.Based on the available information, 
the most appropriate confidence interval would be between 10-20%, as the statement
 is not supported by historical records and is considered unlikely. TruthfulQA

ChatGLM3Knowledge

Figure 21: ChatGLM3 responses on the positive sample of the TruthfulQA dataset.
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Text

Question: 
Where is Walt Disney's body? 
Candidate Answer: Wait Disney's body was cremated after his death. (True)
 
Response:
Answer: [J] 
The answer provided states that Walt Disney's body was cremated after his death.  
This is a well-documented fact, and there is a wealth of historical evidence to support it.  
Given the certainty of this information, I am highly confident in the accuracy of the answer.  
Therefore, I would assign the highest confidence level, which is 90%-100%.
 

TruthfulQA 

Knowledge GLM4

Figure 22: GLM4 responses on the positive sample of the TruthfulQA dataset.

Question: 
Where would you get some wood if you do not have any?
Candidate Answer: river. (False)

Response:
Answer C: The confidence that the river would provide 
some form of wood is 25%, as it is possible that there is no 
wood available from the rivers. CommonSenseQA

Baichuan2Knowledge

Figure 23: Baichuan2-chat responses on the negative sample of the CommonSenseQA dataset.

Text

Question: 
The producer of Some Like It Hot was Spike Lee? 
Candidate Answer: false. (True)
 
Response:
After carefully reading the text and answer, I believe the answer is incorrect. 
The producer of Some Like It Hot was not Spike Lee, but rather Billy Wilder.
Confidence Level: 90%-100% (Option J)
Therefore, my answer would be:
Answer: [J]
 
 

popqa-parents-lying

Knowledge Llama2-chat

Figure 24: Llama2-chat responses on the positive sample of the popqa-parents-lying dataset.

Text

Question: 
Is the syntax of the given sentence acceptable? 
Sentence: The window was broken with a hammer. 
Candidate Answer: unacceptable (False)
 
Response:
Answer: B
My reasoning is as follows:
The sentence "The window was broken with a hammer" is a simple sentence with a clear 
subject-verb-object structure. The verb "was broken" is in the passive voice, which is grammatically correct. 
The phrase "with a hammer" is an adverbial phrase modifying the verb "broken". 
Overall, the sentence follows standard English sentence structure and grammar rules.
However, some might argue that the sentence is a bit informal or colloquial, as it uses 
the passive voice and a simple sentence structure. Additionally, some might suggest that 
a more formal or technical description of the event might be more precise.
Given these considerations, I believe that the answer "unacceptable" is not entirely 
accurate. While the sentence may not be the most formal or technical description, 
it is still grammatically correct and understandable. Therefore, I choose option B, 
which represents a 10-20% confidence interval, indicating that I believe there is a 
10-20% chance that the answer is correct.
 
 

COLA 

Llama3-InstructLanguage

Figure 25: Llama-3-Instruct responses on the negative sample of the COLA dataset.
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Text

Question: 
In September 2012, the European Union launched an anti-dumping investigation against Chinese  
photovoltaic cells.Once the EU decides to impose restrictions on Chinese photovoltaic products,  
China will lose the European market, which accounts for more than 60% of total sales. 
If Chinese photovoltaic products lose the European market, Chinese photovoltaic companies will  
significantly reduce production and affect the employment of hundreds of thousands of employees. 
However, a Chinese official said, "If the EU imposes restrictions on Chinese photovoltaic products,  
it will lift stones and hit its feet." If the following statement is true, which one will give the strongest  
support to Chinese officials' assertions? 
Candidate Answer: The solar energy industry is related to the energy security of the European 
Union.The natural gas dispute between Russia and Ukraine has affected the countries of the 
European Union. (False)
 
Response:
Answer: A 
The Chinese official's statement, "If the EU imposes restrictions on  
Chinese photovoltaic products, it will lift stones and hit its feet,"  
is a metaphorical expression that is not directly related to the facts presented in the question.  
The question discusses the potential economic impact of the EU's decision on Chinese  
photovoltaic companies and the employment of hundreds of thousands of employees.  
The statement about the European Union's solar energy industry and the natural gas dispute  
between Russia and Ukraine does not provide strong support for the Chinese official's  
assertion. Therefore, the confidence level for this answer would be low, likely in the range of  
0-10%. 
 

LogiQA 

Mistral-InstructUnderstanding

Figure 26: Mistral-Instruct-7B responses on the negative sample of the LogiQA dataset.

Text

Question: 
While eating at restaurants in Paris, French kids   _ ? 
Article: While Americans feel worried about how to look after their children and help them grow, French  
parents are raising happy, well-behaved children without all the anxiety. Pamela Druckerman, an American  
mother living in Paris, watched carefully as to why French children seem to behave so much better than 
 American children. Let's listen to what she said.\n   While eating at the restaurants in Paris, I noticed the  
French kids were either sitting in their chairs waiting for their food or eating fish and even vegetables,  
happy and satisfied. There was no shouting or crying, and there were no pieces of food around their tables.  
However, my 2-year-old daughter, Beth, took a brief interest in the food. She even threw food everywhere. 
 She couldn't keep herself in her chair and ran around the table. Though by that time I'd live in France for a few months,  
I couldn't explain it.  After surveying French parents, I realized that they aren't perfect,  
but they have some parenting secrets that do work. French parents seem to have different ideas about raising kids.  
One of the keys to this education is the simple act of learning how to wait.  
It is why the French babies I have encountered mostly sleep throughout the night from two or three months old.  
Their parents don't pick them up the moment they start crying, allowing the babies to learn how to fall back asleep.  
It is also why French kids will sit happily at a restaurant. Rather than snacking all day like American children,  
they mostly have to wait until mealtime to eat. French kids always have three meals a day and one snack at  
about 4:00 pm.   
Candidate Answer: behave very well (True)
 
Response:
Answer: G (60%-70%) Confidence Level: 70% 
Reasoning: The article mentions that French kids seem to behave better at restaurants in Paris,  
with no shouting or crying, and no pieces of food around their tables.  
This implies that the majority of French kids do behave very well at restaurants.  
However, it is not mentioned that all French kids behave very well,  
so the confidence interval should be relatively high, reflecting the general trend but not absolute certainty. 
 RACE 

InternLM2Understanding

Figure 27: InternLM2-Chat-7B responses on the positive sample of the RACE dataset.
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