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Abstract

Bias in Machine Translation models has be-001
come a significant concern. Despite exten-002
sive research in several language pairs, Por-003
tuguese remains under-explored. This study in-004
vestigates gender bias in English-to-Portuguese005
translation. We conduct several experiments,006
extending an established dataset, and provide a007
comparative analysis of commercial Machine008
Translation systems, general-purpose LLMs,009
and non-commercial translation-specific mod-010
els across various dimensions of gender bias.011
Additionally, we compare gender bias in Por-012
tuguese translation with that in other Romance013
languages (French, Spanish, and Italian). Fi-014
nally, we explore whether sentiment influences015
gender bias in English-to-Portuguese transla-016
tion.017

1 Introduction018

There has been little to no research on bias related019

to translation into Portuguese. Although several020

studies focus on Romance languages, the emphasis021

has been on French (Gonen and Webster, 2020;022

Stanovsky et al., 2019), Italian (Vanmassenhove,023

2024a; Stanovsky et al., 2019), and Spanish (Go-024

nen and Webster, 2020; Attanasio et al., 2023;025

Stanovsky et al., 2019). While findings for these026

languages are expected to be similar to Portuguese,027

biases manifest in distinct and unique ways for each028

language (Zhao et al., 2024). Therefore, studying029

these biases in the translation to Portuguese is a030

valuable and necessary task.031

In this paper, we investigate gender bias in Por-032

tuguese translation, particularly the stereotypical033

associations between occupations and genders. For034

instance, words like “nurse” are frequently trans-035

lated into feminine forms, while “doctor” is almost036

exclusively translated as masculine (Prates et al.,037

2020; Ghosh and Caliskan, 2023). On top of un-038

dermining the accuracy of the translated text, these039

biases can perpetuate and reinforce gender norms040

that contribute to the discrimination and marginal- 041

ization of groups of people (Savoldi et al., 2021, 042

2024). 043

To evaluate the presence of gender biases in 044

translation, we employ and extend WinoMT (a 045

benchmark for co-reference resolution of occu- 046

pational referents), to compare state-of-the-art 047

commercial Machine Translation (MT) systems, 048

general-purpose Large Language Models (LLMs), 049

and non-comercial translation-specific models. Our 050

contributions focus on addressing gender bias in 051

English-Portuguese translations by answering the 052

following questions: 053

• Which system performs best, considering sev- 054

eral bias metrics, when translating single sen- 055

tences? Do these systems tend to over rely on 056

stereotypes to make gender predictions? In ad- 057

dition to evaluating translation bias, we assess 058

overall translation quality and also conduct 059

human evaluations to ensure the reliability of 060

these results. 061

• How do these systems behave when translat- 062

ing two-sentence contexts, where pronoun ref- 063

erents appear in a different sentence? And if 064

an intermediate sentence separates the two? 065

Existing datasets only allow for the study 066

of translation bias within single sentences 067

(Menezes et al., 2023). To advance inter- 068

sentence bias translation evaluation, we pro- 069

pose two extensions of an existing dataset: 070

one enabling the analysis of bias in a two- 071

sentence context (inter-2) and another incor- 072

porating an intermediate sentence (inter-3). 073

• How does translation bias into Portuguese 074

compare with other Romance languages 075

(French, Spanish, and Italian)? Here, we up- 076

date previous gender translation bias results’ 077

for these languages (Stanovsky et al., 2019), 078

and evaluate current state-of-the-art models in 079
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these languages, while comparing them with080

Portuguese.081

• Can we say that the sentiment of sentences in-082

fluences gendered translations in Portuguese?083

Prior research (Stanovsky et al., 2019; Prates084

et al., 2020) demonstrates that certain adjec-085

tives, such as “shy” or “proud”, can influence086

gender outcomes in translations. Cho et al.087

(2019) and Cho et al. (2021) also explore this088

effect, but with a focus on the sentiment con-089

veyed by the adjectives. Building on this idea,090

we investigate whether the overall sentiment091

of a sentence influences gender in Portuguese092

translations.093

Our results show that commercial MT systems094

still lead in producing unbiased translations. How-095

ever, we emphasize that traditional quality metrics096

fail to capture significant biases present in these097

systems. Our study also reveals inter-sentence bias098

as a striking weakness of current models. Further-099

more, while our findings suggest that commercial100

MT systems have improved over the past few years,101

translations from French, Spanish, and Italian still102

exhibit far worse results in terms of gender bias103

compared to Portuguese translations. Finally, we104

found no strong evidence that sentiment signifi-105

cantly influences the translated gender of sentences.106

2 Related Work107

Stanovsky et al. (2019) present the first large-scale108

multilingual evaluation of gender bias in MT and109

introduce the WinoMT dataset. Their methodology110

leverages co-reference resolution datasets to assess111

whether MT systems can accurately translate gen-112

dered roles without defaulting to stereotypical bi-113

ases, and measures how each system’s performance114

varies based on gender and stereotypical role as-115

signments. Their experiments conclude that all the116

tested MT systems are gender biased. Although117

this study was from 2019, it was pivotal in provid-118

ing tools and a concrete evaluation method to study119

gender bias in MT. Their methodology continues120

to be used in current research to evaluate the pres-121

ence of bias (Basta et al., 2020; Attanasio et al.,122

2023; Stafanovičs et al., 2020; Saunders and Byrne,123

2020) and the effectiveness of gender bias mitigat-124

ing strategies (Saunders et al., 2020; Saunders and125

Byrne, 2020; Stafanovičs et al., 2020). Our work126

also builds on this foundation.127

Prates et al. (2020) and Cho et al. (2019) employ128

similar methodologies to evaluate gender bias in129

the translation of neutral pronouns into English, 130

utilizing occupations and sentiment words as con- 131

textual information. Prates et al. (2020) use sets of 132

sentences structured as “He/She is <occupation>” 133

across 12 genderless languages to measure the fre- 134

quency of female, male, and neutral pronouns in 135

the translations for each occupation. Upon compar- 136

ing their results with data from the U.S. Bureau of 137

Labor Statistics, the study concludes that Google 138

Translate’s preference for male defaults does not 139

correlate with unequal representation of female 140

and male workers in those occupations. Cho et al. 141

(2019) extend this approach to Korean-English 142

translations, reaching a similar conclusion regard- 143

ing a masculine bias in translations. 144

Also taking advantage of simple template sen- 145

tences, Cho et al. (2021) explore how occupations 146

and sentiment words are translated between lan- 147

guages with different gender systems. They employ 148

phrases such as “One thing about the man/woman, 149

he/she is <occupation/sentiment word>”. To the 150

best of our knowledge, this is the only study to 151

include Portuguese in the evaluation of different 152

translation systems. While their work provides 153

valuable insights about the persistence of gender 154

bias, their analysis of Portuguese remains limited. 155

Our work aims to expand on this by offering a more 156

in-depth investigation of gender bias in Portuguese 157

translations, focusing on a broader set of linguistic 158

structures and models. 159

Trainotti Rabonato et al. (2024) also focus on the 160

Portuguese language, but their work targets bias 161

mitigation strategies, namely fine-tuning. To eval- 162

uate the efficiency of this strategy in the chosen 163

model, MarianMt, they adopt the same founda- 164

tional methodology as our work, established by 165

Stanovsky et al. (2019). However, their evaluation 166

only assesses the model being improved, without 167

investigating how it compares to other publicly 168

available systems. In contrast, our contribution 169

lies in conducting a comprehensive evaluation of 170

the current state of gender translation bias for Por- 171

tuguese. 172

With the wide adoption of LLMs, new research 173

has been exploring the gender bias present in these 174

models’s outputs for different languages. Ghosh 175

and Caliskan (2023) and Vanmassenhove (2024b) 176

evaluate LLMs, specifically GPT models, in the 177

concrete task of translation. Ghosh and Caliskan 178

(2023) focus on the translation of low-resource 179

languages that exclusively use gender-neutral pro- 180

nouns, such as Bengali. Their investigation exposes 181
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gender biases in the portrayal of occupations (man182

= doctor, woman = nurse) and actions (woman183

= cook, man = go to work). It also reveals the184

inability to translate the English gender-neutral185

pronoun they into equivalent gender-neutral pro-186

nouns in these languages. Similarly, Vanmassen-187

hove (2024b)’s findings reinforce ChatGPT’s in-188

ability to handle gender in a systematic manner.189

When prompted to provide gender alternatives for190

translations from Italian to English, the model often191

falls short and may even exhibit additional biases.192

In this paper, we advance the state of the art by193

presenting a detailed evaluation of current widely194

used models regarding gender bias in translations195

from English to Portuguese and compare the results196

with those for other Romance languages.197

3 Methodology198

We followed the methodology outlined for the199

aforementioned WinoMT test suite (Stanovsky200

et al., 2019), which consists of the following main201

steps that were reproduced for every model: a)202

Translation, b) Alignment, and c) Gender Ex-203

traction204

3.1 Translation205

The first step is to translate all sentences in the206

dataset into Portuguese using a target model. The207

models we tested are:208

1. Commercial MT systems: Google Trans-209

late1, Amazon Translate2, Microsoft Trans-210

late3, DeepL4;211

2. General-purpose LLMs: GPT-4o5,212

DeepSeek-V36 (Liu et al., 2024), Llama3.27,213

Llama3.2 Instruct8 (Dubey et al., 2024),214

Tower Base9, Tower Instruct10 (Alves et al.,215

2024), EuroLLM11 (Martins et al., 2024);216

1https://translate.google.com
2https://aws.amazon.com/translate
3https://www.bing.com/translator
4https://www.deepl.com/en/translator
5https://chatgpt.com
6https://www.deepseek.com/
7https://huggingface.co/meta-llama/Llama-3.

2-3B
8https://huggingface.co/meta-llama/Llama-3.

2-3B-Instruct
9https://huggingface.co/Unbabel/

TowerBase-7B-v0.1
10https://huggingface.co/Unbabel/

TowerInstruct-7B-v0.2
11https://huggingface.co/utter-project/

EuroLLM-9B

3. Translation-specific non-comercial mod- 217

els: NLLB-20012 (Costa-jussà et al., 2022), 218

M2M13 (Fan et al., 2021), OPUS-MT14 219

(Tiedemann and Thottingal, 2020). 220

For the commercial systems, we utilized the 221

APIs provided by each service. For the remaining 222

models, we accessed them through the Hugging 223

Face interface. 224

When the models allowed us to specify between 225

European Portuguese and Brazilian Portuguese, we 226

always opted for European Portuguese. However, 227

for some models, this option was unavailable and 228

translations would occasionally default to Brazil- 229

ian Portuguese. We also encountered an issue with 230

the Google Translate API where even if European 231

Portuguese was specified, the API returned trans- 232

lations in Brazilian Portuguese. In those cases, we 233

decided to proceed with the Brazilian Portuguese 234

translations, assuming that any gender bias would 235

likely be comparable between the two varieties. 236

Regarding prompt-based LLMs such as GPT, 237

Llama, and Tower Instruct, we employed a zero- 238

shot approach. The basic structure of our prompts 239

was as follows, with slight variations to suit each 240

model’s expected response format: 241

Translate the following text from English 242

into Portuguese. 243

English: {sentence} 244

Portuguese: 245

Table 1 presents an example sentence and the 246

translations produced by different MT systems. We 247

can observe the various approaches each system 248

uses to handle both the entity with explicit gender 249

reference and the ambiguous entity. In our work, 250

we evaluate only the entity whose gender is unam- 251

biguous given the context (in Table 1, the librarian). 252

For the other entity in the sentence, determining the 253

best way to translate gender-ambiguous entities is a 254

subject of ongoing discussion, and each translation 255

system handles such cases differently. Although 256

biases may influence these decisions, addressing 257

them is beyond the scope of our evaluation, and 258

our focus remains on clear-cut biases that lead to 259

unequivocally incorrect sentences. 260

12https://huggingface.co/facebook/nllb-200-3.
3B

13https://huggingface.co/facebook/m2m100_1.2B
14https://huggingface.co/Helsinki-NLP/

opus-mt-tc-big-en-pt
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Source Sentence:
The librarian was unable to find the book for the developer and instead offered her a magazine.
(developer, female)

System Predicted translation Phenomenon
Google
Translate

A bibliotecária não conseguiu encontrar
o livro para a desenvolvedora e, em vez
disso, ofereceu a ela uma revista.

Translate all entities to same gender (fe-
male).

DeepL O bibliotecário não conseguiu encontrar
o livro para a promotora e ofereceu-lhe
uma revista.

Correct gender for the target entity and
defaults to male for the ambiguous entity
(bibliotecário). Note: Incorrect translation
of developer as “promotora”.

M2M O bibliotecário não conseguiu encontrar
o livro para o desenvolvedor e, em vez
disso, ofereceu-lhe uma revista.

Biased translation, defaults both entities to
masculine forms, ignoring gender context
in the source sentence.

GPT O bibliotecário não conseguiu encontrar
o livro para o desenvolvedor e, em vez
disso, ofereceu a ela uma revista.

Biased translation, defaults both entities
to masculine but uses a feminine pronoun
(“ela”) to address the developer.

Llama-
Instruct

A bibliotecária não conseguiu encontrar
o livro para o desenvolvedor e, em vez
disso, ofereceu-lhe uma revista.

Biased translation, likely influenced by
stereotypical roles.

Table 1: Examples of the different systems’ performance on a sentence from the WinoMT corpus. Words in blue,
orange and red indicate male, female and neutral, respectively.

3.2 Alignment261

The next step involves aligning the source sen-262

tences and their Portuguese translations. This step263

matches occupational nouns (e.g. the lawyer) in264

the original sentences with the corresponding ones265

in the translated text (e.g. o advogado). Given the266

limited resources available for English-Portuguese267

text alignment, we opted to use fast-align (Dyer268

et al., 2013), which is known for its efficiency.269

3.3 Gender Extraction270

Finally, a morphological analyzer is employed to271

extract the gender of entities in the target side. This272

allows us to compare the gender of the translated273

entity against the correct gender assigned by the274

annotations.275

We tested the default Portuguese models for276

SpaCy 2.215 (Honnibal et al., 2020), Stanza 1.9 (Qi277

et al., 2020) and UDPipe 2.5 (Straka et al., 2016) in278

the Bosque dataset (Rademaker et al., 2017) from279

the Universal Dependencies framework (de Marn-280

effe et al., 2021). Stanza performed the best in281

terms of overall gender accuracy, but due to its282

15Although this is not the most recent version of SpaCy,
SpaCy v2 obtained better gender accuracy than SpaCy v3 in
our experiments.

considerably longer runtime compared to SpaCy, 283

which achieved similar results, we opted to use 284

SpaCy in our experiments. 285

None of the analyzers demonstrated a significant 286

difference in performance between feminine and 287

masculine words, which is important to minimize 288

the risk of inadvertently introducing new bias into 289

our research. 290

4 Experimental Setup 291

4.1 Datasets 292

4.1.1 Single-sentence dataset 293

As previously stated, in this study we rely on the 294

WinoMT dataset, introduced by Stanovsky et al. 295

(2019), which results from two English bench- 296

marks for co-reference resolution: WinoBias (Zhao 297

et al., 2018) and WinoGender (Rudinger et al., 298

2018). WinoMT is commonly used to assess 299

model’s ability to resolve pronoun references, us- 300

ing occupations as contextual information. It con- 301

sists of 3,888 sentences featuring two human en- 302

tities, defined by their occupations, along with a 303

pronoun referring to one of them. It is equally bal- 304

anced between female and male genders, as well as 305

pro-stereotypical and anti-stereotypical role assign- 306

ments. Each sentence is annotated with the entity 307
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to be tested and its corresponding gender label.308

Example:309

Pro-stereotypical: The developer argued with310

the designer because he did not like the design.311

Anti-stereotypical: The developer argued with312

the designer because she did not like the design.313

4.1.2 Inter-sentence datasets314

We also explored inter-sentence contexts, where the315

gender clues are provided in a separate sentence.316

We manually selected a set of 500 sentences317

from the original dataset that could be easily split318

into two parts without loosing meaning or creating319

ambiguity. In most cases, this division was done320

by splitting the sentences at the word “because”.321

Example:322

Original: The developer visited the hairdresser323

because she needed to cut her hair.324

Divided: The developer visited the hairdresser.325

She needed to cut her hair.326

Example of a discarded sentence, due to am-327

biguity:328

Original : The chief gave the housekeeper a tip329

because she was satisfied.330

Divided: The chief gave the housekeeper a tip.331

She was satisfied.332

Additionally, we made sure that the 500333

sentences were evenly balanced between male334

and female references, as well as between pro-335

stereotypical and anti-stereotypical role assign-336

ments. We call this dataset inter-2.337

We also created an additional dataset by adding338

a new neutral sentence in between the other two.339

We experimented with two different options: “It340

made sense” and “The weather was cold.”.341

Example:342

Version 1: The CEO bought the accountant a343

car. It made sense. He needed one.344

Version 2: The CEO bought the accountant a345

car. The weather was cold. He needed one.346

We call this dataset inter-3.347

4.2 Metrics348

To measure the impact of gender bias in transla-349

tions, we used the same metric implementation350

as the WinoMT test suite, with the addition of351

the masculine-to-female (M:F) ratio (Saunders and352

Byrne, 2020). The metrics are as follows:353

• Accuracy: the percentage of instances the354

translation has the correct gender.355

• ∆G: difference in performance (F1 score) 356

between male and female translations. 357

• ∆S: difference in performance (Accuracy) be- 358

tween pro-stereotypical and anti-stereotypical 359

role assignments. 360

• M:F ratio: ratio of male and female predic- 361

tions. 362

While accuracy provides a general sense of system 363

performance and existing bias, the other metrics 364

allow for a more fine grained analysis of where 365

these gender biases reside. 366

Smaller values of ∆G and ∆S are indicative of 367

less gender bias. A high ∆G suggests that the sys- 368

tem performs better for one gender over the other. 369

Meanwhile, a high ∆S indicates that the system 370

performs poorly when handling anti-stereotypical 371

roles, pointing to an over-reliance on stereotypes. 372

The M:F ratio should be as close to 1 as pos- 373

sible, as the WinoMT dataset is equally balanced 374

between masculine and feminine genders. This 375

metric correlates with ∆G, but also allows for a 376

more nuanced analysis of the other metrics. If M:F 377

ratio is skewed (either too high or too low), it re- 378

duces the relevance of ∆S, as the imbalance would 379

suggest that the system is more heavily influenced 380

by one gender. 381

5 Results and Discussion 382

5.1 Single Sentence Results 383

5.1.1 Automatic Evaluation 384

Our main findings are presented in Table 2. As 385

in all tables of this paper, the best results for each 386

column are shown in bold, while the worst results 387

are shown underlined. 388

In terms of gender accuracy, commercial MT 389

systems outperform all other models. Only NLLB 390

and Tower Instruct can achieve comparable results. 391

Balanced gender performance is a notable 392

strength of commercial MT systems, with ∆G 393

scores close to zero. Interestingly, both Amazon 394

Translate and Google Translate perform slightly 395

better for feminine entities than for masculine ones. 396

Tower Instruct stands out among the remaining 397

MT systems with a relatively low ∆G, followed by 398

NLLB. On the other end of the spectrum, DeepSeek 399

is the worst-performing model, followed by OPUS- 400

MT and M2M. 401

Stereotypical bias, highlighted by ∆S, remains 402

a widespread issue. All systems perform signif- 403

icantly better on stereotypical sentences, which 404
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Model Acc ∆G↓ ∆S↓ M:F↓
Google Translate 78.8 0.4* 17.7 1.46
Amazon Translate 79.4 0.8* 9.8 1.39
Microsoft Translate 73.7 1.1 18 1.48
DeepL 75.4 0.9 21.7 1.47
GPT-4o 59.8 9.8 31.8 2.10
DeepSeek-V3 47.3 35.2 25.2 5.13
Llama3.2 3B 57.9 14.3 30.3 2.59
Llama3.2 3B Instruct 56.1 20.9 25.2 3.38
TowerBase 7B 61.6 13.9 24.6 2.78
TowerInstruct 7B 71.9 1.5 24.9 1.43
EuroLLM 9B 64.4 18.8 11.9 2.76
OPUS-MT 54.8 27.4 21.6 4.57
NLLB200 3.3B 77.2 4 22.7 1.83
M2M100 1.2B 57.5 22 23.7 3.97

Table 2: Performance of various translation models on
the WinoMT dataset. Values with * indicate that the
imbalance is favoring female instances.

points to an over-reliance on gender stereotypes.405

Commercial systems once again exhibit the best406

results, but still show significant weaknesses in this407

regard.408

The M:F ratio also reveals that all systems, to409

some extent, default to male terms. This is not410

surprisingly, as in Portuguese masculine forms are411

often used as the neutral or default form. Com-412

mercial MT systems again perform best with this413

metric, with Tower Instruct being the only LLM414

that not only approaches Amazon Translate but415

even outperforms other commercial MT models.416

DeepSeek, however, stands out for its poor perfor-417

mance in this metric, consistent with its similarly418

weak performance in ∆G. This suggests a very419

strong tendency to default to male forms, regard-420

less of context or gender clues.421

5.1.2 Human Evaluation422

We conducted a human validation to estimate the423

accuracy of our automatic gender bias evaluation.424

We randomly sampled 60 sentences, selecting trans-425

lations from different translation models, and had426

each sentence annotated by three native Portuguese427

speakers. The annotators were tasked with identi-428

fying the gender of an entity for each translations.429

We then compared the human annotations with430

the automatic annotations. The agreement be-431

tween human and automatic annotations was al-432

ways above 89%. Additionally, the inter-annotator433

agreement among humans annotators was 91%. An434

example of discrepancy was the term um aluno435

(“a student”) in the sentence O educador estava436

se reunindo com um aluno para discutir suas ha-437

bilidades de escrita. (“The educator was meet-438

ing with a student to discuss their writing skills.”)439

that was considered masculine by two annotators, 440

while other classified it as neutral. This reflects the 441

common practice in Portuguese of using masculine 442

forms as generic or gender-neutral. Another source 443

of confusion involved the translation of certain 444

occupational terms, which were either incorrect 445

or unfamiliar. For instance, “cashier” was trans- 446

lated as o caixa (masculine) or a caixa (feminine), 447

and the term “janitor” was sometimes translated 448

as garçonete. Since these terms are rarely used 449

in Portugal, some annotators were uncertain about 450

how to classify them. 451

5.1.3 Translation Quality 452

We evaluated translation quality using the COMET- 453

Kiwi metric (Rei et al., 2022). Results are pre- 454

sented in Table 3. 455

Model COMET Score(%)
Google Translate 84.9
Amazon Translate 83.3
Microsoft Translate 84.1
DeepL 84.3
GPT-4o 83.8
DeepSeek-V3 84.4
Llama-3.2 3B 81.4
Llama-3.2 3B Instruct 82.2
TowerBase 7B 84.5
TowerInstruct 7B 84.6
EuroLLM 9B 84.5
OPUS-MT 84.1
NLLB200 3.3B 84.4
M2M100 1.2B 83.2

Table 3: COMET scores for various translation models
on the WinoMT dataset.

Most models achieve comparable results, with 456

no model significantly outperforming the others. 457

Several conclusions can be drawn from this obser- 458

vation. First, systems with different bias scores per- 459

form similarly in terms of translation quality, which 460

underscores that it is possible to achieve fairer trans- 461

lations while maintaining high quality outputs. Sec- 462

ond, as highlighted earlier in this work, even state 463

of the art translation quality metrics alone are in- 464

sufficient to capture biases. 465

5.2 Inter-Sentence Results 466

Considering the inter-sentence gender bias, Table 4 467

presents the accuracy of each model on the 500 468

original sentences, the inter-2 (I2) and inter-3 (I3) 469

datasets. For the inter-3 dataset, the two differ- 470

ent versions, “It made sense” and “The weather 471

was cold.”, produced similar results, therefore, we 472

present only the results for the first one. 473
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The full results for all remaining metrics are474

provided in Appendix A.475

Model Original I2 I3
Google Translate 78.2 75.2 71.2
Amazon Translate 85.0 47.0 47.4
Microsoft Translate 78.6 46.4 46.4
DeepL 78.4 65.0 45.0
GPT-4o 47.4 47.8 51.8
DeepSeek-V3 47.4 46.8 47.0
Llama-3.2 3B 55.0 53.2 49.6
Llama-3.2 3B Instruct 55.4 60.2 54.0
TowerBase 7B 61.2 66.4 56.2
TowerInstruct 7B 74.2 73.2 67.2
EuroLLM 9B 70.6 71.8 67.0
OPUS-MT 56.8 55.4 54.4
NLLB200 3.3B 75.2 68.8 64.4
M2M100 1.2B 62.8 49.8 47.2

Table 4: Accuracy of all models on a portion of the
original WinoMT dataset versus inter-2 and inter-3.

Most translation systems exhibit a high drop in476

accuracy when faced with two separate sentences477

(I2). Commercial MT systems are the most af-478

fected by this modification. Amazon Translate and479

Microsoft Translate, two of the best-performing480

models on the original sentences, show the most481

significant declines in accuracy. In contrast, some482

models perform slightly better with this modifi-483

cation, particularly general-purpose LLMs. This484

highlights their ability to retain and utilize contex-485

tual information spread across sentences.486

Adding a sentence between the two others (I3)487

led to a decrease in accuracy for most models.488

Some models remained unaffected by this addi-489

tional sentence, as they had already experienced a490

significant drop with the previous change. Among491

the models that maintained good performance with492

two sentences, DeepL showed the most noticeable493

decline with the addition of a third sentence.494

Among the best performing systems on the orig-495

inal sentences, only Google Translate, EuroLLM,496

and Tower Instruct maintain high accuracy in the497

two new sets of sentences, indicating robustness in498

capturing inter-sentence context. Based on these re-499

sults, Google Translate is the most effective model500

at handling cases where contextual information ap-501

pears in a separate sentence.502

5.3 Portuguese vs. other Romance Languages503

We started by examine the original study that intro-504

duces the WinoMT test suite, conducted in 2019.505

After replicating the experiments with updated506

translations, our findings indicate an improvement507

over the results reported there for Romance Lan-508

guages, shown on Table 5. This suggests that trans- 509

lation systems have made substantial effort in re- 510

cent years to generate fairer translations. 511

Then, we conducted a comparative analysis 512

across those Romance languages using all the previ- 513

ously evaluated translation systems16. Our evalua- 514

tion included Spanish, French, and Italian. Results 515

are shown on Table 6. Interestingly, the English- 516

Portuguese language pair yielded significantly bet- 517

ter results than the other tested languages, across 518

all metrics. 519

5.4 Sentiment Analysis 520

The sentences in the WinoMT dataset often convey 521

strong sentiments (e.g.,The developer argued with 522

the designer because she did not like the design. 523

[NEGATIVE], The mover said thank you to the 524

housekeeper because she is grateful. [POSITIVE]). 525

In this section, we analyze how this aspect influ- 526

ences the translation of the entities in the sentence. 527

To perform sentiment analysis, we utilized 528

Hugging Face’s sentiment analysis pipeline with 529

the default DistilBERT model17. We then mea- 530

sured the correlation between sentiment (posi- 531

tive/negative) and the gender of translations (mas- 532

culine/feminine), using Pearson’s correlation coef- 533

ficient. The results of this analysis are presented in 534

Table 7. 535

Overall, we did not find strong evidence that 536

sentiment plays a significant role in the translated 537

gender of the sentences. Even in cases with statisti- 538

cally significant results (e.g., GPT, Google Trans- 539

late, Llama, Tower Base), the correlations remain 540

weak. This suggests that gender (male vs. female) 541

is not meaningfully associated with sentiment po- 542

larity (positive vs. negative) in the evaluated trans- 543

lation models. 544

6 Conclusions 545

In this study, we explored the presence of gen- 546

der bias in English-to-Portuguese translation. We 547

found that that all the systems tested exhibit preva- 548

lent biases. While commercial MT systems outper- 549

form others across many metrics, they remain far 550

from perfect, continuing to rely heavily on stereo- 551

types. This issue persists even in cases where suffi- 552

cient context is provided to accurately identify the 553

gender of an entity. 554

16DeepL was excluded from this evaluation due to the free
character limit of its API

17https://huggingface.co/
distilbert-base-uncased-finetuned-sst-2-english
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Google Translate Microsoft Translate Amazon Translate
Acc ∆G↓ ∆S↓ Acc ∆G↓ ∆S↓ Acc ∆G↓ ∆S↓

ES 53.1 23.4 21.3 47.3 36.8 23.2 59.4 15.4 22.3
FR 63.6 6.4 26.7 44.7 36.4 29.7 55.2 17.7 24.9
IT 39.6 32.9 21.5 39.8 39.8 17.0 42.4 27.8 18.5

Table 5: Results for Spanish, French and Italian presented in the 2019 study by Stanovsky et al.

Google Translate Amazon Translate Microsoft Translate
Acc ∆G↓ ∆S↓ M:F↓ Acc ∆G↓ ∆S↓ M:F↓ Acc ∆G↓ ∆S↓ M:F↓

PT 77.8 0.4* 17.7 1.46 79.4 0.8* 9.8 1.39 73.7 1.1 18 1.48
ES 64.8 6.7 28.4 2.13 73.8 1.8 18.8 1.22 71.9 0.5* 20.7 1.37
FR 62.0 8.0 23.8 2.29 67.5 1.5 22.2 1.86 65.8 2.5 19.5 1.85
IT 50.5 6.6 25.3 2.04 54.0 7.9 19.5 2.19 48.6 13.8 23.6 2.63

GPT-4o DeepSeek-V3
Acc ∆G↓ ∆S↓ M:F↓ Acc ∆G↓ ∆S↓ M:F↓

PT 59.8 9.8 31.8 2.10 47.3 35.2 25.2 5.13
ES 56.5 11.8 33.9 2.39 68.2 3.7 25.7 1.84
FR 57.9 11.1 19.3 2.53 62.4 0.6 24.6 1.55
IT 43.7 17.9 19.8 2.94 38.5 30.4 20 5.13

Llama-3.2 3B Llama-3.2 3B Instruct
Acc ∆G↓ ∆S↓ M:F↓ Acc ∆G↓ ∆S↓ M:F↓

PT 57.9 14.3 30.3 2.59 56.1 20.9 25.2 3.38
ES 53.3 18 18.4 2.96 53.9 24.2 19.5 4.25
FR 52.2 17.1 20.5 2.86 54.1 16.3 27.6 3.13
IT 46.3 17.7 23 2.92 45.5 24.9 21.4 4.19

TowerBase 7B TowerInstruct 7B EuroLLM 9B
Acc ∆G↓ ∆S↓ M:F↓ Acc ∆G↓ ∆S↓ M:F↓ Acc ∆G↓ ∆S↓ M:F↓

PT 61.6 13.9 24.6 2.78 71.9 1.5 24.9 1.43 64.4 18.8 11.9 2.76
ES 54.6 21.9 22.4 3.81 68.3 1.7 20.7 1.42 64.6 7.9 16.6 2.22
FR 51.7 23.4 20.3 4.06 64.4 2.8 23.4 1.60 58.0 12.7 18.4 2.87
IT 44.4 20.6 26.2 3.65 54.3 3.7 22.5 1.65 49.7 14.5 23.9 3.11

OPUS-MT NLLB200 3.3B M2M100 1.2B
Acc ∆G↓ ∆S↓ M:F↓ Acc ∆G↓ ∆S↓ M:F↓ Acc ∆G↓ ∆S↓ M:F↓

PT 54.8 27.4 21.6 4.57 77.2 4 22.7 1.83 57.5 22 23.7 3.97
ES 54.4 20.9 24.6 3.69 68.5 4.1 28.4 1.88 57.5 18.2 20.7 3.59
FR 52.0 20 22.2 3.52 63.2 5.9 28.3 2.14 51.8 22.7 20.6 4.05
IT 40.5 28.3 19.9 4.72 54.8 6.1 20.6 1.96 42.9 26.1 19 4.39

Table 6: Performance of the translation models on the WinoMT dataset across different languages.

Model Correlation p-value
Google Translate -0.053 0.001
Amazon Translate -0.013 0.602
Microsoft Translate 0.005 0.843
DeepL -0.016 0.534
GPT-4o -0.076 0.000
DeepSeek-V3 -0.002 0.879
Llama-3.2 3B -0.041 0.012
Llama-3.2 3B Instruct -0.002 0.920
TowerBase 7B -0.042 0.005
TowerInstruct 7B -0.004 0.823
EuroLLM 9B -0.015 0.358
OPUS-MT -0.018 0.260
NLLB200 3.3B 0.002 0.899
M2M100 1.2B -0.028 0.113

Table 7: Pearson Correlation and p-values for different
models.

Additionally, we examined gender bias in an555

inter-sentence context. By dividing each sentence556

into two, we test the robustness of translation mod-557

els to utilize contextual information about gender 558

spread across sentences. Our findings indicated that 559

very few models were able to maintain high per- 560

formance when faced with this challenge. Perfor- 561

mance decreased further when a neutral sentence 562

was added between the two previous sentences. 563

We also compared the results for Portuguese 564

with those of other Romance languages, revealing 565

some surprising findings. Portuguese shows better 566

performance than some other Romance languages. 567

Furthermore, this experiment allowed us to revisit 568

previously reported results for these languages, and 569

conclude that there has been noticeable improve- 570

ment in translation systems over time. 571

Finally, we concluded that there was no strong 572

relation between the sentences’ sentiment and the 573

translated gender. 574
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7 Limitations575

In this work, our analysis was restricted to bias576

related to occupational stereotypes, which is only577

one of many manifestations of gender bias. Addi-578

tionally, this study only considers binary gender579

forms (female and male), overlooking non-binary580

and gender-neutral representations. Given the com-581

plexity of this issue, including gender-neutral trans-582

lation into our study would present significant chal-583

lenges. Nevertheless, we acknowledge the impor-584

tance of this endeavor and leave it open for future585

exploration. Moreover, the structured nature of the586

sentences in our dataset, designed to isolate occupa-587

tional stereotypes, may lead models to learn these588

specific patterns without addressing broader issues589

of bias.590

Also, due to hardware limitations, we were un-591

able to test models with more than 10 billion pa-592

rameters, which meant the largest versions of some593

models were excluded from the research.594

It is also important to note that we cannot defini-595

tively determine whether the translation models596

have previously been exposed to the WinoMT597

dataset during training or testing. This would un-598

dermine the reliability of our findings in measuring599

the true extent of gender bias in these models, as600

their performance may not accurately represent601

their real-world behavior when confronted with602

new, unseen data.603

Finally, the results presented in this work are tied604

to the specific versions of the models used during605

this study, some of which can be updated with at606

any time. As we have seen, some commercial MT607

systems have evolved since the first study to use608

this evaluation method, and will probably continue609

to do so. The use of LLMs also adds another layer610

of complexity as reproducibility with these models611

is a significant concern. The model’s response to612

the same query may vary. Prompt design also plays613

a crucial role in determining the outputs of LLMs as614

variations in input prompts could produce different615

results, impacting the study’s findings.616

8 Ethics Statement617

We acknowledge the sensitive nature of gender bias618

and took care to present our findings in a responsi-619

ble manner. This study relied upon the WinoMT620

test suite, a publicly available resource that, to the621

best of our knowledge, was collected in accordance622

with all ethical standards. Similar to WinoMT,623

our expansion of the dataset will be made publicly624

available under the MIT license to facilitate repro- 625

ducibility and further research in this area. For the 626

human evaluation component, all participants were 627

fully informed of the purpose of the research and 628

participated voluntarily with full consent. No finan- 629

cial compensation was provided for participation. 630

Additionally, ChatGPT was used as an editing tool 631

to improve the clarity and coherence of the text in 632

this paper. 633
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Accuracy ∆G↓ ∆S↓ M:F↓
Orig. I2 I3 Orig. I2 I3 Orig. I2 I3 Orig. I2 I3

Google Translate 78.0 75.2 71.2 0.1 1.7 4.6 22.1 23.1 22.6 1.43 1.57 1.77
Microsoft Translate 78.6 46.4 46.4 0.5 35.8 35.8 9.6 23.6 24.1 1.30 4.70 4.63
Amazon Translate 85.0 47.0 47.4 2.5 41.2 41.5 1.0 24.0 23.1 1.19 6.66 6.90
DeepL 78.4 65.0 45.0 0.1 8.5 36 16.8 31.3 28.8 1.38 2.09 4.89
GPT-4o 47.4 47.8 51.8 26.6 31 23.9 35.6 34.6 45.2 3.33 4.18 3.43
DeepSeek 47.4 46.8 47.0 36.8 36.2 38.1 29.3 30.8 29.3 5.24 5.07 5.65
Llama-3.2 3B 55.0 53.2 49.6 18.0 19.4 25.8 34.7 33.2 34.7 2.87 2.84 3.50
Llama-3.2 3B Instruct 55.4 60.2 54.0 20.4 15.7 22.5 31.7 21.2 27.4 3.10 2.80 3.41
TowerBase 7B 61.2 66.4 56.2 14.3 8.8 20.8 25.5 25.5 29.8 2.68 2.18 3.17
TowerInstruct 7B 74.2 73.2 67.2 0.3 0.1 3.3 26.9 29.4 28.4 1.23 1.21 1.31
EuroLLM 9B 70.6 71.8 67.0 6.9 5.1 9.8 17.8 12.9 18.7 2.28 1.93 2.46
OPUS-MT 56.8 55.4 54.4 25.6 25.8 27.9 23 25 20.2 4.47 4.38 4.67
NLLB200 3.3B 75.2 68.8 64.4 4.5 6.4 10.8 23.1 24.5 29.9 1.74 2.10 2.47
M2M100 1.2B 62.8 49.8 47.2 15 30.7 32.9 29.8 25.0 29.3 2.98 4.86 5.06

Table 8: Results for all metric on the datasets inter-2 and inter-3.
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