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Abstract

Forced alignment has allowed for the rapid cre-001
ation and annotation of corpora. In this study002
we examine the Montreal Foreced Aligner003
and its accuracy of aligning Greek data. Us-004
ing a conversational Greek corpus we train a005
small grapheme-to-phoneme model and use006
this model to align the entire corpus. We com-007
pare our results to various previous studies of008
the MFA and other forced alignment software009
and conclude that forced alignment greatly in-010
creases the ability to create new corpora for011
low-resource and understudied languages.012

1 Introduction013

Forced alignment software has seen an increased014

use in the fields of sociophonetics and corpus re-015

search. The manual alignment of word and phone016

boundaries can easily take hundreds of hours even017

for smaller corpora. Forced aligners such as the018

Munich Automatic Segmentation System (Kisler019

et al., 2017), the Forced Alignment & Vowel Ex-020

traction suite (Rosenfelder et al., 2014), and the021

Montreal Forced Aligner (MFA, McAuliffe et al.,022

2017) allow for the automatic segmentation and023

alignment of words and phones. Forced alignment024

has allowed researchers to speed up the alignment025

process giving them more time to spend on the026

actual research question at hand.027

Various recent studies have shown the useful-028

ness and accuracy of Forced Alignment Software029

used in the study of English (Gonzalez et al., 2020,030

MacKenzie and Turton, 2020, Meer, 2020). These031

results are to be expected, however, given that the032

software used contains various pre-trained acoustic033

models for English. With the development of the034

Prosodylab-Aligner (PL-A, Gorman et al., 2011)035

and the newer MFA the use of forced alignment has036

been extended to understudied and low-resource037

languages. Johnson et al. (2018) showed that the038

PL-A provides a substantial increase in efficiency039

for the aligning of understudied languages.040

In the current study we will investigate the use 041

of the MFA on a spoken Greek dataset. We will 042

investigate the ease of use of the MFA alignment 043

pipeline and compare the results with a human 044

annotated segment. The paper is divided into 4 045

main sections. In section 2 we discuss what forced 046

alignment entails and how it works. In section 3 047

we outline the pipeline that we created for aligning 048

Greek data. In section 4 we discuss our results and 049

how the forced alignments compare with human 050

aligned data. In section 5 we will give a summary 051

of our research and some suggestions for further 052

study. 053

2 Background 054

Forced alignment is the automatic segmentation of 055

a transcript and aligning the phonemic boundaries 056

to the speech signal. The process of forced align- 057

ment starts with creating a grapheme-to-phoneme 058

(G2P) dictionary which is used to map the ortho- 059

graphic transcription to the phonemic representa- 060

tion. The data is then segmented and the phone- 061

mic representation is aligned with the continuous 062

speech signal creating a time-aligned transcript 063

of the data. Forced Aligners like the MFA often 064

come with pre-trained models for languages like 065

English, German, and Spanish. However, minority 066

languages and sparsely documented languages of- 067

ten do not have pre-trained models due to the lack 068

of data available. The MFA has the ability to train 069

a custom model for new languages not included in 070

the MFA. The MFA uses the Kaldi toolkit (Povey 071

et al., 2011), which is based on a Hidden Markov 072

Model, to generate models for aligning the data. 073

For our alignment task we are working with a 074

corpus of interviews conducted in Greek (Anastas- 075

siadis et al., 2017). Each audio file contains an 076

interview conducted between two people. The type 077

of speech in this corpus is colloquial and informal 078

and does not contain much overlap in speaking due 079

to the interview register. Since the interviews were 080
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File Phone Count
004 73
013 53
120 77
128 105
400 90
403 45

Table 1: Number of phones analyzed per File

conducted one-on-one there is often only one per-081

son speaking at a time and additionally there is not082

much background noise. This means that forced083

alignment is a viable option for speeding up the084

corpus alignment. In this study we only aligned the085

speech of the person being interviewed. We will do086

a quantitative analysis comparing the alignments087

from the MFA to those corrected by a human. In088

table 1 we show the number of phones that were089

analyzed.090

3 Pipeline091

Our alignment pipeline is composed of three steps:092

(1) pre-processing, both of the transcripts and the093

audio files, (2) alignment, and (3) consolidation of094

the aligned data.095

3.1 Pre-Processing096

We are only interested in aligning the speech of the097

person being interviewed which means we need098

to extract the tier corresponding to that speaker.099

When selecting a tier to be used as the base for the100

alignment it is important to pick a tier of medium101

length. Intervals shorter than 100ms will not be102

aligned by the MFA (McAuliffe et al.) and if long103

intervals are used the alignment may deteriorate104

towards the end of the interval. For the alignment105

discussed in this paper we used the "PrWord" tier106

and extracted it from the TextGrid files. This tier107

contains prosodic words and is a good fit for forced108

alignment.109

After the tier is extracted we ran a script which110

fixes various punctuation issues. Some issues111

we fixed were removing extra spaces and adding112

spaces after various punctuation symbols.113

After processing the TextGrid files we processed114

the audio files. The MFA is based on the Kaldi115

toolkit which requires .wav files by default. We116

used the command line tool "ffmpeg" to convert the117

audio files to the .wav format. After obtaining the118

.wav audio files we used a praat script to resample119

the audio files to 16kHz as required by the MFA. 120

3.2 Alignment 121

Because the MFA does not come with a pretrained 122

model for Greek we have setup a system to boot- 123

strap the alignment process. First we trained a 124

small Grapheme to Phoneme (G2P) dictionary us- 125

ing 1 hour and 40 minutes of audio. This G2P 126

model is then used in our pipeline to construct a 127

pronunciation dictionary of the entire corpus that 128

is being aligned. After constructing this dictionary 129

we align the corpus using the generated pronuncia- 130

tion dictionary. 131

3.3 Consolidation 132

After all alignments are generated we extract the 133

manually generated tiers such as the sentence-level 134

and prosodic word-level tiers and merge these tiers 135

with the MFA generated tiers into a single TextGrid 136

file. At the end of this step we have an annotated 137

corpus where each audio file contains sentence, 138

prosodic word, word, and phone alignments. 139

4 Results 140

In this section we will first present the quantita- 141

tive results that were obtained by comparing the 142

human aligned data with that of the MFA data. We 143

will then compare our results to those of previous 144

studies where the accuracy of forced alignment 145

software was reported on. We will focus only on 146

phone alignments. 147

4.1 Quantitative Results 148

Our quantitative results are calculated based only 149

on the phone onset boundaries. We do not calculate 150

the phone offset since the onset of one phone is the 151

offset of the previous phone, with exception of the 152

very first phone. 153

As can be seen in table 2, the mean onset bound- 154

ary displacement ranges from 18.6 ms to 25.0 ms 155

with an average of 65.8% of boundaries, over all 156

files sampled, having a displacement within 20 ms. 157

4.2 Performance Assessment 158

First we will make some comparisons to studies 159

looking at the alignment of languages for which a 160

pre-trained model is provided. (McAuliffe et al., 161

2017) reports an accuracy of 77% within a toler- 162

ance of 25 ms for the English Buckeye corpus (Pitt 163

et al., 2007) which consists of 20.7 hours of conver- 164

sational speech. While this study uses a different 165
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File Mean Displacement in ms % within 20 ms
004 19.8 69.9%
013 25.0 66.0%
120 20.3 67.5%
128 23.7 57.1%
400 18.6 70.0%
403 19.6 64.4%

Table 2: Summary Statistics

cutoff we can see that our accuracies are not far off166

from this baseline study.167

(Johnson et al., 2018) tested the PL-A on Ton-168

gan data to see whether forced alignment is a viable169

option for speeding up alignment of understudied170

and low-resource languages. They reported accu-171

racies of 73% and 75% when comparing forced172

alignments generated by the PL-A to those of a hu-173

man annotator within a 20 ms tolerance. (Tang and174

Bennett, 2019) used the MFA to train alignment175

models for two Mayan languages and reported an176

accuracy of 71.7% within 20 ms.177

5 Conclusion178

We have shown that the MFA can be used effec-179

tively to speed up the alignment process of cor-180

pora for languages that do not have a pre-trained181

model included with the MFA. With minimal effort182

a pipeline can be setup for any language that has at183

least a few hours worth of audio data that can be184

used to create a small G2P model.185

While a forced aligned corpus may not be accu-186

rate enough for further quantitative inquiries with-187

out human correction, for many languages it will188

be beneficial to have a search-able corpus that con-189

tains roughly aligned phones and word boundaries190

as this could be a stepping stone towards deeper191

insights and studies.192
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