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Abstract
Vision-language models (VLMs) have recently001
shown promising results in traditional down-002
stream tasks. The capability of VLMs to “think”003
from a first-person perspective, a crucial at-004
tribute for advancing autonomous agents and005
robotics, remains largely unexplored. To bridge006
this research gap, we introduce EgoThink, a007
novel visual question-answering benchmark008
that encompasses six core capabilities with009
twelve detailed dimensions. The benchmark010
is constructed using selected clips from egocen-011
tric videos, with manually annotated question-012
answer pairs containing first-person informa-013
tion. To comprehensively assess VLMs, we014
evaluate twenty-one popular VLMs on Ego-015
Think. Moreover, given the open-ended format016
of the answers, we use GPT-4 as the automatic017
judge to compute single-answer grading. Ex-018
perimental results indicate that although GPT-019
4V leads in numerous dimensions, all evaluated020
VLMs still possess considerable potential for021
improvement in first-person perspective tasks.022

1 Introduction023

Vision-language models (VLMs) (Yang et al.,024

2023b; Alayrac et al., 2022; Li et al., 2023b; Driess025

et al., 2023) have shown remarkable progress in026

both conventional vision-language downstream027

tasks (Yang et al., 2023b; Alayrac et al., 2022; Li028

et al., 2023b; Driess et al., 2023) and following029

diverse human instructions (Dai et al., 2023; Li030

et al., 2023a; Ye et al., 2023; Zhu et al., 2023; Liu031

et al., 2023). Their application has expanded into032

broader domains such as robotics (Gao et al., 2023;033

Huang et al., 2023; Kuo et al., 2022) and embod-034

ied artificial intelligence (EAI) (Yang et al., 2023a;035

Sumers et al., 2023). As a result, the thorough eval-036

uation of VLMs has become increasingly important037

and challenging. Observing and understanding the038

world from a first-person perspective is a natural039

approach for both humans and artificial intelligence040

agents. We propose that the ability to “think” from041
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Figure 1: The main categories of our EgoThink bench-
mark to comprehensively assess the capability of think-
ing from a first-person perspective.

a first-person perspective, especially when inter- 042

preting egocentric images, is crucial for VLMs. 043

Therefore, there is a clear need to develop a com- 044

prehensive benchmark to evaluate the first-person 045

capabilities of VLMs more effectively. In this work, 046

we introduce a new benchmark for VLMs from a 047

first-person perspective, named EgoThink. 048

2 EgoThink Benchmark 049

2.1 Core Capabilities 050

We design six categories with twelve fine-grained 051

dimensions from the first-person perspective for 052

quantitative evaluation. (1) Object: What is 053

around me? Recognizing objects in the real world 054

is essential for human vision. We divide this into 055

three dimensions: Existence (predicting object pres- 056

ence), Attribute (detecting object characteristics), 057

and Affordance (predicting potential human actions 058

on objects). (2) Activity: What am I doing? 059

Activity recognition focuses on actions based on 060

object-hand interactions from an egocentric per- 061

spective. (3) Localization: Where am I? Local- 062

ization involves detecting the scene (Location) and 063

understanding the spatial relationship of objects rel- 064
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Methods Object Activity Localization Reasoning Forecasting Planning Average
Exist Attr Afford Loc Spatial Count Compar Situated Nav Assist

API-based model

GPT-4V 62.0 82.0 58.0 59.5 86.0 62.0 42.0 48.0 83.0 55.0 64.0 84.0 65.5

∼7B Models

BLIP-2-6.7B 49.0 29.0 39.0 33.5 60.0 31.0 3.0 21.0 33.0 25.0 8.0 6.0 28.1
LLaVA-1.5-7B 33.0 47.0 54.0 35.5 35.0 49.0 20.0 47.0 37.0 27.0 29.0 54.0 39.0
MiniGPT-4-7B 50.0 56.0 46.0 39.0 55.0 49.0 14.0 48.0 31.0 41.5 14.0 44.0 40.6
InstructBLIP-7B 50.0 33.0 45.0 47.5 77.0 38.0 18.0 43.0 67.0 40.5 19.0 31.0 42.4
Otter-I-7B 48.0 56.0 39.0 44.0 60.0 44.0 39.0 48.0 42.0 38.0 31.0 55.0 45.3
PandaGPT-7B 40.0 56.0 41.0 37.0 61.0 52.0 19.0 52.0 53.0 43.0 39.0 61.0 46.2
mPLUG-owl-7B 56.0 58.0 47.0 53.0 60.0 53.0 25.0 49.0 44.0 49.5 33.0 58.0 48.8
Video-LLaVA-7B 56.0 60.0 53.0 45.0 86.0 60.0 39.0 38.0 60.0 46.5 11.0 38.0 49.4
LLaVA-7B 63.0 58.0 50.0 47.0 81.0 45.0 24.0 36.0 47.0 49.5 35.0 60.0 49.6
ShareGPT4V-7B 67.0 75.0 53.0 55.5 77.0 62.0 30.0 38.0 66.0 47.0 41.0 63.0 51.9

∼13B Models

InstructBLIP-13B 52.0 55.0 49.0 54.0 63.0 49.0 11.0 33.0 59.0 44.0 19.0 25.0 42.8
PandaGPT-13B 35.0 52.0 41.0 40.5 68.0 31.0 32.0 40.0 47.0 45.5 16.0 69.0 43.1
LLaVA-13B-Vicuna 54.0 62.0 52.0 46.0 53.0 46.0 26.0 44.0 29.0 44.0 35.0 66.0 46.4
BLIP-2-11B 52.0 62.0 41.0 49.5 90.0 66.0 25.0 50.0 70.0 48.0 18.0 24.0 49.6
InstructBLIP-11B 74.0 68.0 48.0 49.5 86.0 52.0 32.0 49.0 73.0 53.0 16.0 17.0 51.5
LLaVA-13B-Llama2 65.0 61.0 45.0 56.0 77.0 53.0 34.0 34.0 66.0 50.5 49.0 71.0 55.1
LLaVA-1.5-13B 66.0 55.0 51.0 55.0 82.0 57.0 32.0 56.0 67.0 48.5 39.0 55.0 55.3

Table 1: Combined single-answer grading scores on zero-shot setups for various dimensions. The bold indicates
the best performance while the underline indicates the second-best performance. Exist, Attr, Afford, Loc, Spatial,
Count, Compar, Situated, Nav and Assist represent existence, attribute, affordance, location, spatial relationship,
counting, comparison, situated reasoning, navigation, and assistance.

ative to the subject. (4) Reasoning: What about065

the situation around me? This includes Counting,066

Comparison, and Situated Reasoning, focusing on067

objects in hand or surroundings and requiring fur-068

ther reasoning. (5) Forecasting: What will hap-069

pen to me? Forecasting predicts future object-state070

transformations or hand-object interactions. (6)071

Planning: How will I do? Planning involves Nav-072

igation (going from start to goal) and Assistance073

(offering instructions for daily problems).074

2.2 Data Collection075

To construct the EgoThink benchmark, we leverage076

the Ego4D dataset, extracting first-person visual077

data from its vast collection of videos. We engage078

annotators to manually label question-answer pairs,079

ensuring diversity and quality by selecting images080

that meet strict criteria and avoiding repetition. The081

EgoThink benchmark currently comprises 700 im-082

ages across six categories with twelve dimensions,083

sourced from 595 videos to guarantee a wide range084

of scenarios. We craft questions and answers for085

each image to mimic real-life conversations, using086

a variety of question types and ensuring accuracy087

in responses. The dataset’s size represents a bal-088

anced approach to benchmark diversity and the089

cost of open-ended QA evaluation, ensuring robust090

performance estimation within practical limits.091

3 Experiments 092

Setups. We evaluate eighteen prominent Vision- 093

Language Models (VLMs), divided into two pa- 094

rameter size groups for fair comparison. We per- 095

form zero-shot setups for all VLMs. To objectively 096

grade single-answer outputs, we use GPT-4 as an 097

automatic evaluator, prioritizing semantic accuracy 098

over surface similarity. The GPT-4 evaluator is 099

asked to assign a score of 0 (wrong), 0.5 (partially 100

correct), or 1 (correct) to the model output. 101

Results. We present the overall results of the evalu- 102

ated models on our EgoThink benchmark as shown 103

in Table 1. Despite having improved over the years, 104

VLMs are still difficult to think from a first-person 105

perspective, even GPT-4V. Among the six cate- 106

gories, only the scores on planning and localization 107

are relatively high, the performance in other ca- 108

pabilities can only reach around 60 points at best. 109

Among the better models, GPT-4V generally per- 110

forms much better than other models. 111

4 Conclusion 112

To pave the way for the development of VLMs 113

in the field of EAI and robotics, we introduce a 114

comprehensive benchmark, EgoThink. In future 115

research, we aim to further explore the essential 116

capabilities of VLMs in the EAI and robotics fields. 117
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