
1 
 
 

Abstract 1 

The performance of Word Sense 2 

Disambiguation (WSD) on a standard 3 

evaluation framework has reached an 4 

estimated upper bound. However, there is 5 

limited research on the application of WSD 6 

to relevant NLP tasks due to the high 7 

computational cost of supervised systems. 8 

In this paper, we propose a partial WSD 9 

method with sense category information 10 

and incorporate the sense knowledge into a 11 

supervised document classification 12 

framework. Experimental results show that 13 

the proposed method can constantly boost 14 

the system’s performance on document 15 

classification datasets against strong 16 

baselines. 17 

1 Introduction 18 

Text classification is one of the primary tasks in 19 

NLP community. A wide range of methods have 20 

been proposed to tackle the task, including 21 

traditional methods (Androutsopoulos et al., 2000; 22 

Tan, 2006; Forman, 2008), currently prevailing 23 

deep learning architectures (Kim, 2014; Zhang et 24 

al., 2016; Peters et al., 2018) and also graph neural 25 

networks (Yao et al., 2019; Huang et al., 2019; 26 

Zhang et al., 2020). The newly proposed methods 27 

can obtain outstanding performance on standard 28 

text classification datasets.  29 

In the supervised category, most of the previous 30 

work focuses on learning the relatively shallow 31 

mapping between the vector representation of the 32 

provided text and its label, rarely considering the 33 

senses behind the words. In many tasks of text 34 

classification, systems are required to distinguish 35 

which domain the given text is covering. In many 36 

cases, the difficulty of selecting a text’s major 37 

domain originates from the ambiguity of the words. 38 

For example, the word ‘court’ might appear in the 39 

domain of ‘sport’ or ‘law’. The sense knowledge of 40 

each sense, court.n.04 {a specially marked 41 

horizontal area within which a game is played} and 42 

court.n.07 {a tribunal that is presided over by a 43 

magistrate or by one or more judges who 44 

administer justice according to the laws}, can assist 45 

the assignment of the text’s domain. 46 

Among the limited research on the contribution 47 

of Word Sense Disambiguation (WSD) to text 48 

classification, most requires explicit 49 

disambiguation of words (Hung and Chen, 2016; 50 

Sinoara et al., 2018; Shimura1 et al., 2019). 51 

Although the proposed approaches can elevate the 52 

systems’ performance on text classification 53 

datasets, the explicit disambiguation of words in 54 

the given text leads to low efficiency, especially for 55 

the classification of documents. Further, the fine-56 

grained disambiguation of words is somehow 57 

redundant since many text categorization tasks 58 

only require coarse-grained genre information. 59 

In this paper, we propose a method to partially 60 

disambiguate the words in a given document to 61 

retrieve the necessary category information of the 62 

text. The disambiguation is implemented with a 63 

coarse sense inventory (CSI, Lacerra et al., 2020), 64 

using a majority voting mechanism. The retrieved 65 

sense knowledge (sense definition) of 66 

disambiguated words is then incorporated into a 67 

supervised text classification architecture. 68 

Experimental results on five document 69 

categorization datasets have shown the 70 

effectiveness of the proposed method. We 71 

summarize the contribution of our approach as 72 

follows: 73 

(1) We propose a fast and efficient partial WSD 74 

method to retrieve necessary category 75 

information for downstream text 76 

categorization tasks. On a proportion of 77 

standard WSD datasets, the method 78 

extensively outperforms a strong baseline. 79 

(2) We propose a sense knowledge 80 

incorporation method in a supervised text 81 
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classification architecture, which constantly 82 

raises the system’s performance on five 83 

document classification datasets. 84 

2 Method 85 

In this section, we will first briefly introduce the 86 

task of WSD before illustrating the proposed 87 

partial WSD of a document. Then, we will explain 88 

the incorporating method of the obtained sense 89 

knowledge in a supervised text classification 90 

framework. 91 

2.1 WSD 92 

WSD is to select the correct sense of a word in its 93 

context. Candidate senses are from a sense 94 

inventory such as WordNet. For example, in the 95 

sentence “Players had to reserve a court in 96 

advance”, the correct sense of ‘court’ is court.n.04 97 

{a specially marked horizontal area within which a 98 

game is played}. In WordNet 3.1, ‘court’ has 11 99 

meanings and many of them are excessively fine-100 

grained for relevant NLP tasks including text 101 

categorization.  102 

In CSI, most of WordNet senses are categorized 103 

into 45 coarse-grained classes including 104 

‘TRANSPORT & TRAVEL’, ‘PHYSICS & 105 

ASTRONOMY’ and ‘MUSIC, SOUND & 106 

DANCING’. For instance, car.n.01 is mapped to 107 

‘TRANSPORT & TRAVEL’. These coarse-grained 108 

labels can adequately convey domain knowledge 109 

for text classification. We utilize these labels to 110 

conduct partial WSD of documents. 111 

2.2 Partial WSD 112 

In the scenario of document classification, the fine-113 

grained WSD is somehow unnecessary, especially 114 

utilizing currently complex supervised WSD 115 

architectures (Bevilacqua and Navigli, 2020, 116 

Blevins and Zettlemoyer, 2020). On the contrary, 117 

we employ a majority voting mechanism to obtain 118 

the necessary sense knowledge for deciding the 119 

domain of a document. 120 

For each noun word 𝑤𝑤𝑖𝑖 in a document 𝐷𝐷, each 121 

of its potential senses 𝑠𝑠𝑖𝑖,𝑘𝑘 𝜖𝜖 𝑆𝑆𝑤𝑤𝑖𝑖  is retrieved from 122 

WordNet. For each sense 𝑠𝑠𝑖𝑖,𝑘𝑘 , we score its 123 

corresponding coarse-grained labels 𝑙𝑙  in CSI by 124 

frequency and consider the most frequent coarse-125 

grained label as the major label 𝐿𝐿 . Formula (1) 126 

demonstrates the detailed calculation of each CSI 127 

label’s score. 𝐼𝐼∆ is an indicative function where it 128 

returns 1 if a particular label 𝑙𝑙 in CSI is linked to 129 

sense 𝑠𝑠𝑖𝑖,𝑘𝑘 and returns 0 otherwise. Here, we only 130 

use nouns to capture the document domain. 131 

𝐿𝐿 = argmax
𝑙𝑙∈𝐶𝐶𝐶𝐶𝐶𝐶

∑ ∑ 𝐼𝐼∆(𝑙𝑙 ∈ 𝐶𝐶𝑆𝑆𝐼𝐼�𝑠𝑠𝑖𝑖,𝑘𝑘�)𝑠𝑠𝑖𝑖,𝑘𝑘∈𝐶𝐶𝑤𝑤𝑖𝑖𝑤𝑤𝑖𝑖∈𝐷𝐷   (1) 132 

Here, we conjecture that the CSI label  𝐿𝐿 is the 133 

major domain that the document belongs to. Then, 134 

we retrieve all the senses in 𝐷𝐷 that are linked to the 135 

major domain label 𝐿𝐿  in CSI and incorporate the 136 

knowledge (definition) of these senses into the 137 

supervised text classification framework. 138 

2.3 Text Classification Framework 139 

In our baseline model, the classification is 140 

implemented by fine-tuning a pre-trained language 141 

model (PLM). Precisely, we first input the text 142 

sequence into a PLM and retrieve the encoded 143 

features. Then, the features are mapped into a 144 

vector whose dimension is the number of classes 145 

for the text classification. After a SoftMax function 146 

is applied to the vector, a cross-entropy loss is 147 

computed against the processed vector and the 148 

ground-truth distribution. We take BERT (Devlin et 149 

al., 2019) as an example, for each input text 150 

sequence 𝑥𝑥𝑖𝑖, its representation is from BERT’s last 151 

layer at [CLS] position, shown in formula (2), on 152 

which a feed-forward network and a SoftMax 153 

function are applied. The cross-entropy loss is 154 

calculated with formula (3), where 𝑦𝑦𝑖𝑖  is the 155 

ground-truth distribution. 156 

                             𝑣𝑣𝑥𝑥𝑖𝑖 = 𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵−1𝐶𝐶𝐶𝐶𝐶𝐶(𝑥𝑥𝑖𝑖)                     (2) 157 

ℒ(𝑥𝑥𝑖𝑖 ,𝑦𝑦𝑖𝑖) = −∑ 𝑦𝑦𝑖𝑖,𝑘𝑘𝑙𝑙𝑙𝑙𝑙𝑙(𝑠𝑠𝑙𝑙𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑥𝑥(𝑠𝑠𝑙𝑙𝑚𝑚(𝑣𝑣𝑥𝑥𝑖𝑖))𝑘𝑘)|𝑦𝑦𝑖𝑖|
𝑘𝑘=1   158 

(3) 159 

Here, we augment the text representation with 160 

sense knowledge. Specifically, for each text 161 

sequence 𝑥𝑥𝑖𝑖, the above partial WSD returns a series 162 

of senses 𝑆𝑆𝐶𝐶 that are linked to the domain label 𝐿𝐿. 163 

To obtain the sense representation 𝑉𝑉𝐶𝐶𝐿𝐿  , we also 164 

utilize a PLM to encode all senses’ WordNet 165 

definition in a batch, 𝑑𝑑𝑑𝑑𝑠𝑠(𝑆𝑆𝐶𝐶) , using the last 166 

layer’s output at [CLS] position, demonstrated in 167 

formula (4). To avoid high computational expense, 168 

this PLM is frozen during training. 169 

                    𝑉𝑉𝐶𝐶𝐿𝐿 = 𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵−1𝐶𝐶𝐶𝐶𝐶𝐶(𝑑𝑑𝑑𝑑𝑠𝑠(𝑆𝑆𝐶𝐶))                (4) 170 

We utilize a self-attention layer to obtain a 171 

context-aware sense representation as in formula (5) 172 

and (6), similar to the implementation in Yu and 173 

Jiang (2019). 𝑊𝑊𝑄𝑄 , 𝑊𝑊𝐾𝐾  and 𝑊𝑊𝑉𝑉  are learnable 174 

parameters. 𝑑𝑑  and 𝑠𝑠  are respectively the 175 
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dimension of PLM hidden states and the number of 176 

heads in the self-attention layer. Unlike the setting 177 

in transformer encoder, we utilize 𝑉𝑉𝑥𝑥 as the query 178 

to calculate the weights for each sense 179 

representation in 𝑉𝑉𝐶𝐶𝐿𝐿  . As in formula (7), 𝑉𝑉𝑥𝑥  is the 180 

sum of BERT’s output at the last layer in all 181 

positions but [CLS], with 𝑥𝑥𝑖𝑖 being its input. 182 

                𝑣𝑣𝐶𝐶𝐿𝐿 = [𝑣𝑣1,𝐶𝐶𝐿𝐿 ,𝑣𝑣2,𝐶𝐶𝐿𝐿 , … , 𝑣𝑣𝑚𝑚,𝐶𝐶𝐿𝐿]                   (5) 183 

     𝑣𝑣𝑘𝑘,𝐶𝐶𝐿𝐿 = 𝑠𝑠𝑙𝑙𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑥𝑥(
[𝑊𝑊𝑄𝑄𝑘𝑘𝑉𝑉𝑥𝑥]𝑇𝑇[𝑊𝑊𝐾𝐾𝑘𝑘𝑉𝑉𝑆𝑆𝐿𝐿]

�𝑑𝑑/𝑚𝑚
)[𝑊𝑊𝑉𝑉𝑘𝑘𝑉𝑉𝐶𝐶𝐿𝐿]𝑇𝑇  (6) 184 

                       𝑉𝑉𝑥𝑥 = ∑ 𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵−1
𝑗𝑗 (𝑥𝑥𝑖𝑖)

|𝑥𝑥𝑖𝑖|
𝑗𝑗=1                    (7) 185 

Similar to BERT, we apply a feed-forward 186 

network (𝑠𝑠𝑙𝑙𝑚𝑚 ) and two-layer norms (𝐿𝐿𝐿𝐿 ) with 187 

residual connections to the multi-head self-188 

attention layer’s output to obtain the context-aware 189 

sense representation, shown in formula (8). 190 

   𝑣𝑣𝐶𝐶𝐿𝐿 = 𝐿𝐿𝐿𝐿(𝐿𝐿𝐿𝐿(𝑉𝑉𝑥𝑥 + 𝑣𝑣𝐶𝐶𝐿𝐿) + 𝑠𝑠𝑙𝑙𝑚𝑚(𝐿𝐿𝐿𝐿(𝑉𝑉𝑥𝑥 + 𝑣𝑣𝐶𝐶𝐿𝐿)))  (8) 191 

                           𝑣𝑣𝑥𝑥𝐶𝐶 = [𝑣𝑣𝑥𝑥𝑖𝑖 ,𝑣𝑣𝐶𝐶𝐿𝐿]                            (9) 192 

The context-aware sense representation 𝑣𝑣𝐶𝐶𝐿𝐿   is 193 

then concatenated with the original context 194 

representation 𝑣𝑣𝑥𝑥𝑖𝑖  to obtain the two-way 195 

representation 𝑣𝑣𝑥𝑥𝐶𝐶 , as in (9). Then, similar to the 196 

implementations in formula (5), (6) and (8), we 197 

utilize another encoder to fuse the two-way 198 

representation. One different implementation is 199 

that we use 𝑣𝑣𝑥𝑥𝐶𝐶 as the query in the multi-head self-200 

attention layer. We then utilize a feed-forward 201 

network and a SoftMax function to transform the 202 

fused vector and compute the loss as in formula (3). 203 

3 Datasets and Settings 204 

3.1 WSD datasets 205 

In order to evaluate the performance of the partial 206 

WSD method, we utilize a standard WSD 207 

evaluation framework (Raganato et al., 2017) 208 

which contains five all-words WSD datasets. For 209 

comparison, we also implement a hard-to-beat 210 

baseline for knowledge-based methods. For any 211 

given word, the baseline selects the WordNet 1st 212 

sense as its prediction. We note that the partial 213 

WSD method only disambiguates a proportion of 214 

the words in the given document. We therefore 215 

compare the method’s performance only on those 216 

disambiguated instances. We note that WordNet 1st 217 

sense is a high-quality knowledge derived from a 218 

sense-annotated corpus. 219 

 
1 http://people.csail.mit.edu/jrennie/20Newsgroups/ 

3.2 Text Classification Datasets 220 

For text classification datasets, we select five 221 

English document classification tasks including 222 

20NG1, reuters-8 (Lewis et al., 2004), reuters-52, 223 

AGnews (Zhang et al., 2015) and DBpedia (Zhang 224 

et al., 2015). The statistics for these datasets are 225 

shown in Table 1. The average length (A.Len) of 226 

the documents in the datasets is relatively large, 227 

especially for 20NG and AGnews. 228 

3.3 Experiment Setting 229 

To perform a fair comparison between our Sense-230 

Aware Text Classification framework and the 231 

baseline, we implement a 10-fold cross-validation 232 

experiment on the datasets. For small datasets 233 

(20NG, reuters-8, reuters-52), we combine the train 234 

and test set and apply a random split with a ratio of 235 

0.75:0.25. For the other two datasets (AGnews and 236 

DBpedia), we randomly sample 30,000 instances 237 

from the combined dataset and apply the same split. 238 

The baseline is detailed in formula (2) and (3). 239 

For comparison, we also implement a system that 240 

incorporates WordNet 1st sense knowledge of the 241 

words in the given text. It is noteworthy that the 242 

number of retrieved senses in each document might 243 

be excessively large. To lower the computational 244 

cost, we only use the first 32 senses in 𝑆𝑆𝐶𝐶 according 245 

to the word order, for the sense knowledge 246 

incorporation. The detailed hyper-parameters for 247 

the model are shown in table 2.  248 

4 Results 249 

Dataset ALL Train Test Class A.Len 
20NG 18,846 11,314 7,532 20 221.26 

R8 7,674 5,485 2,189 8 65.72 

R52 9,100 6,532 2,568 52 69.82 

AGnews 127.6k 120k 7.6k 4 135.82 

DBPedia 630k 560k 70k 14 46.13 

Table 1:  Document Classification Datasets 

  20NG R8/R52/… 
lr 1.00E-06 1.00E-05 
warmup 0.1*total_step 0.1*total_step 
batch-size 4 16 
epoch 40 10 
sense-num 32 32 
max-seq-len 512 256 

Table 2:  Model Hyper-parameters 



4 
 
 

4.1 Partial WSD 250 

Table 3 demonstrates how the proposed partial 251 

WSD method and the WordNet 1st baseline 252 

perform on a standard WSD evaluation framework 253 

including five separate datasets (SE2, SE3, SE07, 254 

SE13 and SE15) and their combination (ALL). The 255 

‘ALL Instances’ column indicates the number of 256 

sense-annotated instances in each dataset. The 257 

latter column shows the number of instances that 258 

the proposed method manages to make a prediction. 259 

The last two columns report the systems’ 260 

performance on ‘PWSD Instances’. 261 

It is revealed that although PWSD can merely 262 

disambiguate one third of the instances, it obtains 263 

an overwhelming advantage on these instances, 264 

surpassing the baseline by 14.7%. The margins are 265 

even larger on SE13 (36.7%) and SE15 (21.7%), 266 

which contains documents from 13 domains and 4 267 

domains respectively. In contrast, PWSD performs 268 

poorly on SE07 even though it can only 269 

disambiguate 20% of the labelled words. On 270 

average, the ambiguity of this dataset is extensively 271 

larger than the others, since it only labels those 272 

more ambiguous words while discarding the others. 273 

4.2 Text Classification 274 

Table 4 demonstrates some PWSD examples from 275 

the AGnews dataset, providing evidences that 276 

PWSD can capture the major domain information 277 

of a given text. Further, for coarse-grained 278 

document labels, PWSD can even detect fine-279 

grained domains, shown in the last two rows in the 280 

table. For instance, the label for the third example 281 

is a coarse-grained label, ‘world’. PWSD manages 282 

to detect its fine-grained label from CSI, 283 

‘LAW_AND_CRIME_’, which is precisely what 284 

the text covers. 285 

Table 5 shows different systems’ performance 286 

on 5 document classification tasks. It reveals that 287 

the proposed sense-aware framework constantly 288 

outperforms the baseline. Also, the gap becomes 289 

larger if the task (20NG and R52) becomes more 290 

difficult (longer documents and more classes). It is 291 

worth mentioning that directly incorporating the 292 

WordNet 1st sense knowledge slightly outperforms 293 

the system that employs the senses from PWSD in 294 

many cases. However, PWSD only relies on less 295 

expensive resources than WordNet 1st sense, which 296 

is more portable to multilingual scenarios. 297 

5 Conclusion 298 

In this paper, we propose a simple partial WSD 299 

method and incorporate the disambiguated senses’ 300 

knowledge into a supervised text classification 301 

framework. Experiments have shown the 302 

effectiveness of the partial WSD, obtaining 303 

extensively higher performance on domain-304 

specific datasets. Moreover, the proposed sense-305 

aware text classification framework constantly 306 

outperforms the baseline on five document 307 

classification datasets. 308 

Label CSI Label Text 

Business BUSINESS_ ECONOMICS_ 
AND_ FINANCE_ 

Tearaway world oil prices, toppling records and straining wallets, present a new economic 
menace barely three months before the US presidential elections. 

Sports SPORT_ GAMES_ AND_ 
RECREATION_ 

The Cleveland Indians pulled within one game of the AL Central lead, scoring four runs in 
the first inning and beating the Minnesota Twins 7-1 Saturday night behind home runs by 

Travis Hafner and Victor Martinez. 

World LAW_ AND_ CRIME_ Thousands of Palestinian prisoners in Israeli jails began a hunger strike for better 
conditions Sunday, but Israel 's security minister said he didn't care if they starved to death. 

Science and 
Technology BIOLOGY_ 

Three shark attacks off the Texas coast in the past two months are unusual but don't mean 
there are more sharks than normal along the beach or that they are getting bolder, marine 

biologists and other experts say. 

Table 4:  PWSD Examples from AGnews 

  
All 

Instances 
PWSD 

Instances WN 1st PWSD 

SE2 2282 612 0.686 0.693 
SE3 1850 554 0.646 0.673 

SE07 455 91 0.516 0.407 
SE13 1644 740 0.578 0.791 
SE15 1022 417 0.619 0.753 
ALL 7253 2414 0.626 0.718 

Table 3:  PWSD Performance 

  20NG R8 R52 AG DBP 
Baseline 0.834 0.956 0.890 0.871 0.956 
WN 1st 0.858 0.965 0.931 0.870 0.959 
PWSD 0.863 0.964 0.929 0.874 0.959 

Table 5:  Document Classification Performance 
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