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Abstract
While large language models (LLMs) are increas-
ingly being used for program synthesis, they lack
the global view needed to develop useful ab-
stractions; they generally predict programs one
at a time, often repeating the same functional-
ity. Generating redundant code from scratch
is both inefficient and error-prone. To address
this, we propose Refactoring for Generalizable
Abstraction Learning (REGAL), a gradient-free
method for learning a library of reusable func-
tions via code refactorization, i.e., restructuring
code without changing its execution output. RE-
GAL learns from a small set of existing programs,
iteratively verifying and refining its abstractions
via execution. We find that the shared function
libraries discovered by REGAL make programs
easier to predict across diverse domains. On five
datasets – LOGO graphics generation, Date rea-
soning, TextCraft (a Minecraft-based text-game)
MATH, and TabMWP – both open-source and
proprietary LLMs improve in accuracy when pre-
dicting programs with REGAL functions. For
CodeLlama-13B, REGAL results in absolute ac-
curacy increases of 11.5% on LOGO, 26.1% on
date understanding, and 8.1% on TextCraft, out-
performing GPT-3.5 in two of three domains. Our
analysis reveals REGAL’s abstractions encapsu-
late frequently-used subroutines as well as envi-
ronment dynamics.1

1. Introduction
An increasing range of tasks can be tackled by using a large
language model (LLM) to generate an executable program
for a given query; this paradigm has been applied in com-
puter vision (Surı́s et al., 2023; Gupta et al., 2018; Cho et al.,
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Q:  A small 9 gon and a
smallQ: A small 9 gon to the left

of  a small 5 gon 
 for i in range(9):
    forward(2)
    left(40.0)
 penup();forward(8)
 pendown()
 for i in range(5):
    forward(2)
    left(72.0)

for j in range(6):
    forward(4)
    #Incorrect reasoning
    for i in range(9):
      forward(2) 
      left(40.5)#Math error
    left(60.0)

Q: 6-sided snowflake with a
line and small 9 gon as arms  

Q: 6 sided snowflake with a
line and small 9 gon as arms  
for j in range(6):
  # Correct reasoning
  embed('forward(4)
  draw_small_9gon()',#Reuse
  locals())
  left(60.0)

ReGAL: Discovers abstractions that
can be reused as helper functions

draw_small_5_gon()

draw_small_9_gon() Code
Bank

generating programs from scratch

draw...

draw...

 fetch
helpers

Figure 1. REGAL trains by refactoring primitive-only programs
into abstractions that are verified and stored. These abstractions
have two benefits: Reusability: Rewriting the same code multiple
times leads to errors; Abstraction: REGAL makes prediction eas-
ier by allowing matching between the query and the abstractions.

2023), robotics (Ahn et al., 2022; Singh et al., 2023), tool
use (Schick et al., 2023; Lu et al., 2023; Qin et al., 2023),
and complex reasoning (Lyu et al., 2023). In all these cases,
the overall program generation framework is the same: an
individual query is given (along with an instructive prompt)
to an LLM, which produces a program that, when executed,
yields the desired result. Crucially, each program is gener-
ated independently (as shown in Fig. 1), with no reference
to other queries or programs, and is composed of primitive
operations, i.e., the domain language’s built-in operations.
This approach has two major and related limitations:

1) Lack of Reusability: Each program is designed as a
one-off script to solve a given example but is not reused
by other examples. This increases redundancy and can re-
sult in unnecessary errors: for two examples requiring a
shared subroutine, the model might correctly generate the
subroutine in one example and make a mistake in the other.
For instance, in Fig. 1 (top) although the “primitive-only”
model had previously generated nonagons, it draws a poly-
gon with an incorrect angle. REGAL’s draw small 9gon()
function, on the other hand, executes correctly.

2) Lack of Abstraction: Shared abstractions can improve
accuracy by making skills more accessible to the model.
When generating from primitives alone, the model must
interpret the query and generate the correct mapping from
the query to multiple primitives, requiring more reasoning.
The model’s overall task becomes easier when it uses in-
terpretable abstractions, as it is choosing a function name
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from a library instead of reasoning from scratch. In Fig. 1
(bottom) a model augmented with abstractions can match
the sub-query “a small 9 gon” to draw small 9gon(); with
this part of the task simplified, the model reasons correctly
about the remaining code, while the primitive-only model
fails to correctly embed the shape in a loop.

Both limitations can be traced to a lack of global context as
the model sees each example separately, so it lacks a mech-
anism for developing reusable abstractions. This differs
greatly from how humans write code: generally, developers
might start solving individual tasks with one-off solutions,
but quickly begin to develop a library of shared abstractions
and code snippets for related problems, thereby reducing re-
dundancy in their code, promoting efficiency and readability
(McConnell, 2004; Downey, 2012). Furthermore, functions
can be verified: once we have tested a function, we can
rely on it in the future – something that is harder to do for
ever-changing one-off code snippets. Such abstraction and
verification is only sensible if the code synthesis process
takes place over the course of multiple examples. In other
words, if presented with a single, one-off task, there is no
reason not to write a one-off script.

While abstraction offers numerous benefits, it comes with
the risk of over-fitting, where a function tailored to a spe-
cific example loses its generalizability. For instance, in
Fig. 1, a function like draw 9gon snowflake() may per-
fectly match one example but fails to generalize. Conversely,
draw small 9gon() is a more versatile function applicable
in various contexts. The ability to produce novel programs
using primitive operations needs to be balanced with the
benefits of encoding subroutines into reusable abstractions
(O’Donnell, 2015). A similar balance between flexibility
and efficiency appears in a variety of domains, including
language (O’Donnell, 2015; Yang, 2016), biology (Futuyma
& Moreno, 1988), manufacturing (Flynn & Jacobs, 1987),
and programming (Ellis et al., 2021). To strike this balance
in LLM-based program synthesis, we propose Refactoring
for Generalizable Abstraction Learning (REGAL). REGAL
refines abstractions iteratively by refactoring programs as
well as verifying, correcting, and pruning abstractions such
that overly specific or incorrect programs are improved upon
or removed. REGAL relies on two key elements: a small
set of programs using primitive operations (i.e., primitive
programs) and an execution environment (e.g., Python). Im-
portantly, we show REGAL can learn from LLM-generated
programs without requiring any human annotations.

REGAL follows a familiar train-test paradigm: during RE-
GAL’s modular training phase (see Fig. 2), it iteratively
refactors a small set of (query, program) examples to pro-
duce a library of useful abstractions. REGAL uses an LLM
to write helper functions for a batch of examples, which
are verified against the expected result; successful helper

functions are added to the library and the refactored pro-
gram serves as an example of the function’s usage. REGAL
can take success feedback into account to correct and debug
errors, and it periodically edits the helper functions to make
them more generalizable or – if they cannot be made more
generic – prunes functions that are overly specific. Note
that the training is gradient-free, relying on a frozen LLM
to refactor programs. In the testing phase, an LLM agent
is tasked with predicting programs for test queries. The
agent has access to REGAL’s library of helper functions
and demonstrations of how to use them.

We demonstrate the broad applicability of REGAL by test-
ing it on five diverse datasets: LOGO (Ellis et al., 2021;
Wong et al., 2021), a program induction task; a date rea-
soning task (Srivastava et al., 2022) known to challenge
LLMs (Suzgun et al., 2022); TextCraft (Prasad et al., 2023),
a text-based game for crafting Minecraft objects; a sub-
set of MATH (Hendrycks et al., 2021) which contains al-
gebra word problems, and TabMWP (Lu et al., 2022), a
collection of math quesitons about tables. Across these
tasks, REGAL significantly improves the accuracy of the
predicted programs from various LLMs – especially open-
source LLMs – over a baseline that predicts primitive pro-
grams (i.e., programs without REGAL’s abstractions). For
instance, CodeLlama-13B’s (Roziere et al., 2023) accuracy
increases by 11.5%, 26.1%, and 8.1% on LOGO, Date,
and TextCraft respectively, surpassing larger models like
GPT-3.5 (cf. Sec. 5). In Sec. 6, we show that REGAL’s
abstractions are reusable across examples, encapsulate key
domain functionalities, and we include an error analysis fur-
ther highlighting the features that make REGAL effective.
Sec. 6.3 reveals that REGAL can improve over baseline
primitive programs with minimal examples, yielding major
improvements even with a 50% reduced training set.

2. Related Work
Program Induction. Program induction involves learning
a symbolic and programmatic mapping of inputs to outputs.
Humans are adept at this kind of “rule-learning” (Marcus
et al., 1999; Fürnkranz et al., 2012). REGAL also aims
to learn a set of general functions that can be used to map
inputs to outputs, i.e., a form of program induction. Ellis
et al. (2021) present DreamCoder, a method for combining
program induction and synthesis that uses a wake-sleep
Bayesian learning method to learn programs. Wong et al.
(2021) extend this work to incorporate language, using an
alignment model as part of the joint model. Like Ellis et al.
(2021), Grand et al. (2023) adopt a similar symbolic search
procedure, but use an LLM to document abstractions. The
symbolic search procedure used by this line of past work has
relied on data structures that assume the domain language
is λ-calculus (Lake et al., 2015; Ellis et al., 2021; Wong
et al., 2021; Grand et al., 2023), which is not typically used
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for software development. In contrast, REGAL has an
LLM-based search procedure, allowing us to use flexible
languages like Python, which are more commonly used by
developers and better represented in pre-training data.

Program Synthesis and Tool Use. Tool use by LLMs
(Schick et al., 2023; Mialon et al., 2023) refers to a form of
program synthesis or semantic parsing where an LLM gen-
erates API calls to external tools (e.g., calculators, search
functions, etc.). This formulation has also been applied
to reasoning tasks (Lyu et al., 2023; Chen et al., 2022) as
well as other domains such as computer vision (Surı́s et al.,
2023; Gupta & Kembhavi, 2023; Cho et al., 2023), summa-
rization (Saha et al., 2022), and robotics (Ahn et al., 2022;
Singh et al., 2023; Huang et al., 2022; 2023). Past works
have attempted to induce tools from examples. Cai et al.
(2023) induce tools using an LLM for reasoning tasks from
BigBench (Srivastava et al., 2022); unlike our work, their
system generates one tool per task. While this can offer ben-
efits for homogenous reasoning tasks (e.g., sorting words
alphabetically), heterogenous tasks like the ones we explore
require multiple functions. More akin to our work, Yuan
et al. (2023), Qian et al. (2023), and Wang et al. (2024)
induce multiple tools for vision and math tasks using an
LLM-based framework which also includes retrieval-based
parsing. In addition to focusing on different domains, we
place an emphasis on learning a shared code bank that can
be used by multiple LLMs to generate programs including
several open-source LLMs. We also differ in our focus on
refactoring, and in the amount of information we provide to
the refactoring model: unlike Yuan et al. (2023) and Qian
et al. (2023), we do not provide in-context examples of the
kinds of tools we want the model to create, investigating
instead what abstractions the model builds without domain-
specific guidance. While Wang et al. (2024) also prunes
their learned functions, their method does not involve refac-
toring; in contrast, we learn functions by refactoring and
periodically edit the codebank (in addition to pruning it).

Induction in Interactive Domains. Wang et al. (2023)
also induce functions in a Minecraft domain; however, theirs
are written and stored based on one iteration. In contrast,
our work refactors programs in a group and tests and refines
them across the training process, showing generalization
in multiple domains. Other prior work learns a library of
abstractions for planning in embodied domains (Wong et al.,
2023; Majumder et al., 2023). While we share a similar
motivation, REGAL operates in the space of generating ex-
ecutable programs instead of PDDL operators (Wong et al.,
2023) or causal textual feedback (Majumder et al., 2023).
Similarly, our work aligns with prior efforts in LLM-based
task decomposition (Khot et al., 2023; Prasad et al., 2023),
where skills are reused across multiple task instances. How-
ever, these approaches manually identify atomic skills and
require the LLM to repeatedly execute skills from scratch. In

contrast, REGAL provides a way of automatically discover-
ing such abstractions and reusing them via helper functions.

3. Methodology
In this section, we describe the overall pipeline of
our method: Refactoring for Generalizable Abstraction
Learning (REGAL). REGAL consists of two phases: the
training or induction stage where abstractions (i.e., helper
functions) are learned, and the testing or synthesis stage,
where abstractions are used to generate programs for test
queries. During training, as illustrated in Fig. 2, REGAL dis-
covers reusable abstractions by generating candidate helper
functions, validating their correctness, and debugging via
editing and pruning of ineffective helper functions. Given a
set of demonstrations (q, p) of queries q and gold primitive
programs p, we first preprocess the data to cluster examples
based on query similarity, described in Sec. 3.1. The train-
ing stage then builds abstractions by refactoring primitive
programs in batches (Sec. 3.2), while the testing stage solves
new queries by generating programs that glue together the
learned abstractions with primitive operations (Sec. 3.3).
We use GPT-3.5 for training; at test time we use a range of
LLMs, focusing on freely available open-source LLMs.

3.1. Preprocessing
Before training, we preprocess queries and programs (q, p)
by (optionally) adding comments, clustering them into re-
lated batches, and sorting them by approximate difficulty.

Adding Comments. We optionally add comments to align
the query with the primitive program, enabling the model
to generate the correct abstractions. We present each (q, p)
pair to GPT-3.5 independently, with a prompt asking the
model to comment p based on q; we then verify that the
commented code executes to the same result.

Clustering Data. In order to form abstractions that are
shared between examples, the refactoring LLM requires
a multi-instance scope, i.e., it must receive a batch of re-
lated (q, p) tuples at a time. We implement this by cluster-
ing examples using an embedding of the query q. Specifi-
cally, we embed each query using OpenAI’s Ada embedding
model (OpenAI, 2022) and hierarchically cluster the embed-
dings using Ward’s clustering algorithm (Ward Jr, 1963),
implemented via Scikit-Learn (Pedregosa et al., 2011). This
gives us a tree of related examples, which we topologically
sort and group into batches of k, where k is a hyperparame-
ter (see Appendix C for all hyperparameter values).

Curriculum. Intuitively, shorter and easier programs
should contain abstractions that can be reused in harder,
more compositional programs, so we sort examples into a
curriculum (Bengio et al., 2009). To approximate difficulty,
we sort the batches based on the average length (in tokens)
of their queries. See Appendix A.1 for preprocessing details.
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Stage 3(b): pruneCodeBank()

Q: craft yellow  wool

inventory = check_inventory()

get_object('8 terracotta')

inventory = check_inventory()

get_object('1 dandelion')

craft_object('1 yellow dye',

['1 dandelion'])

craft_object('8 yellow

terracotta',['8 terracotta',

'1 yellow dye'])

Q: craft yellow terracotta 
Q: craft light blue terracotta 

Stage 1: refactorBatch()

Primitive Programs

Prompt: Refactor this program
with reusable helper functions

 def get_ingredient(ingredient):

def  craft_and_get_ingredient(target,

ingredients):

    for ingredient in ingredients:

...

return inventory

helper
functions Q: craft yellow  wool

craft_and_get_ingredient('1

yellow dye',

['1 dandelion'])

craft_and_get_ingredient('8

yellow terracotta',

['8 terracotta', '1 yellow

dye'])

Q: craft yellow terracotta 
Q: craft light blue terracotta 

Refactored
 Programs

Prompt: The following
programs failed with

error message...

def ...

Code Bank

Demo Bank

add verified
 helpers

Stage 2a: verify()

Stage 2b: retry()

Prompt:  Helper function
craft_and_get_ingredient()
is passing 2/3 times, please
improve it.

Stage 3(a): editCodeBank()

 def ...

Prune functions with many failures

Edit existing functions
to improve passing rate

def ...

Code Bank Demo Bank
ReGAL:

add examples of
helper usage

Figure 2. REGAL starts by refactoring a batch of primitive programs to develop a set of modified programs and helper functions (Stage
1). It then verifies the results of refactored programs, optionally retrying failed programs according to environment feedback. Useful
helper functions are added to the Code Bank along with example usage added to the Demo Bank (Stage 2). Periodically, we edit and
prune the Code Bank to improve its functions (Stage 3). At test time, the REGAL agent has access to the Code Bank, the Demo Bank,
and the remaining original programs. It is compared against a baseline agent which has access to a larger number of original programs.

3.2. Training

REGAL’s training data consists pairs of queries q and prim-
itive programs p. The training phase outputs: 1) the Code
Bank (C): the library of helper functions abstracted out
during training and 2) the Demo Bank (D): examples of the
functions being used. As shown in Fig. 2, the training phase
is an iterative process where the LLM receives as input a
batch of queries and primitive programs and then proposes
helper functions that can be abstracted (Stage 1). For each
batch, candidate helper functions are evaluated based on the
correctness of the refactored programs that occur in (Stage
2a). After verification, failed examples are isolated into a
second batch and re-attempted (Stage 2b). To improve the
quality of the Code Bank, we periodically edit helper func-
tions after a fixed number of batches to improve their pass
rate (over unit tests) and prune ineffective helpers (Stage 3).
After training, the library of helper functions (Code Bank
C) is stored for use during testing along with successful
demonstrations of programs using helper functions (Demo
Bank D). Note that the training process can be repeated over
multiple epochs. Below we describe each stage in detail,
with the overall algorithm detailed in Algorithm 1.

Stage (1): Refactoring Examples (refactorBatch).
The main module of the refactoring process takes as input
a batch of examples, a set of instructions, and the current
set of helper functions in the code bank (if any). It prompts
the refactoring LLM for a set of new helper functions Hnew

along with refactored versions of each program that uses
helpers from Hnew when appropriate.

Stage (2a): Verification (verify). To avoid introducing
errors, we need to verify the helper functions and refac-
tored programs generated by the LLM by executing them
and comparing the results to the original, i.e., determining

if p̂() = p(). The refactored program (q, p̂) is stored as
a demonstration for future use by the agent (cf. Sec. 3.3)
if it passes verification. Only helper functions that pass
verification are added to C. We also store a record of pro-
grams that failed verification, as these will be crucial in
editCodeBank() and pruneCodeBank(), which improve
existing functions and prune functions leading to failures.

Stage (2b): Feedback-based Retrial (retry). If a pro-
gram fails to pass verification, we optionally retry the refac-
toring process. In a follow-up prompt, we present failed
programs and their helper functions. We also include envi-
ronment feedback from execution (i.e., the output or error
message produced).2 The refactoring LLM then produces a
new version of each failed program; these are verified and
their helpers are added to C if correct.

Stage (3a): Editing Code Bank (editCodeBank).
From the verify() module, some helper functions fail to
pass all unit tests because they contain incorrect abstractions.
For example, a function like draw triangle() might start
with a hardcoded value for a small size, leading it to fail on
medium triangles. To update such functions, we construct a
prompt for each function in D that shows the LLM passing
and failing unit tests and asks it to propose edits to the func-
tion; this occurs once every editEvery iterations, where
editEvery is a hyperparameter. We replace a function if it
passes more unit tests after editing.

Stage (3b): Pruning Code Bank (pruneCodeBank).
In this module, we prune helper functions added to C that
fail a majority of unit tests and cannot be improved further
via editing. For each function, we derive a score based on
the success rate of programs using the function; we set a

2We do not include the output for LOGO as it is an image.
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threshold below which functions are pruned (shared by all
domains). See Appendix A.2 for further details.

We use the dev set to select hyperparameter values, reported
in Appendix C. All prompts can be found in Appendix D.

3.3. Testing
At test time, we deploy a program synthesis – or semantic
parsing – agent that makes predictions for test examples,
one at a time. Unlike related work on using learned tools
(Yuan et al., 2023; Qian et al., 2023; Wong et al., 2023),
we explore a variety of open-source LLMs, in addition to
a black-box LLM (GPT-3.5). Following effective strate-
gies in semantic parsing and in-context learning (Shin &
Van Durme, 2022; Roy et al., 2022; Bogin et al., 2023; Liu
et al., 2022; Yasunaga et al., 2023), for each test example,
the agent constructs a prompt with in-context learning (ICL)
examples retrieved from a training corpus, followed by a
test query. The examples are retrieved from the training data
using vector similarity between the training queries and the
test query. Further details in Appendix A.3.

REGAL-augmented Agent. Our agent has access to the
training data and code bank, as well as examples of refac-
tored programs in the demo bank. The ICL budget (10
examples for all experiments) is split between primitive
training examples and refactored ones.3 In addition to these
demonstrations, the augmented agent retrieves up to 20 rele-
vant helper functions from the code bank, where relevance
is measured by the similarity between the query and the
function name and description. These helper functions are
concatenated into the prompt. The final input is a prompt
containing the instructions, the retrieved helper functions,
the mixed ICL examples, and the test query. To encourage
the model to use helper functions, we include a ReAct-style
prompt (Yao et al., 2023) that first asks the model to think
about which functions might be relevant based on the query
and then generate the code.4

4. Experimental Setup
4.1. Datasets

We explore five datasets: LOGO, Date understanding,
TextCraft, MATH, and TabMWP. A common thread through
these datasets is that they contain heterogenous problems
requiring multiple helper functions as opposed to problems
like sorting, which are challenging for LLMs but can be
solved with a single function (Dziri et al., 2023). Statistics
for the datasets are given in Table 5. See Appendix A.5 for

3We found it necessary to keep some primitive programs as ICL
examples, as not all test queries can be handled by helper functions
alone. We treat the ratio of primitive to refactored programs in the
ICL example as a hyperparameter (all values listed in Table 9).

4Without these additional “thought” statements, we found the
augmented agent rarely uses any helper functions.

details about each dataset and its primitive operations.

LOGO. LOGO is based on the Logo Turtle graphics
domain-specific language (Abelson & DiSessa, 1986), with
which basic graphics can be drawn by controlling a pen
(the “turtle”) that draws as it moves through space, using
commands like forward(dist) and left(theta). The
data we use is based on Ellis et al. (2021)’s LOGO dataset,
re-annotated by Wong et al. (2021). For easier prediction
by LLMs, we parse the data into abstract syntax trees and
write a set of rules for translating these into Python; we
release this rewritten data. We use the “small” train/test
splits (200/111) from Wong et al. (2021) and take 100 dev
examples from the “large” train set.

Date. We use the date understanding task from BigBench-
Hard (Srivastava et al., 2022; Suzgun et al., 2022), which
consists of short word problems requiring date understand-
ing. We obtain silver programs from Lyu et al. (2023)’s
predictions. Specifically, we split their predicted programs
from GPT-3.5 into train, dev, and test splits (66/113/180)
and filter the train split by correctness.

TextCraft. To explore the utility of REGAL in LLMs-
as-agent settings (Liu et al., 2023), we use the TextCraft
dataset (Prasad et al., 2023) that requires an agent to craft
Minecraft items within a text-only environment (Côté et al.,
2019). Each task instance in TextCraft consists of a goal
(query) and a series of 10 crafting commands that contain
recipes for related items including distractors. Unlike Prasad
et al. (2023), who use TextCraft in an interactive setting
where the LLM agent receives textual feedback from the
environment at each step, we ask the agent to generate a
single Python program for executing the entire task at once,
making the task more challenging. We evaluate on the depth
2 split of the test set used in Prasad et al. (2023) while using
a subset of depth 1 recipe examples for our dev set, giving
us a train/dev/test split of 190/50/77.

MATH. To test REGAL’s ability to discover functions in
domains that do not have a pre-defined domain language, we
additionally examine the MATH dataset (Hendrycks et al.,
2021) consisting of challenging math word problems. As
with Date, we generate silver training programs; in this
case, we use GPT-4 with a Program-of-Thoughts prompt
(Chen et al., 2022). To have a good chance of generating
sufficient numbers of training programs, we use examples
from hardness levels 1 and 2 (MATH contains 5 levels of
difficulty). We also focus on the Algebra subset of MATH,
which is the largest. This gives us a train/dev/test split
of 194/61/74. While only correct programs are used for
training, correct and incorrect examples are used in dev
and test. Note that unlike the other datasets, MATH does
not have an inherent domain language associated with it
and does not have any primitives beyond the ones already
contained in Python.
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Table 1. Accuracy of baseline agents predicting primitive programs (Prim.) and those augmented with REGAL helper functions (3 random
seeds). Across domains and models, REGAL improves over a strong baseline agent with access to the same number of ICL examples.
Math domains with no clear domain language marked with ∗.

LOGO Date TextCraft MATH (Alg.)∗ TabMWP∗

Agent Prim. REGAL Prim. REGAL Prim. REGAL Prim. REGAL Prim. REGAL

CodeLlama-7B 34.5± 1.3 34.5± 1.6 52.4± 0.7 55.2± 1.4 12.8± 1.3 16.7± 1.3 6.8± 0.8 17.6± 0.8 16.7± 1.6 27.7± 0.6
CodeLlama-13B 45.6± 0.3 57.1± 0.6 42.8± 2.0 68.9± 1.6 18.8± 0.7 26.9± 2.2 14.0± 0.9 17.6± 0.8 29.1± 0.6 27.9± 0.4
CodeLlama-34B 50.2± 0.8 50.8± 0.6 47.2± 1.5 68.5± 2.1 22.2± 0.7 30.8± 1.3 14.9± 1.1 22.5± 1.6 19.4± 1.2 27.0± 0.8

Lemur-70B 44.1± 1.4 56.8± 0.9 68.2± 0.4 70.5± 0.6 15.7± 1.7 23.5± 2.1 14.0± 1.2 13.1± 1.2 27.5± 0.9 25.7± 0.8

GPT-3.5-turbo 36.9± 1.6 49.3± 1.1 88.9± 0.3 90.2± 0.5 15.4± 1.3 18.4± 2.0 43.2± 1.6 55.4± 2.8 87.4± 0.9 89.2± 0.8

TabMWP. We further extend our general experiments on
MATH by testing on TabMWP (Lu et al., 2022), a tabular
resoning dataset consisting of math word problems about
tabular data. Here, we also use silver programs for training
and focus on levels 1-4 (TabMWP has 8 difficulty levels),
following a similar procedure as for MATH. This gives us a
train/dev/test split of 194/60/74.

4.2. Baselines

Baselines from Prior Work. We compare REGAL
against relevant external baselines from past work. However,
note that multiple methodological differences in our work,
like the use of ICL examples and the format of the output
programming language, give our agent an inherent advan-
tage over these baselines. Thus, we refer to these numbers
primarily to highlight the strength of our baseline agent. For
LOGO, we use the “offline synthesis” numbers reported by
Grand et al. (2023), which resemble our train/test setting;
however, we note that Grand et al. (2023) predict programs
in their original Lisp format and use a different agent model.
For the Date dataset, we run Lyu et al. (2023)’s Faithful-
CoT method on our custom test split using gpt-3.5-turbo.
While the output format and models used are the same,
both our baseline and REGAL use retrieved examples for
in-context learning, while Lyu et al. (2023) do not. Further-
more, our ICL examples are based on programs generated
by Lyu et al. (2023) after filtering for correctness, leading
to better performance even from our baseline agent. Finally,
for TextCraft we re-run Prasad et al. (2023)’s baseline –
based on ReAct (Yao et al., 2023) – on the depth-2 test set
of TextCraft. Here, we use gpt-3.5-turbo-instruct, as
Prasad et al. (2023) found it to outperform gpt-3.5-turbo.

Baseline Programming Agent. For a more direct com-
parison, we implement a baseline agent that has access to
all the same data as REGAL but does not use abstractions,
thus directly testing the role of REGAL abstractions in per-
formance. Our baseline agent retrieves primitive programs
from the training data; note that this is exactly the same

dataset used for refactoring, i.e., the baseline LOGO agent
retrieves demonstrations from the LOGO training examples.
The input to the baseline agent is a prompt with the same
overall instructions as the REGAL agent (including a de-
scription of the primitives), the ICL examples, and the test
query; the output is a program for the test query. We use a
fixed budget of 10 ICL examples so that the baseline agent
sees exactly as many demonstrations as the REGAL agent.

5. Results
Comparison to External Baselines. Table 2 shows a com-
parison of the baseline and REGAL agents the external
baselines from prior work. Note that we do not include
MATH and TabMWP here as we use a subset of levels
for these datasets. We first note that REGAL outperforms
the baselines in all cases. Furthermore, because of the
methodological differences detailed in Sec. 4, our baseline
“primitive-only” agent – equipped with ICL examples and
using a code-specific LLM – also outperforms past base-
lines on LOGO and Date. On TextCraft, the ReAct baseline
from Prasad et al. (2023) has an advantage in that it receives
environmental feedback, while our baseline does not. Never-
theless, even without feedback REGAL outperforms ReAct.
Thus, we compare primarily against our baseline agent, as
this provides a direct measure of the impact of abstractions
(rather than the other changes made).

REGAL outperforms the baseline agent in non-math
domains. Table 1 shows REGAL’s performance compared
to the baseline agent using primitive programs (described
in Sec. 4.2). Overall, for each model type, REGAL gen-
erally outperforms the baseline by a wide margin; for ex-
ample, REGAL provides CodeLlama-13B a 11.5% boost
on LOGO, allowing it to outperform much larger models.
Across datasets, CodeLlama-13B generally benefits most
from REGAL abstractions. Table 1 also shows that large
models also benefit from REGAL, with large gains for
Lemur-70B and GPT-3.5 on LOGO and TextCraft. Finally,

6



REGAL: Refactoring Programs to Discover Generalizable Abstractions

Table 2. Comparison to relevant past work in each non-math do-
main. TC† denotes the TextCraft dataset.

Method Agent Acc.

L
O

G
O LILO Code-davinci 41.1

Primitive Programs CodeLlama-13B 45.6
REGAL Programs CodeLlama-13B 57.1

D
at

e Faithful-CoT GPT-3.5-turbo 83.3
Primitive Programs GPT-3.5-turbo 88.9
REGAL Programs GPT-3.5-turbo 90.2

T
C

†

ReAct GPT-3.5-turbo 25.6
Primitive Programs CodeLlama-34B 22.2
REGAL Programs CodeLlama-34B 30.8

the largest models are not necessarily the best: on LOGO
and TextCraft, GPT-3.5 is outperformed by open-source
models, especially after augmentation, e.g., CodeLlama-
13B with REGAL abstractions is able to outperform GPT-
3.5 without abstractions by 19.2% (it also outperforms GPT-
3.5 with abstractions). Thus, by running REGAL’s training
process on only ∼ 200 examples, we can bring a much
smaller open-source model’s accuracy far beyond that of a
(likely) much larger system.

REGAL improves over the baseline on mathematical
domains. Our math domains (MATH and TabMWP) differ
from the others in that there is no clear domain language
that REGAL should discover. Unlike a domain like LOGO
(where it is clear which functions a human programmer
would write), there is less clarity on which helper functions
should be discovered. Nevertheless, in this challenging set-
ting REGAL generally improves over the baseline agent
across different models, with major gains for GPT-3.5 on
MATH (11.8%) and for CodeLlama-7B on TabMWP (11%),
where the 7B REGAL performance is comparable to the
13B performance. Overall, Lemur struggles with these prob-
lems, producing a large number of empty outputs both for
the baseline and REGAL agents; when taking the standard
error into account, baseline and REGAL performance is
roughly comparable. These results highlight REGAL’s flex-
ibility and ability to generalize to domains without clear-cut
domain languages.

Ablations. In Sec. 3.2 we describe REGAL’s multiple com-
ponents; here we determine the utility of each by removing
each one in isolation for non-math datasets. Table 3 shows
the results of these ablations. We use the CodeLlama-13B
agent due to the size of REGAL’s impact on it across tasks.
We average the performance across 3 seeds. Table 3 shows
that each component contributes to performance, with drops
when any is removed. Across datasets, the largest perfor-
mance decreases come with the removal of retrials and with

Table 3. Ablations of each optional REGAL component tested on
dev splits with CodeLlama-13B. To remove the curriculum, we
randomly shuffle example clusters instead of presenting them in
order of shortest query to longest query.

Ablation LOGO Date TextCraft

REGAL 55.0 77.0 34.12

– retry 48.3 51.9 30.43
– curriculum 36.3 56.6 28.78
– pruneCodeBank 52.0 65.5 25.26
– editCodeBank 53.3 69.6 27.35

removal of the curriculum. Retrials can not only increase the
number of useful helper functions but can also help increase
the number of examples in the Demo Bank. Replacing
the curriculum with a random ordering also severely hurts
performance, e.g., leading to an 18.7% drop on LOGO.

REGAL learns general, reusable functions. In Sec. 1, we
stressed the importance of reusability. Specifically, gener-
ating programs without shared abstractions means that the
model has to re-generate subprograms that could be reused
across multiple test instances. We argue that REGAL im-
proves over this paradigm by learning shared abstractions.
The results in Table 1 indicate that REGAL offers large
improvements over a baseline agent that lacks abstractions.
Here, we verify that the abstractions learned are reusable,
i.e., shared. Fig. 3 shows the number of times the top-5 most
common REGAL functions are called in test programs pro-
duced by the CodeLlama-13B agent. Across all datasets,
we see that the helper functions learned by REGAL are
commonly reused, with the most relative reuse in TextCraft.
Appendix B.1 shows examples of these common functions.

6. Analysis
6.1. What kinds of programs are discovered?

To further examine what kinds of helper functions are dis-
covered, we examine the most frequent helper functions for
each domain from Fig. 3, summarizing the results below.
Refer to Appendix B.1 for the implementation of these func-
tions. We find that distinct trends emerge across domains.

For LOGO, REGAL discovers functions that encapsulate
different types of shapes. This is expected, as the LOGO
data was generated with these functionalities in mind, i.e.,
the larger shapes are composed of objects like semicircles,
pentagons, and circles. For Date, REGAL tends to encapsu-
late single operations, prioritizing interpretablity in function
names like get date one year ago(). While seemingly
less complex than LOGO’s functions, this approach aligns
with the importance of function naming in synthesis proce-
dures, as highlighted by Grand et al. (2023). In TextCraft,
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Figure 3. Function usage by CodeLlama-13B for the top-5 most
common helpers illustrating reusability across examples. The x-
axis denotes the number of times a functions is used in the test set.

the functions uncovered by REGAL are more complex and
reflect the dynamics of the game. Specifically, the functions
include conditional statements for checking ingredients, re-
flecting the fact that in TextCraft, having the correct craft-
ing ingredients is a prerequisite for crafting an object (see
craft and get ingredient() in Fig. 2 and Fig. 7, which
is taken from the learned code bank C).

6.2. What kinds of errors do agents make?

To better understand how REGAL aids program generation
and also examine cases where it does not help, we perform
a two-part error analysis. First, we examine cases where the
REGAL-augmented program was correct and the baseline
agent’s primitive program was incorrect. We then examine
the opposite set of cases, where the baseline program was
correct but the REGAL program was incorrect.

Fig. 1 shows the first kind of comparison on LOGO using
the CodeLlama-13B model, where we qualitatively show
an actual example that highlights the benefits of reuse and
abstraction. The baseline program makes an error in cal-
culating the polygon’s interior angle when generating the
program from scratch. This is avoided by the REGAL agent,
which simply uses a verified helper to generate the polygon
correctly. The example also illustrates the importance of
abstraction: as queries become more complex, generating
a solution from scratch becomes more challenging. The
baseline program reasons incorrectly about code outside
of the shape, failing to use embed() correctly. Meanwhile,
the augmented program offloads reasoning about the shape
to an easily-matched function, and is able to correctly use
embed(). To quantify these trends, we manually inspect the
output of the baseline CodeLlama-13B on LOGO on the 25
cases where the REGAL agent was correct, categorizing

25 50 100 150
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Primitive Programs ReGAL Programs

Figure 4. REGAL programs yield a higher success rate (accuracy)
compared to primitive programs on TextCraft for different sizes of
training set X using CodeLlama-13B.

them into errors involving reasoning (first example in Fig. 1)
and shape-internal errors (second example); we find 16 rea-
soning and 9 shape errors. We also examine REGAL’s
failure modes by manually inspecting all cases where the
augmented agent failed and the baseline succeeded, again
using CodeLlama-13B on LOGO; there are 13 such cases.
We categorize them into three types:

• Incorrect connector code: (7 exs.) the program fails due
to mistakes in the primitive operations or control flow.

• Incorrect/undefined function: (4 exs.) the code refers
to non-existent functions, or incorrectly calls a function
similar to the correct one.

• Verification failure: (2 exs.) the program was correct but
the verification function gives a false negative.5

Thus, the most common error is a failure to predict primi-
tives; here, the REGAL agent is at a disadvantage w.r.t. the
baseline, as they share the same ICL budget. The baseline
agent sees 10 examples with only primitive code, while the
REGAL agent sees 5 primitive and 5 Demo Bank examples.

6.3. How many training examples does REGAL need?

As mentioned in Sec. 4.2, both baseline and REGAL agents
rely on demonstrations of queries and gold programs (X) to
retrieve most similar ICL examples. Additionally, REGAL
uses the same demonstrations to learn helper functions in
the code bank C. We now study how the performance of
both agents scales with the size of annotated gold programs
in train set X using the CodeLlama-13B model on TextCraft.
From Fig. 4, we observe that the REGAL agent consistently
outperforms the baseline agent as we vary the number of
training examples. Notably, helper functions learned by
REGAL yield a 2.56% improvement with as few as 25
demonstrations and an 8.45% improvement with nearly half
the size of the train set used in Sec. 5. Additionally, the per-

5For example, for “a small square next to a small 6 gon” the
agent generates the hexagon to the left of the square, where in the
reference it is to the right.
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Table 4. Performance of baseline and REGAL agent under distri-
bution shift on TextCraft with unseen objects in the test set.

Method Adaptation Setting Acc.

Prim. Programs − 7.8
REGAL − 11.4
REGAL pruneCodeBank on dev (unseen) 14.9
REGAL All REGAL stages on dev (unseen) 17.2

formance of both the baseline and REGAL agents improves
as the number of demonstrations increases. This is expected
as both agents benefit from the retrieval of demonstrations
similar to the test query as the training set becomes larger
and consequently more diverse.

6.4. How can REGAL adapt to distribution shifts?

To assess the usefulness of abstractions learned by RE-
GAL under a distribution shift at inference-time, we use the
TextCraft dataset. We redistribute the instances into three
splits: train (seen), dev (unseen), test (unseen) consisting of
100/20/76 instances, such that the dev and test sets contain
objects never encountered during training. For example,
if the test set requires crafting “yellow jungle fence”, the
train set does not contain any instance with a “fence” as
a target object. Furthermore, we study how to adapt the
learned library with unseen examples from the dev set using
REGAL in two ways: (i) only pruning the learned library
to retain generalizable functions (Stage 3(b) of REGAL);
and (ii) an additional iteration of REGAL training.

The results are presented in Table 4. First, we observe
that the performance of both baseline and REGAL agents
degrades under distribution shift because the in-context ex-
amples may not be adequately relevant to the test instance.
However, ReGAL outperforms the baseline agent with prim-
itive programs by 3.6%. Furthermore, simply pruning an
existing code bank increases performance of ReGAL agent
by an additional 3.5%. Note that this still uses a learned
codebank from prior training and without proposing any
new abstractions. Finally, learning new abstractions and
editing existing ones based on unseen dev data is the most
effective yielding an additional 2.3% over only performing
prunceCodeBank on the unseen data for a total of 9.4%
improvement over the baseline.

7. Discussion
Fixed vs. Variable Costs. In Sec. 5, REGAL was es-
pecially effective for open-source LLMs like CodeLlama.
This result is encouraging, as it indicates that we can bring
freely available and open-source models up to at least the
same performance as a proprietary, closed-source model (if
not more) using REGAL abstractions. Thus, we can convert
a variable cost – running an LLM on test data, which scales

linearly with the size of the test set – into the fixed cost of
running REGAL to learn a library of helper functions.

Connections to Semantic Parsing. Executable semantic
parsing (Winograd, 1972; Zelle & Mooney, 1996) typically
involves mapping queries to a domain-specific language
(DSL), a set of abstractions for a particular application, e.g.,
SQL operations for querying databases. These DSLs are
manually defined; one way to view REGAL is as a way
of learning a DSL on top of an extremely general set of
primitives. A key benefit of REGAL is its generality: on
five different domains, it learns useful abstractions without
human intervention, while, in a standard semantic parsing
setting, these abstractions would designed by hand.

Connections to Hierarchical Reinforcement Learning.
Another way to view the functions discovered by REGAL
is as low-level policies composed of primitive actions. In
this view, REGAL resembles hierarchical reinforcement
learning (HRL; Barto & Mahadevan, 2003), where tasks are
split into skill selection by a controller and the skill policies
themselves. Our agent LLM acts as a controller while RE-
GAL’s training stage is responsible for discovering a useful
set of skills; this is akin to option discovery (Sutton et al.,
1999). While REGAL has a similar hierarchy, it differs in
that its skills are symbolic, interpretable, and editable, as
opposed to HRL policies, which typically are not.

Limitations. As mentioned in connection to HRL, the
functions REGAL learns are code-based. This can make
them less flexible than functions parameterized by neural
networks (e.g., Andreas et al., 2016), especially in domains
where the environment can change dynamically, e.g., naviga-
tion tasks. However, REGAL’s verification-based pruning
means that no functions would be discovered in these cases.
Relatedly, not every domain has reusable abstractions, and
not every example stands to benefit from them; the primi-
tives for a domain may already be suitably abstract, e.g., if
they already form a DSL. Finally, in Appendix B.1 we see
that REGAL’s abstractions are not necessarily the same as
those a human would choose.

8. Conclusion.
We introduce REGAL, a gradient-free approach to learning
abstractions from a small set of examples. Our experimental
results show that abstractions from REGAL improve the
accuracy of programs predicted by a variety of LLMs across
five diverse domains. Furthermore, REGAL abstractions
are reusable and general, allowing them to be applied across
examples for a given task. In our analysis, we find that
the functions learned by REGAL codify commonly-used
subroutines as well as task dynamics. Our error analysis
indicates that REGAL’s improvements come both from
function reuse as well as simplification of the reasoning
involved in program prediction.
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Appendix

A. Methods
A.1. Preprocessing

Adding comments. To add comments, we first use a zero-
shot prompt to break the query down into its constituent
parts; for example, a LOGO query like “Place 4 small semi-
circles in a row” is broken down into “1. place semicircles
2. small semicircles 3. in a row 4. 4 semicircles. We then
include this decomposition in a prompt asking the model
to add comments to the code. After adding comments, we
verify the code first with exact match (excluding comment
strings) and then use execution accuracy if exact match fails.

A.2. Training

Code Bank Editing. Our Code Bank editing prompt asks
the model to produce a CoT-style output, first specifying
why the failing unit tests failed and then proposing an edit
for the function. We then execute the stored demonstrations
for that function with the new version; if there are more
passing cases after refactoring, we replace the function. If
the new function’s signature differs from the old, we use a
simple prompt to refactor the unit tests to accommodate the
new function.

Code Bank Pruning. For each function, given a set of
passing programs P and failing programs F , we compute
a score s = |P | −

∑
p∈F 1/np, where np is the number of

functions used in p. In other words, the function receives +1
for each passing program it participates in, and a negative
score inversely proportional to the number of functions in
the program (since naively, the failure could be attributed

Table 5. Dataset statistics. We list the number of primitive opera-
tions in the programs (aside from built-in Python functions).

Dataset Train Dev Test # Primitives

LOGO 200 100 111 9
Date 66 113 180 4
TextCraft 190 50 77 3
MATH (Alg.) 194 61 74 0
TabMWP 194 60 74 0

to any of the functions). Functions are pruned if they have
been used a sufficient number of times and s falls below a
threshold θ (set to 0 for all experiments).

A.3. Testing

In our test-time agent, we use ChromaDB6 for indexing and
retrieval with OpenAI Ada embeddings. ICL examples are
retrieved from the training data and from the Demo Bank
using query similarity. We limit the number of Code Bank
functions to 20, using the similarity between the query and
the function name for retrieval. The Code Bank is pruned
once before testing.

A.4. Models

For GPT-3.5, we use the gpt-3.5-turbo version (0613). All
CodeLlama models use the CodeLlama- ∗ -Instruct-hf
versions, and we use the lemur-70b-v1 version of Lemur.
For the latter two open-source models, we use the check-
points from HuggingFace (Wolf et al., 2020).

A.5. Data

A.5.1. LOGO

LOGO data is generated from a synchronous text-code gram-
mar, and pairs procedurally-generated language commands
like “three small triangles in a row” with a correspond-
ing Turtle graphics program; however, the original LOGO
dataset is expressed in a Lisp-style functional syntax. While
this facilitates the application of helpful data structures for
efficient code search (Ellis et al., 2021; Bowers et al., 2023),
object-oriented languages like Python are far more common
in practice. As a result, they are represented more in LLM
pretraining data, which has been shown to contribute to pars-
ing performance (Bogin et al., 2023). To account for this,
we write an AST-based parsing script to translate the LOGO
dataset into Python. The LOGO dataset was released under
an MIT License.

Primitives. Table 6 describes the primitives available in
the LOGO library. Note that these are in addition to all

6https://github.com/chroma-core/chroma/
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Algorithm 1 REGAL: Training Algorithm
Input: X = (q, p) // Training data: (query, program)
Params: editEvery, pruneEvery, threshold θ
Output: CodeBank C, DemoBank D
C ← ∅, D ← ∅ // Initialization, i.e., no refactoring
// Preprocessing data via clustering and sorting by difficulty
P ← preprocessAndGroupData(X)
for index g, batch G ∈ P do

// Refactor programs in group G based on the current Code-
Bank C. Returns new programs and helper functions.
(pnew1 , h1),. . . ,(p

new
k , hk)=refactorBatch(G, C)

Hnew ← {h1, · · · , hk} // Set of new helper functions H
// Verifying that the gold program and the refactored pro-
gram yield the same result when executed via indicator
δnew.

δnew1:k ← verify(H,C, {pnewi }ki=1, {pi}ki=1)
for i ∈ {i : δnewi = False} do

(pretryi , hretry
i )← retry(pi, p

new
i , C)

δnewi ← verify(hretry
i ∪H,C, pnew, p)

if δnewi =True then // Update if retry succeeds
pnewi ← pretryi

Hnew[i]← hretry
i

// update CodeBank C with successful helper functions
C ← C +Hnew[i] for i ∈ {i : δnewi = True}
// update DemoBank D with refactored programs
for i ∈ {1, . . . , k} do

D ← D + (pnewi , δnewi )
// edit and prune CodeBank
if g (mod editEvery) = 0 then

C ← editCodeBank(C,D)
if g (mod pruneEvery) = 0 then

C,D ← pruneCodeBank(C,D, θ)
return C,D

Python primitives. We also provide all agents with several
hard-coded values for long loops and small steps so that
they can draw round shapes. HALF INF is the number of
steps required to draw a semicircle. EPS DIST is a small
distance, and EPS ANGLE is a small angle.

A.5.2. DATE UNDERSTANDING

Date understanding involves both mathematical reasoning
and parsing. Each question poses a word problem that re-
quires reasoning about dates and times. For example, prob-
lems ask questions like: “On May 9th, 2017 Jane bought 40
eggs. She ate one per day. Today she ran out of eggs. What
is the date 10 days ago in MM/DD/YYYY?”. These ques-
tions are especially hard for LLMs to answer directly. Lyu
et al. (2023) approached this task as a program prediction
task, wherein an LLM predicts a Python script that gives
the answer to the question when executed. This paradigm is
especially helpful for Date, as there are existing Python li-

Algorithm 2 REGAL: Testing Algorithm
Input: Q, C, D, X // Test queries Q, Code Bank C, Demo
Bank D, Training data X = (query, program)
Params: ICL Budget M , ICL Percentage r
Output: Predicted programs P̂
Mdemo ← r ∗M
M train ←M −Mdemo

P̂ ← ∅
for q ∈ X do

H ← retrieve(q, C, 20) // retrieve up to 20 helper
functions conditioned on the query
Xdemo ← retrieve(q,D,Mdemo) // retrieve helper
demos from D

Xtrain ← retrieve(q,X,M train) // retrieve primi-
tive demos from X

I ← createPrompt(H,Xdemo, Xtrain)
p̂← LLM(I) // generate program
P̂ ← P̂ + p̂

return P̂

braries that can perform math on dates, such as datetime()
and dateutil(). While predicting programs with these
libraries results in strong performance as compared to LLM-
based reasoning, Lyu et al. (2023) method predicts programs
one at a time, leaving the benefits of shared sub-routines
on the table. We use the programs predicted by Lyu et al.
(2023) as a starting point for our refactoring process. Table 7
describes the Python libraries called by Lyu et al. (2023)’s
programs, which we treat as the primitives for Date. Date
was released under an Apache 2.0 License.

A.5.3. TEXTCRAFT

TextCraft consists of goal queries paired with crafting
recipes. Recipes are presented with distractors, making
the parsing task challenging. Furthermore, the agent must
reason about preconditions, as items can only be crafted
when the requisite ingredients have been collected.

The queries ask for a particular item to be crafted. For
example the query can be “craft behive” along with crafting
commands:

craft 4 oak planks using 1 oak log
craft 1 honeycomb block using 4 honeycomb
craft 1 beehive using 6 planks and 3 honeycombs
craft 1 white bed using 3 white wool, 3 planks,
etc.

The environment has three primitives: inventory, craft,
and get which we convert into Python variants (Table 8).
This dataset uses the Apache 2.0 license. To obtain primitive
programs in the train set, we use all the depth-2 instances not
in the test set, and use the ADAPT (Prasad et al., 2023) tra-
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Table 6. LOGO Primitives

Primitive Description
forward(dist) move forward dist units
left(theta) rotate left by theta de-

grees
right(theta) rotate right by theta de-

grees
penup() lift the pen (stop draw-

ing)
pendown() put the pen down (start

drawing)
teleport(x, y, theta) move to position (x, y)

with angle theta
heading() get the current angle of

the turtle
isdown() check if the pen is down
embed(program, vars) runs the code in program

using the current context
vars and teleports back
to the original position.

Table 7. Date Primitives

Primitive Description
date() returns a date object
time() returns a time object
relativedelta(time) performs addition/sub-

traction of time, which
can be days, weeks,
months, or years.

strftime(format) prints the date in the spec-
ified format

jectories with d = 4. We then perform rule-based translation
of environment commands into calls to primitive operations
and filter out erroneous actions (based on the saved textual
environment feedback) and all thought statements.

A.5.4. MATH

MATH (Hendrycks et al., 2021) contains challenging math
word problems with open-ended answers (i.e. not multiple-
choice). Unlike LOGO, Date, and TextCraft, MATH does
not have any primitives, as each problem can be solved using
standard Python math tools (addition, subtraction, etc.); this
makes MATH a challenging setting for discovering helper
functions, as the space of programs is less constrained.

A.5.5. TABMWP

Like MATH, TabMWP (Lu et al., 2022) is a dataset of
word problems. In this case, the word problems pertain to

Table 8. TextCraft Primitives

Primitive Description
getObject(obj name) get obj name from the

environment
craftObject(obj name,

[ingredients])
craft obj name using the
list of ingredients

checkInventory() return the contents of the
inventory

tabular data, where each problem asks questions involving
computation over tabular data. This dataset has been used
in prior work on tool learning, e.g. Yuan et al. (2023). Like
MATH, there is no existing domain-specific language for
TabMWP.

B. Analysis
B.1. What kinds of programs are discovered

Figs. 5 to 7 show examples of the discovered programs most
commonly used by the agent.

def draw_small_5gon():
for i in range(5):

forward(2)
left(72.0)

def draw_semicircle():
for i in range(HALF_INF):

forward(EPS_DIST * 2):
left(EPS_ANGLE)

Figure 5. Examples of discovered programs for LOGO as men-
tioned in Figs. 1 and 3. As the name suggests, draw small 5gon()
draws a small-size pentagon and draw semicircle() draws a
small semicircle.

def get_date_today(date_obj):
return date_obj

def get_date_one_week_from_today(date_obj):
return date_obj + relativedelta(weeks=1)

def get_date_one_week_ago(date_obj):
return date_obj - relativedelta(weeks=1)

def get_date_one_year_ago(date_today):
return date_today - relativedetla(years=1)

Figure 6. Examples of common discovered programs for Date as
mentioned in Fig. 3. All the helpers functions and variables are
named intuitively reflection their functionality.

C. Hyperparameters
Table 9 lists the refactoring and testing hyperparameters
used for each domain.

C.1. Varying Batch Size

Fig. 10 shows the performance of a CodeLlama-13B agent
on the Date dev set for REGAL abstractions trained using
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def craft_object_with_ingredients(target,
ingredients):
inventory = check_inventory()
for ingredient in ingredients:

if ingredient not in inventory:
get_object_from_env(ingredient)

craft_object(target, ingredients)
def check_and_get_object(target):

inventory = check_inventory()
if target not in inventory:

get_object(target)

Figure 7. Examples of common discovered programs for TextCraft
as shown in Figs. 1 and 2. craft object with ingredients()
encapsulate the game dynamics of TextCraft as it first fetches the in-
ventory, and every ingredient not in the inventory is obtained from
the environment prior to using the crafting the target object. Simi-
larly, the helper check and get object() gets an object from the
environment if it is not already in the inventory.

def calculate_midpoint(point1, point2):
x = (point1[0] + point2[0]) / 2
y = (point1[1] + point2[1]) / 2

return (x, y)

def calculate_square(num):
return num ** 2

Figure 8. Examples of discovered programs for MATH.
calculate midpoint is an example of reuse, where RE-
GAL finds a frequently-used functionality and encapsulates
it, while in calculate square REGAL wraps a fairly easy
function with a more informative name.

different batch sizes. We see that performance can vary
substantially and non-linearly with batch size, with 3 being
the best setting and 5 a close second.

Table 9. Hyperparameter settings for all experiments

Setting LOGO Date TextCraft
Rounds of refactoring 3 1 1
editEvery 5 5 5
pruneEvery 5 5 5
Add comments True False False
Batch size 5 3 4
Filtering threshold 0.0 0.0 0.0
Filter before testing True True False
ICL budget ratio 0.5 0.5 0.5

D. Prompts
Below, we detail the prompts used in all sections.

def calculate_total_cost(packages, items):

total_cost = 0
for item in items:

total_cost += packages[item]
return total_cost

def add_prices(prices):

total_cost = 0
for price in prices.values():

total_cost += price
return total_cost

Figure 9. Examples of discovered programs for TabMWP, reflect-
ing the domain, which often involves costs and prices.

2 3 4 5 6
Batch size

0.6

0.7

Ac
cu

ra
cy

Figure 10. Validation performance of CodeLlama-13B with RE-
GAL abstractions trained using different batch sizes.
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Table 10. Batch refactoring prompt (refactorBatch()). Comments indicate where text is repeated. Brackets indicate variables filled in
by the environment. Note that “<> strings” are passed as-is to the LLM.

P l e a s e r e w r i t e t h e f o l l o w i n g two programs t o be more e f f i c i e n t .
{ p r i m i t i v e d e s c r i p t i o n s t r i n g }
The r e s u l t i n g programs MUST e x e c u t e t o t h e same r e s u l t a s t h e o r i g i n a l programs .
S t a r t by w r i t i n g h e l p e r f u n c t i o n s t h a t can r e d u c e t h e s i z e o f t h e code .
You can a l s o choose from t h e f o l l o w i n g h e l p e r f u n c t i o n s :
{ codebank f u n c t i o n d e f i n i t i o n s }

/ / r e p e a t e d f o r a l l i n b a t c h
QUERY { i } : { que ry }
PROGRAM { i } : {program}

P l e a s e f o r m a t your answer as :
/ / r e p e a t e d f o r i

NEW PROGRAM { i } :
/ / once a t end

NEW HELPERS :

Do n o t i n c l u d e any t e x t t h a t i s n o t v a l i d Python code .
R e c a l l t h a t no m a t t e r what , your program MUST be f o r m a t t e d i n t h e f o l l o w i n g f a s h i o n :
/ / r e p e a t e d f o r i

NEW PROGRAM { i } :
# Thoughts :
# 1 . The query a s k s f o r : <que ry i n t e n t i o n >
2 . <query> can be s o l v e d by <components >.
# 3 . I w i l l use h e l p e r f u n c t i o n <f u n c t i o n > t o <goa l >.
<code f o r program { i}>

Try t o make your new programs as s h o r t a s p o s s i b l e by i n t r o d u c i n g s h a r e d h e l p e r f u n c t i o n s .
H e l pe r f u n c t i o n p a r a m e t e r s s h o u l d be as g e n e r a l a s p o s s i b l e and h e l p e r f u n c t i o n s

s h o u l d be i n f o r m a t i v e l y named .
{ l o g o s p e c i a l i n s t r }

logo special instructions =

I f t h e o r i g i n a l f u n c t i o n u s e s `embed ` , you w i l l l i k e l y need t o use `embed` i n your v e r s i o n
. A l l code t o be r e p e a t e d needs t o be i n c l u d e d w i t h i n t h e t r i p l e q u o t e s p a s s e d t o
embed .

Table 11. Query decomposition prompt. Output is used by the comment prompt in Table 12

You a r e an e x p e r t c o d e r . For each que ry below , decompose i t i n t o i t s p a r t s .
Example :
Query : Do some a c t i o n 5 t i m e s and t h e n do a n o t h e r a c t i o n
Query ( decomposed ) :
The que ry a s k s : Do some a c t i o n and t h e n do a n o t h e r a c t i o n
Th i s can be decomposed i n t o :
1 . r e p e a t an a c t i o n
2 . some a c t i o n
3 . a n o t h e r a c t i o n

Query : { que ry }
Query ( decomposed ) :
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Table 12. Prompt to add comments to primitive programs. Takes output of Table 11 as input.

P l e a s e add comments t o t h e f o l l o w i n g program t o e x p l a i n what each chunk of code does wi th
r e s p e c t t o t h e que ry .

F i r s t , decompose t h e que ry i n t o p a r t s . Then comment t h e code wi th t h e que ry p a r t s .
Example :
Query : Do some a c t i o n and t h e n do a n o t h e r a c t i o n
Code :
d o s o m e a c t i o n ( )
d o a n o t h e r a c t i o n ( )

Query : Do some a c t i o n 5 t i m e s and t h e n do a n o t h e r a c t i o n
Query ( decomposed ) :
The que ry a s k s : Do some a c t i o n and t h e n do a n o t h e r a c t i o n
Th i s can be decomposed i n t o :
1 . r e p e a t an a c t i o n
2 . some a c t i o n
3 . a n o t h e r a c t i o n
Commented code :
# r e p e a t an a c t i o n
f o r i i n r a n g e ( 5 ) :

# do some a c t i o n
d o s o m e a c t i o n ( )

# do a n o t h e r a c t i o n
d o a n o t h e r a c t i o n ( )

{ p r i m i t i v e d e s c r i p t i o n }

Query : { que ry }
Code :
{program}

Query ( decomposed ) :
{ o u t p u t from decompose prompt}
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Table 13. Prompt for editCodeBank.

R e f a c t o r t h e f o l l o w i n g f u n c t i o n t o improve p e r f o r m a n c e .
FUNCTION :
```
{ f u n c s t r }
```

{ l i b r a r y s t r }

You may a l s o use t h e f o l l o w i n g h e l p e r f u n c t i o n s :
{ c o d e b a n k s t r }

Try t o i n c r e a s e t h e number o f p a s s i n g programs . Try t o make programs g e n e r a l . For example ,
you can add p a r a m e t e r s i n s t e a d o f ha rdcoded v a l u e s o r c a l l o t h e r h e l p e r f u n c t i o n s .

F i r s t , f o r each f a i l i n g query , e x p l a i n why t h e programs do n o t a c c o m p l i s h t h e query ' s
g o a l . Ou tpu t t h i s r e a s o n i n g as :

Thoughts :
1 . The f u n c t i o n p a s s e s some t e s t s and f a i l s o t h e r s b e c a u s e <r ea son >.
2 . The f a i l i n g q u e r i e s <r e p e a t q u e r i e s here> asked f o r < i n t e n t >.
3 . The program f a i l e d b e c a u s e <r ea son >.
4 . Th i s can be a d d r e s s e d by <change >.
Then o u t p u t your program so t h a t a l l t e s t c a s e s pass , u s i n g t h e f o l l o w i n g f o r m a t : NEW

PROGRAM: <program>
C u r r e n t l y , { f unc . name} p a s s e s i n { p a s s p e r c * 1 0 0 : . 1 f}\% of c a s e s and f a i l s i n { f a i l p e r c

* 1 0 0 : . 1 f }\%.

SUCCEEDED:
{ example o f p a s s i n g c a s e }
FAILED :
{ example o f f a i l i n g c a s e }
Thoughts :

Table 14. Agent prompt for Python tasks like Date understanding. Note that the baseline and REGAL agent use the same prompt, but
{codebank str} is empty for the baseline agent, and the REGAL sees some demonstrations from the Demo Bank in {icl string}.

Your t a s k i s t o s o l v e s i m p l e word prob lems by c r e a t i n g Python programs .
{ c o d e b a n k s t r }

You w i l l be g i v e n a que ry and have t o p roduce a program . { t h o u g h t s t r }
Examples :
{ i c l s t r i n g }

P l e a s e g e n e r a t e ONLY t h e code t o p roduce t h e answer and n o t h i n g e l s e .
Query : { que ry }
{ t h o u g h t a n d }Program :
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Table 15. Prompt for the LOGO agent.

Your t a s k i s t o draw s i m p l e f i g u r e s u s i n g py thon T u r t l e g r a p h i c s .
You w i l l use a custom t u r t l e l i b r a r y , s i m i l a r t o t h e b u i l t − i n l i b r a r y , which i s s u f f i c i e n t

f o r a l l t a s k s .

Here ' s a d e s c r i p t i o n o f t h e custom l i b r a r y :
− f o r w a r d ( x ) : move f o r w a r d x p i x e l s
− l e f t ( t h e t a ) : r o t a t e l e f t by t h e t a d e g r e e s
− r i g h t ( t h e t a ) : r o t a t e r i g h t by t h e t a d e g r e e s
− penup ( ) : s t o p drawing
− pendown ( ) : s t a r t d rawing
− t e l e p o r t ( x , y , t h e t a ) : move t o p o s i t i o n ( x , y ) wi th a n g l e t h e t a
− h e a d i n g ( ) : g e t t h e c u r r e n t a n g l e o f t h e t u r t l e
− isdown ( ) : check i f t h e pen i s down
− embed ( program , l o c a l v a r s ) : r u n s t h e code i n program u s i n g t h e c u r r e n t c o n t e x t and

t e l e p o r t s back t o t h e o r i g i n a l p o s i t i o n . Allows you t o n e s t p rograms .
I m p l e m e n t a t i o n a l l y , embed g e t s t h e t u r t l e s t a t e ( is down , x , y , h e a d i n g ) , e x e c u t e s
program , t h e n r e t u r n s t o t h e o r i g i n a l s t a t e .

− save ( p a t h ) : s ave t h e p i c t u r e t o f i l e
{ c o d e b a n k s t r }

You w i l l be g i v e n a que ry and have t o p roduce a program . Begin your program wi th a comment
t h a t e x p l a i n s your r e a s o n i n g . For example , you might w r i t e :\ n# Thought : t h e que ry

a s k s f o r a l i n e , so I w i l l use t h e f o r w a r d ( ) f u n c t i o n .
Examples :
{ i c l s t r i n g }

P l e a s e g e n e r a t e ONLY t h e code t o p roduce t h e answer and n o t h i n g e l s e .
Query : { que ry }
Thought and Program :
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