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Abstract

The large-scale conversational recommenda-001
tion dataset is pivotal for the development of002
conversational recommender systems (CRS).003
Most existing CRS datasets suffers from the004
problems of data inextensibility and semantic005
inconsistency. To tackle these limitations and006
establish a benchmark in the conversational007
recommendation scenario, in this paper, we008
introduce the LLM-REDIAL dataset to facil-009
itate the research in CRS. LLM-REDIAL is010
constructed by leveraging large language mod-011
els (LLMs) to generate the high-quality dia-012
logues. To provide the LLMs with detailed013
guidance, we integrate historical user behav-014
ior data with dialogue templates that are care-015
fully designed through the combination of mul-016
tiple pre-defined goals. LLM-REDIAL has two017
main advantages. First, it is the largest multi-018
domain CRS dataset which consists of 46.9k019
multi-turn dialogues with 465.9k utterances020
across 4 domains. Second, dialogue semantics021
and the users’ historical interaction information022
is highly consistent. Human evaluation are con-023
ducted to verify the quality of LLM-REDIAL.024
In addition, we evaluate the usability of ad-025
vanced LLM-based models on LLM-REDIAL.026
Our dataset will be released on github recently.027

1 Introduction028

In recent years, conversational recommender sys-029

tems (CRS) have been widely explored in both030

academia and industry (Zhou et al., 2020a; He031

et al., 2023; Zhou et al., 2021), which leverage nat-032

ural language conversations to provide users with033

personalized and context-aware recommendations.034

Unlike the conventional recommender systems that035

rely solely on user-item interactions, CRS incorpo-036

rates the conversational aspect, allowing users to037

interact with the system through natural language.038

The existing CRS methods are primarily039

data-driven, requiring large-scale conversational040

datasets for model training. In this connection, an041

increasing emphasis has been placed on dataset 042

construction in the field of CRS. There are a few 043

efforts to build datasets for conversational recom- 044

mendation (Li et al., 2018; Zhou et al., 2020b; Liu 045

et al., 2020; Manzoor and Jannach, 2022). Table 1 046

lists some commonly known CRS datasets. The 047

REDIAL dataset (Li et al., 2018) consisting of over 048

10,000 dialogues was realised to the community for 049

conversational movie recommendation. REDIAL 050

was collected by pairing up Amazon Mechanical 051

Turk (AMT) workers and guiding them to engage 052

in a dialogue with the purpose of recommending 053

movies. A topic-guided CRS dataset named TG- 054

ReDial (Zhou et al., 2020b) was constructed with 055

the topic threads-based utterance retrieval and hu- 056

man annotation. DuRecDial (Liu et al., 2020) is a 057

human-to-human recommendation oriented multi- 058

type dialog dataset which was created by manual 059

annotation with pre-defined goals. 060

While these existing datasets have propelled the 061

development of conversational recommendation to 062

some extent, there are still the following limitations 063

of two aspects: (1) Data inextensibility. Most of 064

previous dataset construction require a lot of human 065

annotations significantly limiting the dataset scala- 066

bility. Additionally, the quality of dialogue texts ob- 067

tained through sentence retrieval or crowd-workers 068

can not be guaranteed. Insufficient quantity and 069

quality of dialogues would hinder the training of 070

CRS models. Even with the emergence of Large 071

Language Models (LLMs), this situation persists. 072

While current LLMs demonstrate superior capabil- 073

ities in text generation, they exhibit less promis- 074

ing performance in conversational recommenda- 075

tion. Consequently, large-scale conversational rec- 076

ommendation datasets remain a bottleneck in the 077

development of CRS. (2) Semantic Inconsistency. 078

The surge of LLMs making the response gener- 079

ation in CRS less challenging, and the research 080

focus is gradually shifting towards the recommen- 081

dation aspect. The consistency between dialogues 082
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Table 1: Comparison of LLM-REDIAL with other datasets for conversational recommendation.

Datasets #Dialogues #Utterances #Tokens #4-Grams Domains User Interaction User-Centric

REDIAL 10k 182k 4.5k 58k Movie No No
TG-REDIAL 10k 129k 50k 7.5k Movie No No
DuRecDial 10.2k 156k 17.6k 461k Movie, music, food, etc No No
INSPIRED 1k 35k 11k 182k Movie No No
OpenDialKG 15k 91k 22k 547k Movie, book No No
LLM-REDIAL 46.9k 465.9k 116k 4.4M Movie, book, sport, etc Yes Yes

and users’ actual behaviors is a choke point for083

the assessment of recommendation. Neither the084

simulated dialogue generated by crowd-workers085

nor the user profile-based semi-automatic dialogue086

generation can maintain semantic consistency be-087

tween the conversation content and users’ histori-088

cal behaviors. Because these generation methods089

typically only specify the start of dialogues and090

the final goal or topic of recommendation, they091

fail to fully leverage the users’ truely historical092

behaviors to present the recommendation process.093

Consequently, a dataset that aligns the semantics094

in dialogue texts with users’ behavior is indispens-095

able for the thorough evaluation of conversational096

recommendation.097

To address the above limitations, in this paper,098

we construct a new large-scale dataset for CRS099

created from user behaviors through LLMs (LLM-100

REDIAL). For the first limitation, we introduce101

the LLMs to generate a large quantity of high-102

quality dialogue sentences under the guidance of103

pre-defined dialogue templates. To the best of our104

knowledge, this is the largest conversational rec-105

ommendation dataset with multiple domains. Ta-106

ble 1 shows that our LLM-REDIAL contains 46.9k107

multi-turn dialogues with 465.9k utterances across108

4 domains. For the second limitation, we create109

a collection of templates by assigning each turn110

a goal in the dialogues. By filling these dialogue111

templates with the users’ behaviors including both112

positive and negative feedbacks along with review113

information, the prompts are derived for the LLMs114

to generate the complete multi-turn dialogues cov-115

ering the recommendation process. In this manner,116

the consistency between the dialogue semantics117

and the users’ actual interactions can be effectively118

guaranteed. Furthermore, LLM-REDIAL is user-119

centric, which means the user of each dialogue can120

be identified and all the dialogues and historical121

interactions associated with one specific user can122

be located in our dataset.123

2 Dataset Construction124

In this section, we present the process of dataset125

construction. We first introduce the data source for126

dialogue generation. Then the overview of data 127

construction is described. After that, the details of 128

each step are introduced sequentially. 129

2.1 Data Source 130

To approach the realistic conversational recommen- 131

dation scenario as closely as possible, we construct 132

the dataset based on authentic user historical be- 133

haviours. In addition, we aim at naturally incorpo- 134

rating relevant item details, making the dialogues 135

appear more reasonable and real. Therefore, we se- 136

lect the product reviews from Amazon1 as the data 137

base. The review data contains user reviews along 138

with rating information from Amazon platform. 139

Specifically, the ratings of each user are used to 140

identify the preference which would be combined 141

with the corresponding review texts to generate the 142

dialogues. In this manner, each dialogue is asso- 143

ciated with one user’s historical interactions. The 144

combination of these elements forms a complete 145

data for conversational recommendation. 146

2.2 Overview of Dataset Construction 147

As Figure 1 shows, the overall process of the 148

dataset construction sequentially consists of data 149

preprocessing, template construction, and dialogue 150

generation. First, the raw data of Amazon reviews 151

are processed through the operations of data filter- 152

ing, grouping, and splitting to obtain the histori- 153

cal interactions and the item list to be predicted 154

for each user. The following template construc- 155

tion module designs the multiple goals for utter- 156

ances and formulates templates for multi-turn dia- 157

logues by combining these goals. In the dialogue 158

generation phase, the publicly available LLM is 159

invoked to generate the dialogues implying the 160

recommendation process based on pre-designed 161

prompts which are derived by filling the dialogue 162

templates with users’ behaviors and reviews. 163

2.3 Data Preprocessing 164

In order to smoothly utilize the raw review data to 165

generate dialogues that centered around the func- 166

1http://jmcauley.ucsd.edu/data/amazon
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Data Preprocessing Template Construction Dialogue Generation

Data Filtering
ü Review text length
ü Number of user interactions

…

…

Data Grouping
ü User likes (e.g., rating=4,5)
ü User dislikes (e.g., rating=1,2)

Historical Likes Possible Likes

Data Splitting

Goal Design

Ask Recommend RespondGreeting …

Goal

Template Construction
ü Combining multiple goals to generate templates

[User][Greeting with everyday words]
[Agent][Response simply but not rigidly]
[User][Ask for recommendation]
[Agent][Recommend [USER_MIGHT_LIKES]]
[User][Accept recommend without reason]
[Agent][End the conversation reasonably]

[User][Greeting with everyday words]
																															⋮

[Agent][Recommend [USER_HIS_LIKES_1] and introduce based on 
[OTHER_HIS_LIKES_REVIEW_1]]
[User][Reject recommend without reason]
[Agent][Recommend [USER_MIGHT_LIKES]]

⋮

[User][Greeting with everyday words]
⋮

[Agent][Recommend [USER_HIS_LIKES_1] and introduce based on 
[OTHER_HIS_LIKES_REVIEW_1]]
[User][Reject recommend with reason]
[Agent][Recommend [USER_HIS_LIKES_2] and introduce based on 
[OTHER_HIS_LIKES_REVIEW_2]]
[User][Reject recommend with reason]
[Agent][Recommend [USER_MIGHT_LIKES] and introduce based on 
[OTHER_HIS_MIGHT_LIKES_REVIEW]]
																																⋮	

Recommend 
Once

(6-12 turns)

Recommend 
Twice

(8-14 turns)

Recommend 
Three Times
(10-16 turns)

• Ask for recommendation
• Ask for item detail
• Ask user’s preference
• ……

• Recommend [USER_MIGHT_LIKES]
• Recommend [USER_HIS_LIKES]
• Recommend [USER_HIS_DISLIKES]
• ……

Prompt Integration

Dialogue Prompt
ü Fill the template with user data 

Static Prompt

168 kinds of integrated prompts

Dialogue 
Generation 
with LLM

Dialogue
Filtering

③
②

①

①

②

③

①

②

[User] Hi, I wanted to talk about a
movie that I didn 't enjoy, Rent. It was
quite disappointing.

[User] Anyway, can you recommend
a movie for me?

[User] Hmm, I'm not too sure. Can
you tell me more about the movie?

[User] Alright, I'll give it a try.
Thanks for the recommendation!

[Agent] Oh, I understand your dissatisfaction
with Rent.

[Agent] Sure, I think you might like Alice in
Wonderland. It has received positive reviews …

[Agent] Of course! In this Tim Burton version,
we see a grown-up Alice falling into the
whimsical world of Wonderland …

[Agent] You‘re welcome! I hope you enjoy
watching Alice in Wonderland. Have a great day!

Figure 1: Overview of the LLM-REDIAL dataset construction framework consisting of data preprocessing, template
generation, and dialogue generation.

tion of providing recommendations, we design a167

series of data preprocesses to filter out the inter-168

actions that meets the requirements. Due to the169

presence of non-word tokens in the review texts,170

we firstly tokenize the texts and remove those irreg-171

ular tokens. After that, to guarantee the usability of172

the review content while avoiding excessively long173

text that may not provide accurate semantic infor-174

mation, we filter the review texts and retain records175

with a word count between 20 and 400. Besides, to176

ensure that the interaction quantity for each user is177

sufficient to support the generation of dialogues rep-178

resenting the recommendation process, we impose179

restrictions on the number of interactions. Specifi-180

cally, we remove the users and items with less than181

10 interactions. To make the dialogue content more182

diverse, it is expected to not only reflect situations183

where users accept recommendations but also those184

where users reject recommendations. Therefore,185

we intend to incorporate interactions of both user186

likes and dislikes into the dialogue. Ratings equal187

to or higher than 4 are picked out as positive feed-188

backs, while those equal to or lower than 2 are used189

as negative ones. Finally, the positive and negative190

interactions are sorted chronologically to form two191

collections (LIKES and DISLIKES) that prepare192

for generating prompts in the subsequent dialogue193

generation step. It should be noted that the last194

10% of the positive interactions of each user are195

moved to a new collection (MIGHT_LIKES) from196

which the items are selected as the final golden197

recommendation in the dialogues. 198

2.4 Template Construction 199

2.4.1 Goal Design 200

To make the dialogue proceed along the lines of rec- 201

ommendations, we carefully design multiple kinds 202

of primary goals for the utterances referring to the 203

communicative functions from the international 204

standard ISO 244617-2. Table 2 shows that there 205

are total 8 primary goals based on which 30 detailed 206

sub-goals are provided. The primary goals are used 207

to decide the function of each utterance. Under 208

each primary goal, there are several sub-goals of 209

two types. One is the fixed instruction that indicates 210

the more specific aspect, such as “Ask for recom- 211

mendation” and “Ask for item detail”. The other 212

type is the flexible instruction, mainly consisting 213

of the fixed instruction and a slot to be filled, such 214

as “Recommend[USER_HIS_LIKES]”, where 215

[USER_HIS_LIKES] would be filled with an 216

item randomly sampled from the LIKES set col- 217

lected from historical items with positive feedbacks. 218

Table 2 lists the details of all the pre-defined goals. 219

2.4.2 Template Construction 220

To offer the LLMs the more instructive inputs for 221

the generation of fluent and natural conversations, 222

we construct various dialogue templates each of 223

which is composed of multiple sub-goals. Specif- 224

ically, to enhance the diversity of dialogues, we 225

set different templates based on the frequency of 226

recommendations with the count restricted to 1-3 227
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Table 2: The primary goals and sub-goals for the utterances

Primary Goal Sub-Goal Description

Greating
Greeting with [USER_HIS_DISLIKES] and
[USER_HIS_DISLIKES_REVIEW]

The user starts the conversation with the user’s likes item

Greeting with [USER_HIS_LIKES] and
[USER_HIS_LIKES_REVIEW]

The user starts the conversation with the user’s dislikes

Ask

Ask for recommendation The user seeks for recommendations
Ask for item detail The user asks for specific information about the item
Ask for user’s preferenc The system asks for user preferences
Ask if need more recommend The user is asked if they want more recommendations

Respond

Responds with [OTHER_REVIEW] The system uses other people’s reviews to reply
Response simply but not rigidly The system replies simply and politely
Responds in detail The system replies in detail
Responds according to the user’s mood The system replies according to the user’s mood

Recommend
Recommend [USER_MIGHT_LIKES] The system recommends items that will be accepted
Recommend [USER_HIS_LIKES] The system recommends items that will not be accepted but the user likes
Recommend [USER_HIS_DISLIKES] The system recommends items that the user dislikes

Feedback

Accept recommendation without reason The user accepts recommendation without reason
Accept recommendation with reason The user accepts recommendation for some reason
Express interest The user expresses interest in the item
Reject recommendation without reason The user rejects recommendation without reason
Reject recommendation with reason The user rejects recommendation for some reason

Chit-Chat Chit-Chat Make a transition between the beginning and the end of a conversation

Talk

Lead the converstaion to recommend The system directs the conversation to the recommended task
Lead the conversation to end The user leads the conversation to the end
Introduce based on [OTHER_DISLIKES_REVIEW] The system uses other people’s comments to introduce items the user dislikes
Introduce based on [OTHER_HISLIKES_REVIEW] The system uses other people’s comments to introduce items the user likes
Introduce based on [OTHER_MIGHTLIKES_REVIEW] The system uses other people’s comments to introduce items will be accepted
Accept and express gratitude The user accepts recommendation and express gratitude
Reject and express gratitude The user rejects recommendation and express gratitude
Express gratitude The user expresses gratitude
End the converstaion reasonably The system reasonably ends the session

Reason
Have seen the movie before One of the reasons users reject recommendations
[USER_HIS_DISLIKES_REVIEW] One of the reasons users reject recommendations

times. For the settings where recommendations228

are made 2 or 3 times, except for the final rec-229

ommendation, all preceding recommendations are230

assumed to be rejected. Correspondingly, based231

on the three setting types, the ranges of dialogue232

lengths are also restricted differently. Referring to233

the dialogue lengths of most existing CRS datasets234

that range around 6-16, such as the datasets listed in235

Table 1, we constrained the dialogue lengths of all236

the settings within the same range. In setting with237

a higher number of recommendations, the dialogue238

length is extended accordingly. The combinations239

of goals are manually and carefully designed and240

finally 168 dialuge templates are obtained. Figure 2241

(a) displays an example of the template that makes242

recommendation once with 8 utterances.243

2.5 Dialogue Generation244

2.5.1 Generation with LLMs245

The prompt that fed into the LLMs is formed by246

integrating a pre-defined static prompt and a con-247

cretized template. The static prompt provides the248

task description and requirements with simple plain249

language statements as shown in Figure 2 (b). It is250

worth noting that, to establish a strong connection251

between dialogue content and item information, we252

introduce the real users’ reviews of the historical253

interactions to enrich the dialogue, while avoiding254

verbatim replication of review content. To prevent255

the dialogue from becoming overly verbose and 256

ensure the quality of sentence generation, we limit 257

the length of each sentence to 60 words. 258

The concretized template is achieved by filling 259

in user information into the slots of the dialogue 260

template. Specifically, for the generation of each 261

dialogue, user information is obtained by sampling 262

interactions and review texts from the historical 263

behavior of one specified user. Figure 2 (c) shows 264

an example of user information which is structured 265

in a JSON file. By concatenating the static prompt 266

and the concretized template, the complete prompt 267

to be fed into the LLMs are constructed. 268

To facilitate reproducibility, we adopt the static 269

version of ChatGPT2, i.e., GPT-3.5-turbo, to gen- 270

erate the dialogues for conversational recommen- 271

dation. Based on the integrated prompt shown in 272

Figure 2 (b) and (c), Figure 2 (d) presents the com- 273

plete dialogue output by GPT-3.5-turbo. It can 274

be observed that the dialogue flow smoothly fol- 275

lows the designed dialogue template, and the key 276

steps such as requesting recommendations, provid- 277

ing recommendations, and accepting recommen- 278

dations are well reflected in the dialogue (the un- 279

derlined words). Benefitting from the powerful 280

generation capabilities of LLMs, the generated sen- 281

tences seamlessly incorporate the item information 282

2https://openai.com/blog/chatgpt
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Prompt

(a) Dialogue Template

……

[User] [Greeting with [USER_HIS_LIKES_1]
and [USER_HIS_LIKES_REVIEW_1]]
[Agent] [Responds with 
[OTHER_HIS_LIKES_REVIEW_1]]
[User] [Ask for the recommendation]
[Agent] [Recommend [USER_MIGHT_LIKE]]
[User] [Express interest][Ask more for the 
movie detail]
[Agent] [Responds in detail with 
[OTHER_HIS_MIGHT_LIKES_REVIEW]]
[User] [Accept recommend with the reason]
[Agent] [End the conversation reasonably]

(b) Static Prompt：
You are a data generator. You are simulating a conversation between
a user and a conversation recommendation system. You must follow
the following rules:
- The dialog is generated according to the ‘Dialogue_Template’ and
related information in the Template
- Do not use review directly, please summarize according to the Review
- The agent does not know anything about the user before the chat.
- Each sentence should contain no more than 60 words.
- Following is a Template
(c) Template：
{

"User_Information": "[User_Name]: Amazon Customer(AFVI6OICZFKYF)",
"User_Likes": [

"[USER_HIS_LIKES_1]:Happy, Texas VHS(630576333X) ” ],
"User_Dislikes": [

"[USER_HIS_DISLIKES]:None"],
"User_Might_Likes": [

"[USER_MIGHT_LIKE]:American Psycho VHS(0783243499)"],
"User_His_Likes_Review": [

“[USER_HIS_LIKES_REVIEW_1]: Happy, Texas VHS:{‘overall': 4, 'Review_text‘:
'What a delightful movie. I heard about this when it was released at ……'}",],

"User_His_DisLikes_Review": [
"[USER_HIS_DISLIKES_REVIEW]:None"],

"Other_Review": [
“[OTHER_HIS_MIGHT_LIKES_REVIEW]: American Psycho VHS: {‘overall’: 5, 

‘Review_text: ’I was quite impressed with this film . Namely with the fact Christian Bale 
conveys …… to watch is the fusion of 80 's nostalgia and …… '}",

"[OTHER_HIS_DISLIKES_REVIEW]:None",
"[OTHER_HIS_LIKES_REVIEW_1]:Happy, Texas VHS:{'overall':5, 'Review_text': 

'Sunny , funny fun ! at least till 2/3 way through . I watched this for the 5th time ……'}"],
"Dialogue_Template": 

}

(d) Generated Dialogue:
[User] Hi, I really enjoyed watching "Happy, Texas VHS". It was such a
delightful movie. The direction and acting were excellent, and the story
was brought to life in a hilarious way.
[Agent] I'm glad to hear that you enjoyed "Happy, Texas VHS"! It seems
like a lot of people have had a great experience with this movie. One
reviewer mentioned that it was sunny, funny, and filled with belly laughs.
[User] I think so too! Can you recommend any other movies for me
[Agent] Based on your liking of "Happy, Texas VHS", you might enjoy
"American Psycho VHS". It has received excellent reviews and is known
for its impressive performance by Christian Bale. The fusion of 80's 
nostalgia and raw carnage makes it a unique and thrilling watch.
[User] That sounds intriguing! Tell me more about "American Psycho
VHS".
[Agent] "American Psycho VHS" is a film that leaves a lasting
impression. Christian Bale's portrayal of a wealthy, yuppie type with a 
dark side is both chill ing and captivating. The director creates a pasty
and drab mood, with overcast skies and classic 80's artwork. It will
make you think about the people you know and their hidden defects.
Overall, it's a winner and a breakout performance for Christian Bale.
[User] That sounds like a movie I definitely want to watch. I'm
impressed by the reviews and the unique concept. I'll give it a try!
[Agent] Great! I think you'll enjoy "American Psycho VHS"!

Figure 2: Overview of the LLM-REDIAL dataset construction framework consisting of data preprocessing, template
generation, and dialogue generation.

from the relevant review texts and express in a nat-283

ural and coherent manner, enhancing the diversity284

and authenticity of the dialogue. More importantly,285

the incorporation of items and related review in-286

formation effectively strengthens the consistency287

between dialogue content and users’ historical be-288

haviors, which is more aligned with the scenario of289

conversational recommender systems.290

2.5.2 Dialogue Filtering291

Due to the randomness of LLMs and the long re-292

view texts that may confuse the model, the con-293

versations directly generated by ChatGPT contains294

some invalid, noisy cases, which might has detri-295

mental impact on the research using this dataset296

for conversational recommendation. To tackle this297

issue, we design the following automatic data fil-298

tering processes to filter out the high-quality multi-299

turn dialogues step by step: (1) We remove the300

dialogues that are not completely generated; (2)301

We ignore and discard the dialogues containing gar-302

bled or unreadable characters. (3) We remove the303

dialogues that contains the template information,304

i.e., the slots in the templates are not successfully305

filled with the user information. (4) We discard306

the dialogues that are inconsistent in length with307

the related dialogue templates. Through the above308

data filtering procedure, the final large-scale CRS309

dialogues could be better utilized to investigate the310

conversational recommendation methods.311

3 Dataset Statistics312

Our LLM-REDIAL is constructed based on the313

Amazon review dataset. There are 24 different do-314

mains and this work selects 4 of them to be the315

data sources. More domains will be used to gen- 316

erate more conversations in our future work. The 317

LLM-REDIAL consists of 46,964 dialogues with 318

465,896 utterances across 4 domains. The statis- 319

tics of our LLM-REDIAL are shown in Table 3. 320

On average, each dialogue session in 4 domains 321

has 9∼10 utterances since we design three kinds 322

of dialogue template with fixed ranges of dialogue 323

length. One distinctive character of our dataset is its 324

user-centric focus, each user has two corresponding 325

dialogue sessions on average. Compared to Sports 326

and Electronics categories, users in the Books and 327

Movies categories have the higher average numbers 328

of dialogues, possibly due to longer historical in- 329

teraction sequences for book and movie purchases. 330

Compared to the existing available conversational 331

recommendation datasets, LLM-REDIAL has a sig- 332

nificantly larger scale of dialogues. The abundance 333

of unique tokens and 4-grams indicates that the di- 334

alogues generated based on LLMs and users’ inter- 335

action information with reviews convey the richer 336

and more diverse semantic information which is 337

conducive to recommendation. 338

4 Evaluation 339

4.1 Human Evaluation on Dataset Quality 340

To perform a thorough and direct assessment of the 341

quality of our curated dataset, we chose a represen- 342

tative CRS dataset (i.e., REDIAL) for comparative 343

analysis. Subsequently, we conduct a human evalu- 344

ation to measure the effectiveness and reliability of 345

our constructed dataset, incorporating assessments 346

at both the utterance and conversational levels. 347
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Table 3: Data statistics of our LLM-REDIAL dataset.

Books Movies Sports Electronics Total
#Dialogues 25,080 10,093 6,218 6,260 47,651
#Utterances 259,850 106,151 58,289 58,394 482,684
#Tokens 79,540 40,285 35,137 31,331 124,269
#4-Grams 2,385,204 1,100,472 757,201 679,257 4,679,146
# Users 9,893 3,133 5,128 4,469 22,151
# Items 112,913 11,589 34,733 18,034 177,269
Avg. #Dialogues per User 2.54 3.22 1.21 1.40 2.15
Avg. #Utterances per Dialogue 10.36 10.52 9.37 9.33 10.13

Table 4: Human evaluation results on the LLM-REDIAL dataset.

Fluency(0-2) Informative(0-2) Logicality(0-2) Coherence(0-2)

LLM-REDIAL 1.98 1.28 1.90 1.88
REDIAL 1.83 1.18 1.76 1.77

4.1.1 Utterance-Level Evaluation348

In the utterance-level evaluation, we randomly sam-349

pled 10 dialogues from each of the two datasets,350

REDIAL (Li et al., 2018) and our LLM-REDIAL.351

The order of these 20 dialogues is randomly shuf-352

fled. The selected dialogues of LLM-REDIAL to-353

tally contain 112 utterances with given contexts354

while these of REDIAL have 103 utterances.355

We then evaluated the quality of utterances based356

on four aspects: (1) Fluency: Assessing whether a357

response is organized in regular English grammar358

and is easy to understand. (2) Informativeness: De-359

termining whether a response is meaningful and360

not a “safe response”, with repetitive responses con-361

sidered uninformative. (3) Logicality: Evaluating362

the logical consistency of a response by assessing363

whether it aligns with common sense reasoning364

and follows a logical flow. (4) Coherence: Ensur-365

ing that a response is coherent with the previous366

context. We enlisted seven annotators (students) to367

evaluate responses on these four aspects, using a368

scale of 0, 1, 2 (a more detailed rating scheme can369

be found in Appendix A).370

The results of the human evaluation on two371

datasets are presented in Table 4. The utterances372

of our LLM-REDIAL dataset achieve the higher373

scores than those in REDIAL in terms of all the374

four metrics. The utterances in our dataset exhibit375

extremely high fluency, logicality, and coherence,376

which benefits from the strong generation capa-377

bility of LLMs. Compared to REDIAL, the supe-378

riority in information expression of utterances in379

LLM-REDIAL is significant. It is mainly because380

we incorporate the users’ historical interactions381

with review information in the dialogue templates382

for LLMs-based generation, while REDIAL relies383

on the temporarily paired two crowd-workers to384

generate dialogues, making it challenging to delve 385

into detailed and in-depth topics. 386

4.1.2 Conversation-Level Evaluation 387

For the conversation-level evaluation, we assess 388

quality through direct pair comparisons, asking 389

annotators to determine which of the two pro- 390

vided conversations (note that the order of sourced 391

datasets is randomized) exhibits higher quality. 392

Specifically, we randomly select 50 dialogues from 393

each of the two datasets, forming 50 pairs through 394

random matching. We assign seven annotators to 395

annotate all the 50 pairs of dialogues and select 396

the one with overall higher quality for each pair. 397

Finally, we obtained 350 annotations out of which 398

88% indicate our LLM-REDIAL has the better 399

quality. 400

4.2 Evaluation on Conversational 401

Recommendation 402

We conduct a series of experiments on the dataset 403

of Movie domain to show the applicability of 404

LLM-REDIAL on the task of conversational rec- 405

ommendation and emphasize the importance of 406

user-centric dialogues with interactions. Since gen- 407

erating dialogue texts is not a particularly challeng- 408

ing task for LLMs, our focus is on the recommen- 409

dation task. We use Recall@K and NDCG@K 410

(K = 10, 50) as evaluation metrics. 411

4.2.1 Baselines 412

To verify the practicable of the constructed LLM- 413

REDIAL, we consider the following baselines 414

for performance comparison: (1) ChatGPT-based 415

model: We use GPT-3.5-turbo from OPENAI3 as 416

recommender. (2) Vicuna-based model: Refer 417

3https://openai.com/
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Table 5: Performance of the LLM-based models on our LLM-REDIAL and REDIAL.

Methods
REDIAL LLM-REDIAL

R@5 R@10 R@50 N@5 N@10 N@50 R@5 R@10 R@50 N@5 N@10 N@50

ChatGPT-based

Zero-Shot
Dial. Only 0.0100 0.0100 0.0150 0.0072 0.0071 0.0085 0.0000 0.0000 0.0400 0.0000 0.0000 0.0086
Dial. + H. I / 0.0000 0.0050 0.0350 0.0000 0.0015 0.0077

Few-Shot
Dial. Only 0.0100 0.0150 0.0200 0.0100 0.0115 0.0130 0.0000 0.0000 0.0350 0.0000 0.0000 0.0075
Dial. + H. I / 0.0000 0.0000 0.0400 0.0000 0.0000 0.0087

Fine-Tuning
Dial. Only 0.2000 0.2600 0.4400 0.1757 0.1953 0.2021 0.2625 0.3150 0.5175 0.1716 0.1768 0.2353
Dial. + H. I / 0.4500 0.4600 0.5100 0.4270 0.4295 0.4265

Vicuna-based

Zero-Shot
Dial. Only 0.0005 0.0007 0.0013 0.0001 0.0003 0.0004 0.0010 0.0013 0.0027 0.0007 0.0006 0.0010
Dial. + H. I / 0.0033 0.0080 0.0507 0.0025 0.0034 0.0128

Few-Shot
Dial. Only 0.0004 0.0007 0.0053 0.0005 0.0007 0.0016 0.0000 0.0027 0.0100 0.0000 0.0009 0.0026
Dial. + H. I / 0.0080 0.0133 0.0553 0.0073 0.0089 0.0172

Fine-Tuning
Dial. Only 0.1945 0.3018 0.4993 0.1397 0.1642 0.2080 0.2869 0.3325 0.6090 0.2624 0.2684 0.2988
Dial. + H. I / 0.3260 0.3980 0.6940 0.2569 0.2655 0.3108

to (He et al., 2023), we consider the representa-418

tive open-sourced Vicuna (Chiang et al., 2023) to419

be the recommender.420

Both ChatGPT and Vicuna-based models take421

the preceding context of each dialogue as input422

to predict the item that will appear in the next re-423

sponse. Specially, we consider three settings which424

are zero-shot, few-shot, and fine-tuning. For the425

ChatGPT-based model, we randomly select 200426

dialogues for testing. In the few-shot setting, we427

offer 5 case as examples. In the fine-tuning set-428

ting, we use 200 training examples to fine-tune.429

For the Vicuna-based model, we randomly select430

1,500 dialogues for testing. In the few-shot setting,431

we offer 5 case as examples. In the fine-tuning432

setting, we use the remaining 8,593 training exam-433

ples to fine-tune. As the LLM-based models offer434

the recommendation through the way of generative435

retrieval, we follow (He et al., 2023) and apply a436

fuzzy matching to transfer the generated textual437

recommendation list to a item ranking list.438

4.2.2 Results and Analysis439

Table 5 reports the performance of different base-440

line models on recommendation task. ‘Dial. Only’441

indicates that only the dialogue texts are fed into442

the LLMs to generate the results, and ‘Dial. + H.443

I’ represents that both dialogue texts and user’s444

historical interactions are considered to be the in-445

puts. It can be observed that both ChatGPT-based446

and Vicuna-based models achieve clear improve-447

ments from fine-tuning on training data. Compared448

to the fine-tuning setting of ChatGPT, fine-tuning449

Vicuna obtains the better performance. It is prob-450

ably because considering the scale of ChatGPT,451

the training data we provide is much less than that452

of Vicuna. The incorporation of users’ historical453

interactions effectively improves the recommenda-454

tion performance for all the three settings, with the455

most significant enhancement in the fine-tuning set- 456

ting. The experimental results demonstrates that 457

the user’s historical interaction records are quite 458

crucial in the scenario of CRS. However, most ex- 459

isting CRS datasets predominantly focus on the 460

dialogue text. The conversations in these datasets 461

often can not associated with the specific users, 462

making it impossible to identify the corresponding 463

historical interaction information. 464

4.2.3 Case Study 465

To more intuitively explore the effect of response 466

generation for recommendation based on the LLMs 467

under different settings, we provide an example 468

of generating response with recommendation by 469

ChatGPT-based model in Figure 3. As demon- 470

strated, in both the zero-shot and few-shot settings, 471

the generated responses are coherent and natural 472

while the recommendation performance is rela- 473

tively poor. In other words, the introduction of 474

LLMs makes the task of response generation in 475

traditional CRS more straightforward, while there 476

is still significant room for improvement for the 477

recommendation task. After fine-tuning, it is more 478

likely to make recommendations meeting users’ 479

requirements in the generated responses. 480

5 Related Work 481

5.1 Conversational Recommender Systems 482

Dialogue recommendation systems can be clas- 483

sified based on the number of dialogue turns, 484

distinguishing between single-turn dialogue rec- 485

ommendation and multi-turn dialogue recommen- 486

dation.This paper is focus on multi-turn dia- 487

logue recommendation systems (Srivastava et al., 488

2023) (Balaraman and Magnini, 2020) (He et al., 489

2023). The multi-round dialog recommendation 490

system was studied by (Lei et al., 2020a) which 491
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Historical
Interactions

['Sleuth', 'Game Change', 'Eat Pray Love', "All the King's Men", 'The Double']

Dialogue

User: Hey,  I recently watched "Vicky Cristina Barcelona" and I loved it. The movie was a fun trip with … Scarlet and
Bardem's chemistry was amazing.
Agent: Hello,  I'm glad to hear that you enjoyed "Vicky Cristina Barcelona." … Speaking of recommendations, how about
checking out "Game Change"? It's an awesome movie that …
User: Thanks for the recommendation, but I've already seen "Game Change." Although the film was amusing and scary at
times, I found it concerning to witness the lack of qualifications of some political figures.

Zero-Shot
Agent: I understand your concerns about the lack of qualifications in politics. If you\'re interested in exploring more thought-
provoking films on this topic, I would recommend "The Ides of March." It delves into the dark side of political campaigns
and the ethical dilemmas faced by those involved.

Few-Shot
Agent: I completely understand your perspective on "Game Change." If you're interested in exploring more political themes,
you might enjoy "The Ides of March." It's a gripping political drama that delves into the complexities of campaigns and power
struggles. Ryan Gosling and George Clooney deliver stellar performances.

Fine-Tuning Agent: I understand your perspective. In that case, how about considering "Ghost Dog - The Way of the Samurai"? It\'s a
unique gangster film with a touch of absurdity. The cinematography is exceptional, and it offers a fresh take on the genre.

Ground Truth
Agent: I understand your concerns. In that case, may I suggest another film? "Ghost Dog - The Way of the Samurai" is a
unique gangster movie with a parallel social commentary. Forest Whitaker's portrayal of the hitman is exceptional.

Input

Output

Figure 3: Case study of response generation for recommendation based on LLMs under different settings.

allowing the Conversational Recommendation Sys-492

tem (CRS) to pose multiple questions or recom-493

mend items across turns until the user accepts or494

exits the recommendation. To address challenges495

associated with multi-turn CRS, (Lei et al., 2020b)496

leveraged knowledge graphs to select more rele-497

vant attributes for cross-turn inquiries. (Xu et al.,498

2021) dynamically adjusted user embeddings based499

on user feedback on attributes and items, extend-500

ing the work of (Lei et al., 2020a). (Deng et al.,501

2021) (Chu et al., 2023) unified the problem selec-502

tion module and recommendation module in a rein-503

forcement learning-based CRS solution. However,504

all the aforementioned works rely on carefully de-505

signed heuristic reward functions, which may lead506

to strategies deviating from the optimal solution.507

5.2 Datasets for Conversational508

Recommendation509

In order to enhance the performance of conversa-510

tional recommendation systems (CRS) and facili-511

tate dialogue recommendation, many researchers512

have curated dialogue datasets based on specific513

rules (Li et al., 2018) (Chen et al., 2019) (Jan-514

nach et al., 2021) (Lu et al., 2021). (Hayati et al.,515

2020) manually annotated each utterance using516

social strategies to validate the effectiveness of517

social recommendation strategies in CRS. (Moon518

et al., 2019) provided a parallel dialogue Knowl-519

edge Graph (KG) corpus, where each mention of520

an entity is manually linked to its corresponding521

KG path. (Liu et al., 2020) created a multi-type522

dialogue dataset, aiming for bots to naturally guide523

conversations from non-recommendation types to524

recommendation types. Similarly, (Zhou et al., 525

2020b)introduced a topic-guided dialogue recom- 526

mendation dataset to facilitate the transition of 527

dialogue topics. However, Some studies (Liu 528

et al., 2016) (Novikova et al., 2017) (Gao et al., 529

2021)pointed out that existing datasets lack the 530

qualification to develop CRS that meet industrial 531

application requirements due to the following rea- 532

sons: 1) these datasets are insufficient in scale to 533

cover real-world entities and concepts; 2) dataset 534

construction is carried out under strict conditions, 535

making it challenging to generalize to complex and 536

dynamic real-world dialogues. Therefore, devel- 537

oping a large-scale, generalizable, and naturally 538

occurring dialogue dataset is a crucial task. 539

6 Conclusion 540

This paper presents a large-scale multi-turn dia- 541

logue dataset for conversational recommendation 542

which is constructed with LLMs based on the users’ 543

historical behaviours. We fill the user behaviour 544

data into the well-designed dialogue template to 545

guide the LLMs to generate high-quality dialogues. 546

Benefitting from the powerful generation capabil- 547

ity of LLMs, LLM-REDIAL is the largest multi- 548

domain CRS dataset with 46.9k dialogues cover- 549

ing recommendation process. Comprehensive ex- 550

periments are conducted to verify the quality and 551

usability of our LLM-REDIAL. We believe that 552

LLM-REDIAL can serve as a rich resource for 553

advancing research in CRS, assisting the commu- 554

nity in proposing better methods for conversational 555

recommendation within the context of LLMs. 556
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Jekaterina Novikova, Ondřej Dušek, Amanda Cercas 656
Curry, and Verena Rieser. 2017. Why we need new 657
evaluation metrics for nlg. In Proceedings of the 658
2017 Conference on Empirical Methods in Natural 659
Language Processing, pages 2241–2252. 660

Harshvardhan Srivastava, Kanav Pruthi, Soumen 661
Chakrabarti, et al. 2023. Core-cog: Conversational 662
recommendation of entities using constrained gener- 663
ation. arXiv preprint arXiv:2311.08511. 664

Kerui Xu, Jingxuan Yang, Jun Xu, Sheng Gao, Jun Guo, 665
and Ji-Rong Wen. 2021. Adapting user preference 666

9



to online feedback in multi-round conversational rec-667
ommendation. In Proceedings of the 14th ACM inter-668
national conference on web search and data mining,669
pages 364–372.670

Kun Zhou, Xiaolei Wang, Yuanhang Zhou, Chenzhan671
Shang, Yuan Cheng, Wayne Xin Zhao, Yaliang Li,672
and Ji-Rong Wen. 2021. Crslab: An open-source673
toolkit for building conversational recommender sys-674
tem. In Proceedings of the 59th Annual Meeting of675
the Association for Computational Linguistics and676
the 11th International Joint Conference on Natu-677
ral Language Processing: System Demonstrations,678
pages 185–193.679

Kun Zhou, Wayne Xin Zhao, Shuqing Bian, Yuanhang680
Zhou, Ji-Rong Wen, and Jingsong Yu. 2020a. Im-681
proving conversational recommender systems via682
knowledge graph based semantic fusion. In Pro-683
ceedings of the 26th ACM SIGKDD international684
conference on knowledge discovery & data mining,685
pages 1006–1014.686

Kun Zhou, Yuanhang Zhou, Wayne Xin Zhao, Xiaoke687
Wang, and Ji-Rong Wen. 2020b. Towards topic-688
guided conversational recommender system. In Pro-689
ceedings of the 28th International Conference on690
Computational Linguistics, pages 4128–4139.691

A Example Appendix692

In this manual evaluation, four key metrics are em-693

ployed to assess the quality of a dialogue, namely:694

1) Fluency; 2) Informativeness; 3) Logical; and695

4) Coherence. Each metric is graded on a scale696

from 0 to 2, with 0 indicating poor performance, 1697

signifying moderate performance, and 2 denoting698

excellent performance. The specific grading crite-699

ria for each metric are delineated below:700

Fluency:701

0 (poor): The dialogue exhibits severe grammat-702

ical errors, spelling mistakes, vocabulary issues,703

or incoherent expressions, rendering it difficult to704

comprehend.705

1 (normal): The dialogue contains some grammar706

errors, spelling mistakes, vocabulary problems, or707

lacks fluency, yet remains generally understand-708

able.709

2 (good): The dialogue is fluent, devoid of notice-710

able grammar errors, spelling mistakes, or vocab-711

ulary issues, presenting clear and comprehensible712

expression.713

Informativeness:714

0 (poor): A dialogue lacking information, essen-715

tially falling into ‘safe response’ territory or con-716

sisting of repeated answers.717

1 (normal): The dialogue offers some information718

but still lacks detailed or in-depth responses, requir-719

ing additional information for user understanding.720

2 (good): The dialogue furnishes rich, detailed, and 721

in-depth information, answering user queries while 722

providing additional relevant content. 723

Logical: 724

0 (poor): The dialogue features severe logical er- 725

rors, responses or suggestions are unrelated to 726

user queries or context, or there are blatant self- 727

contradictions. 728

1 (normal): The dialogue has some logical issues, 729

with responses or suggestions insufficiently related 730

or reasonable, though still understandable. 731

2 (good): The dialogue maintains logical coher- 732

ence, with responses or suggestions logically re- 733

lated and reasonable in the context of user queries. 734

Coherence: 735

0 (poor): The dialogue is highly incoherent, lack- 736

ing clear contextual connections, with no logical 737

links between various parts of responses or sugges- 738

tions. 739

1 (normal): The dialogue is moderately coherent, 740

exhibiting some coherence but with occasional rup- 741

tures or insufficient logical connections between 742

contexts. 743

2 (good): The dialogue is highly coherent, with 744

clear logical connections between responses or sug- 745

gestions, ensuring smooth transitions between con- 746

texts. 747
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