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Abstract

Automatically designing fast and space-efficient digital circuits is challenging because circuits
are discrete, must exactly implement the desired logic, and are costly to simulate. We
address these challenges with CircuitVAE, a search algorithm which embeds computation
graphs in a continuous space and optimizes a learned surrogate of physical simulation
by gradient descent. By carefully controlling overfitting of the simulation surrogate and
ensuring diverse exploration, our algorithm is highly sample-efficient, yet gracefully scales
to large problem instances and high sample budgets. We test CircuitVAE by designing
binary adders across a large range of sizes, IO timing constraints, and sample budgets. Our
method excels at designing large circuits, where other algorithms struggle: compared to
reinforcement learning and genetic algorithms, CircuitVAE typically finds 64-bit adders
which are smaller and faster using less than half the sample budget. We also find CircuitVAE
can design state-of-the-art adders in a real-world chip, demonstrating that our method can
outperform commercial tools in a realistic setting.

Keywords: Circuit Design, Generative Models, Experimental Design, Latent Space
Optimization

1. Introduction

As the workhorses of today’s parallel processors, optimizing the design of binary adders
is an important and well-studied problem. However, because the physical characteristics
of a given design change as manufacturing technology improves, and because each adder
in a larger design may face different constraints, classical adder designs which minimize
analytical properties such as circuit depth often perform poorly in practice. More recent
approaches use physical synthesis and simulation to optimize adders for real-world area,
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delay, and power consumption Roy et al. (2021); Song et al. (2022). Such algorithms remain
expensive, though, because physical synthesis is slow, the problem is discrete, and the search
space grows exponentially with the number of bits to be summed. Therefore, optimizing
larger adders has generally remained intractable.

We present CircuitVAE, a highly sample-efficient algorithm for optimizing binary adders
which outperforms human designs and commercial tools while requiring fewer simulations
than competing approaches. CircuitVAE solves the two key challenges of this domain,
discrete search and an expensive objective function, by embedding circuits in a continuous
space and learning to predict the results of physical simulation. We introduce two domain-
agnostic improvements to the standard latent-space optimization framework. Our first,
prior-regularized search, prevents search points from “overfitting” the cost predictor far from
the data manifold. The second, cost-weighted sampling, helps balance quality and diversity
in the explored points by initializing them from high-performing prior evaluations. Through
extensive ablations, we demonstrate that these improvements enable gradient-based search
to outperform Bayesian optimization in the latent space, contrary to the standard approach.

We evaluate CircuitVAE in numerous settings, both on standard benchmarks and in the
real world. Across various sizes of adders, and emulating various cost tradeoffs between area
and delay, we find that CircuitVAE outperforms human designs, commercial tools, and the
prior state-of-the-art reinforcement learning algorithm in cost and simulation requirements.
Finally, we integrate CircuitVAE into a real-world chip design workflow and show that it
outperforms commercial tools in a realistic setting.

2. CircuitVAE

In this section, we describe our CircuitVAE algorithm for optimizing prefix adders. In
subsection 2.1, we describe how to train CircuitVAE by combining the standard VAE
training objective with a cost predictor loss. In subsection 2.2, we describe how to search
in the latent space of CircuitVAE, including our proposed prior-regularized search and
cost-weighted sampling techniques. Due to the space constraint, please refer to subsection 5.1
and subsection 5.4 in the Appendix for a detailed introduction to the prefix adder design
problem.

2.1 Training

We denote by X the discrete search space for all N -bit adders. Optimizing over X is
challenging: computation graphs with many nodes or edges in common may not have similar
costs because removing one node is sufficient to change the critical path. Therefore, we
embed X into a continuous latent space Z with a VAE augmented with a cost prediction
head.

Concretely, we learn an encoding function qϕ(z|x) that encodes an input x to a distribution
over Z, and a decoding function pθ(x|z) that decodes a latent variable z to a distribution
over X . We optimize the parameters θ and ϕ by maximizing the evidence lower-bound
(ELBO) (Kingma and Welling, 2013): Eqϕ(z|x)[log pθ(x|z)]−DKL(qϕ(z|x)||pθ(z)). Our prior
pθ(z) is a diagonal unit Gaussian. To balance adherence to the prior with other training
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objectives, we use a β-VAE (Higgins et al., 2017; Bozkurt et al., 2021). Our training loss is:

Lθ,ϕ(x) = Eqϕ(z|x)[log pθ(x|z)]− βDKL(qϕ(z|x)||pθ(z)) (1)

Given a dataset of prefix adders and their costs D = {(xi, ci)}ni=1, we can fit the VAE
parameters by maximizing

∑n
i=1 Lθ,ϕ(xi) via gradient descent using the reparameterization

trick (Kingma and Welling, 2013).
In addition to learning the encoder and decoder, we also learn a cost predictor model

fπ : Z → R. For a datapoint (x, c), we first map x to a latent space distribution qϕ(z|x),
next we sample a latent variable z ∼ qϕ(z|x) (again using the reparametrization trick), and
finally we predict its cost fπ(z). Our cost prediction loss is Lπ(x, c) = (fπ(z)− c)2. The cost
predictor enables optimization, but it also helps shape the latent space: observe that if two
circuits x1, x2 with very different costs have overlapping posteriors qϕ(· | x1), qϕ(· | x2), the
cost predictor will fail to distinguish them. Therefore, the training loss is minimized when
circuits with similar costs are grouped together, which aids optimization.

Following (Tripp et al., 2020), we reweight datapoints according to their cost to give
promising points more volume in latent space. Specifically, the weight of a datapoint
(x, c) ∈ D is

w(x;D, k) ∝ 1

kn+ rankD(x)
, rankD(x) = |{xi : ci < c, (xi, ci) ∈ D}| , (2)

where k is a hyperparameter controlling the relative weights among the datapoints. For
simplicity, we use wi(D) to denote the normalized weight for a datapoint (xi, ci). Note
that we need to recompute these weights after acquiring new datapoints because of the
dependency on D.

Finally, we can put the two losses together to obtain the overall loss objective

Lθ,ϕ,π(D) =
n∑

i=1

wi(D)Lθ,ϕ(xi) + λLπ(xi, ci) (3)

where λ ∈ R+ is a hyperparameter to balance the VAE training loss and the cost prediction
loss. In all experiments, we set β = 0.01, λ = 10.0, and k = 0.001, and optimize Lθ,ϕ,π with
Adam (Kingma and Ba, 2014).

2.2 Optimization

Once we fit the parameters for the VAE with the cost predictor, we can choose new designs
to query by minimizing the predicted costs with fπ. In our experiments, we instantiate fπ
with a feed-forward neural network and perform gradient descent directly in the latent space
by differentiating through fπ with respect to its inputs.

Naively optimizing the predicted cost without constraints yields poor results (Nguyen
et al., 2016; Gómez-Bombarelli et al., 2018; Griffiths and Hernández-Lobato, 2020) because
the cost predictor is only accurate near regions where training examples are available. We
propose prior regularization, a means of softly constraining optimized latents to stay near
the origin where the majority of the dataset lies. We optimize latents according to a linear
combination of predicted cost and prior log-probability:

g(z) = fπ(z)− γ log pθ(z) (4)
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Algorithm 1 CircuitVAE

1: Input: D0 initial dataset; f a blackbox function available for queries; M the number
of data acquisition rounds; m the number of parallel latent search; T the number of
gradient descent steps for latent space optimization; t the interval to capture latents
during optimization

2: D ← D0

3: for i = 1...M do
4: Compute sample weights for D (Equation 2)
5: Fit parameters (θ, ϕ, π) of VAE with the cost predictor on D with the weighted

training objective (Equation 3)
6: Sample m points from D proportional to sample weights
7: Sample m initial latents with qϕ
8: Optimize g(z) (Equation 4) with gradient descent from the initial latents for T steps

and capture a set of latents Zi along the optimization trajectory after every t gradient
steps

9: Sample a new set of Xi by decoding Zi through pθ
10: Query f on Xt to obtain Di

11: D ← D ∪Di

12: end for
13: return the lowest cost point in D

where γ is a hyperparameter to control the strength of the prior regularization. While (Tripp
et al., 2020) propose constraining search to a box around the origin for the same reason, we
note that in high-dimensional space a box has exponentially many corners, and so a box
large enough to contain most of the data mass is likely to have many uninhabited regions.

To balance quality and diversity of our samples, we also initialize the starting latent
variables close to valid and high-performing circuits by a cost-weighted sampling method.
Specifically, we sample circuits from the current dataset (Line 6 in Algorithm 1) proportional
to their datapoint weights (Equation 2). For a sample design x, we obtain an initial latent
variable z0 from the posterior qϕ(z|x) (Line 7) and the gradient descent on g(z) starts at z0.
This procedure ensures that latents are initialized in high-probability and low-cost regions,
while being diverse enough to provide good training data for the next round.

We perform gradient descent for a fixed number of steps and capture the latent variable
values after every t steps to get zt, z2t, etc. (Line 8). For each zt, we decode to a distribution
over X with pθ(x|zt) and sample a design x to query its cost c (Line 9 and 10). CircuitVAE
(Algorithm 1) repeats the training and optimization loop multiple times. In practice, we can
parallelize latent space gradient descent (Line 8) to further accelerate the search.

3. Experiments

3.1 Training and evaluation details

We evaluated circuits following Roy et al. (2021). Prefix graphs generated by CircuitVAE
are first legalized by inserting missing parents of existing nodes—this may be considered part
of the objective function, so our cost predictor learns to infer the same value for equivalent
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Figure 1: Curves of circuit cost (lower is better) vs simulation budget across a range of
circuit sizes (rows) and timing constraints (columns). CircuitVAE consistently achieves
lower costs at fewer simulations.

circuits. We then compile the legalized graph into a netlist using the 45-nanometer Nangate45
cell library (Ajayi et al., 2019) and then physically synthesize the circuit using OpenPhySyn
(Agiza and Reda, 2020). Our encoder and decoder were each ∼ 1M-parameter CNNs
autoencoding the computation graph with a 2-layer MLP as the cost predictor. We represent
circuits using the grid format described by Roy et al. (2021). All experiments used one A100
GPU and 24 CPU cores. For a full description of the model architecture and hyperparameters,
please refer to the subsection subsection 5.5 in the Appendix.

3.2 Comparing search algorithms

We compared CircuitVAE to three alternative search algorithms on the task of optimizing
adders across a range of simulation budgets. Our results are summarized in Figure 1: in all
settings but 16-bit, CircuitVAE outperforms all other methods at every budget.
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Figure 2: Comparing the area-delay Pareto frontiers of 8nm circuits in a realistic setting.
CircuitVAE’s designs Pareto-dominate both human-designed circuits and a commercial
design tool.

Our primary baseline is PrefixRL (“RL”), the prior state-of-the-art reported by Roy
et al. (2021). We also compared against a genetic algorithm (“GA”) directly optimizing a
bitvector representation of the circuit; we used the first few generations of GA as the initial
data to train CircuitVAE. Finally, we compared against a variant of CircuitVAE which
employs BO in the latent space, a practice which has become common (Tripp et al., 2020).

We repeated this experiment for bitwidths in {16, 32, 64} and delay weights in {0.33,
0.66, 0.95}. For CircuitVAE and Bayesian experiments, we launched runs with approximately
1,000, 5,000, 10,000, and 30,000 initial datapoints and grouped these runs into a single curve
to report performance across a range of budgets; the initial simulations required to build
the dataset were counted against these methods’ budgets. We ran each experiment with five
different random seeds and independently collected initial datasets, and report the median
and interquartile ranges across these runs.

It is interesting to note how gradient-based search outperforms latent Bayesian search in
most settings. We hypothesize that our higher-capacity neural score predictor can learn more
from large datasets than the Bayesian surrogate model, and that mitigating overoptimization
with prior-regularized search enables quickly identifying promising candidates.

3.3 Designing real-world circuits

To evaluate CircuitVAE in a more realistic setting, we tried using it in place of a commercial
tool in a real-world datapath design. We used CircuitVAE to design 31-bit adders at delay
weights in {0.3, 0.6, 0.95} using OpenPhySyn as described above; however, we generated
netlists with a proprietary 8nm cell library, and used bit input and output timings captured
from a complete datapath. Then, we synthesized the most promising designs using a
commercial design tool. Note the domain gap in the cost function between training and
evaluation: the commercial tool makes different choices with respect to netlist buffering, gate
sizing, cell placement, etc. Nevertheless, as Figure 2 shows, we managed to Pareto-dominate
both the design tool’s provided adders and common human-designed adders.
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4. Conclusion

In this work, we demonstrated that CircuitVAE can efficiently optimize binary adders, even
in the difficult cases of large circuits and tight timing constraints. However, the authors
optimistically believe that the impact of this work extends beyond adders. Our method
may be applied unchanged to optimize other prefix computations, such as leading zero
detectors; by replacing the prefix graph with another data structure, one might also optimize
multipliers or other circuits. Finally, two of our key innovations, prior-regularized search
and cost-weighted sampling, can apply to any gradient-based latent-space optimization
algorithm, such as Gómez-Bombarelli et al. (2018) use to design chemicals. We hope to
address these exciting possibilities in future work.
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5. Appendix

5.1 Background

In this section, we provide a brief introduction to important concepts in digital design for a
machine learning audience. For a more complete exposition, please refer to the appendix.

Many kinds of circuits, notably including binary adders, can be compactly represented
as prefix graphs, which describe the pattern of carries within the circuit. The design space
of prefix graphs is large—O(2N

2
) for N -bit designs—and expresses tradeoffs between circuit

area and delay, the two main desiderata. For example, the ripple-carry structure represents
schoolbook addition, computing carries one bit at a time, and has the lowest possible area
but is relatively slow. Faster adders such as Sklansky (Sklansky, 1960) and Kogge-Stone
(Kogge and Stone, 1973) compute redundant carry bits, which enables some parallelism at
the cost of area. While regular structures minimizing analytical properties like graph depth
and connectivity are well-known, the actual delay of a fully synthesized and laid-out circuit
depends in a complicated way on many other physical factors, so designing these circuits
remains an important industrial problem.

Because real-world designs may have different requirements for area and latency, we
define a scalar cost function f(x) = ω · delay(x) + (1 − ω) · area(x). We call ω the delay
weight, a hyperparameter trading off these competing goals. In the cost function, we
measured a circuit’s total area in square microns divided by 100 and the delay of its longest
(“critical”) path in nanoseconds multiplied by 10, as we found this yielded smooth changes
in optimization as ω was swept from 0 to 1. To ensure our results generalize, we conducted
our experiments for ω ∈ {0.33, 0.66, 0.95} and for 16-, 32-, and 64-bit adders.

Prefix graphs are translated into physical circuits through cell mapping (which translates
the logical graph into a list of electrical components with a lookup table), physical synthesis,
and layout. In this work we experiment exclusively with binary adders, but the algorithm
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we describe could straightforwardly apply to any parallel prefix circuit by altering the cell
mapping process.

5.2 Related work

5.2.1 Machine learning for EDA

The most closely related work to ours is Roy et al. (2021), which also optimizes parallel prefix
adders with deep learning. While their reinforcement learning (RL) approach outperforms
conventional tools, we show that RL is hindered by the difficulty of searching directly in the
input space. In head-to-head comparison (subsection 3.2), CircuitVAE is typically more than
twice as data-efficient as RL due to learning its own well-structured search space. Classical
approaches to this problem include heuristic search (Moto and Kaneko, 2018) and pruning
(Roy et al., 2014) methods.

Several works have explored using machine learning for other parts of the electronic
design automation (EDA) process. These include Mirhoseini et al. (2020) and Lin et al.
(2020), who use deep learning for chip placement, and Wang et al. (2020) who use RL to
design analog rather than digital circuits.

We build on the open-source EDA tools OpenROAD (Ajayi et al., 2019) and OpenPhySyn
(Agiza and Reda, 2020), without which this work would not have been possible.

5.2.2 Latent-space optimization

CircuitVAE employs latent-space optimization (LSO), a method which has recently become
popular for black-box optimization, most notably in the field of chemical design (Gómez-
Bombarelli et al., 2018; Jin et al., 2018; Tripp et al., 2020). LSO consists of learning a
latent-variable generative model over input structures, together with a neural predictor of
the cost function which serves to shape the latent space and may be used for optimization.
The latent space acts as a learned continuous search space, typically grouping semantically
similar inputs and enabling continuous search algorithms. While many improvements to
this scheme have been recently proposed, we build on the framework of Tripp et al. (2020),
which interleaves optimization with retraining the generative model on new data.

While some LSO techniques optimize by gradient descent through the cost predictor,
recently Bayesian optimization (BO) has been the preferred approach (Jin et al., 2018).
In this work, we demonstrate that naive gradient descent suffers from over-optimizing the
cost predictor far from the data manifold, yielding points with low predicted costs but high
actual costs. However, we introduce two techniques to address this problem and show that,
once appropriately regularized, gradient descent can outperform BO by a wide margin.

5.3 Dataset

We release a dataset of circuits designed by CircuitVAE, together with their latent repre-
sentations and simulation results. This dataset would be appropriate for reproducing the
figures in this work, developing methods that predict circuit properties, and analyzing the
latent circuit representations that CircuitVAE learns. The dataset format is documented in
Table 1.
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Due to the file size and anonymity constraints of the NeurIPS supplement, we only
release data from one experiment at this time. This experiment contains 64-bit adders
designed by CircuitVAE with a delay weight of 0.95, a starting dataset of 30 GA generations,
and a random seed of 1. Following de-anonymization, we will release all the remaining data.

Table 1: Format of released data

Column Description

index Number of syntheses before this circuit
outer loop Round of training and optimization this circuit came from
step Gradient step of optimization this circuit was synthesized at
batch idx Which latent trajectory in the batch this circuit belonged to
bitvector The circuit’s prefix graph, represented as a bitvector

(see subsection 5.4)
latent CircuitVAE’s latent encoding of this circuit, a 128-vector
prior logprob The log-probability of this latent under the variational prior
true score The circuit’s cost according to OpenPhySyn at this delay weight
predicted score The circuit’s cost as predicted by CircuitVAE’s cost predictor

5.4 Circuit synthesis

In this section, we continue our discussion of the circuit synthesis flow used in this work in
more detail.

Prefix graphs compactly represent a circuit’s design in terms of carry generation and
propagation Brent and Kung (1982). Each bit span i:j is associated with a generate bit
gi,j and a propagate bit pi,j . For all i = 1 . . . N , computing the input bits gi,i and pi,i is
straightforward; furthermore, given the output bits (g1,1; p1,1) . . . (gN,1, pN,1), computing
the final carries and summand is easy. Intermediate values may be computed recursively:
(gi,j ; pi,j) = (gi,x; pi,x) ◦ (gx−1,j ; px−1,j) where i ≥ x > j and ◦ is the carry operator Brent
and Kung describe. A prefix graph is exactly a tree determining the association order of
(gi,i; pi,i) ◦ . . . ◦ (g1,1; p1,1) for each i = 1, . . . , N .

In the dataset we release, we compactly represent prefix graphs as bitvectors with one
bit per possible node in the graph. For input to our CNN encoder, we reshape the bitvector
into a matrix in {0, 1}N×N where the upper triangular holds the bitvector values and the
lower triangular holds zeroes; the CNN decoder predicts logits of this shape, and we extract
the upper triangular to predict a bitvector. We found that this representation approximately
colocates bits which are closely connected.

Before synthesizing a predicted bitvector, any missing nodes implied by parentless child
nodes are inserted in a process we refer to as legalization. By legalizing before scoring vectors,
our cost predictor effectively sees legalization as part of the cost function, and does not need
to separately learn which vectors are valid.

A prefix graph may be converted into a circuit netlist and synthesized at a particular
clock target to determine its area and delay. Because of decisions made within the synthesis
tool, a given circuit may achieve a range of areas and delays when synthesized at different
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clock targets. In practice, we first synthesized each circuit with clock targets 0.0ns and
10.0ns to determine upper and lower bounds on achievable delay, and then synthesize twice
more at clock targets linearly interpolated 4% and 36% between these bounds. We then fit
a cubic interpolator to these four (area, delay) tuples to predict the full curve of area and
delay, and score the circuit based on the minimum cost along this curve according to our
given delay weight. We found this scheme predicted synthesis results almost perfectly at
much lower cost than computing the entire curve, so we benchmarked all methods in this
way.

5.5 Model architecture and hyperparameters

In this section, we document CircuitVAE’s model architecture. All search, training, and
model hyperparameters are listed in Table 2.

CircuitVAE uses a fully-convolutional encoder and decoder, with linear layers to map to
and from the 128-dimensional latent space. Each trunk consists of four residual blocks, each
having two 5x5 convolutions; these sizes were picked to give output units a full receptive
field. We use GELU Hendrycks and Gimpel (2016) as the activation function and do not use
batch or layer normalization. The latent space uses a diagonal unit normal prior. The cost
predictor is an MLP on top of the latent vector, with one hidden layer of 32 units, followed by
GELU and a linear scalar predictor. The encoder and decoder each have approximately 1M
parameters, and the score predictor has about 4000. The input to the encoder is a bitmatrix
as described in subsection 5.4, augmented with binary positional encodings indicating the
location of input and output nodes.
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Table 2: Hyperparameters

Parameter Value Description

Experimental
Bitwidth 16, 32, 64 Sizes of circuits designed
Delay weight 0.33, 0.66, 0.95 Sensitivity of objective to delay vs area
GA generations 1, 5, 10, 30 Number of GA generations used as initial data

Search
Steps 600 Total latent gradient steps
Synthesis period 100 Gradient steps between synthesizing circuits
Batch size 96 Number of parallel latent trajectories per search
γ 0.01 - 0.1 Strength of prior regularization
Learning rate 0.1

Training
Search period 5000 Training steps between latent optimization rounds
Batch size 64
Learning rate 0.0002
Gradient clipping 1.0
Gradient skipping 400.0 Skip updates with pre-clip gradient norm ≥ 400.0
AE loss weight 0.03 Weight of autoencoding term in β-VAE loss
β 0.01 Weight of KL term in β-VAE loss
λ 10.0 Weight of cost prediction loss
KL warmup 2000 Steps to linearly warmup KL loss from 0
k 0.001 Data reweighting coefficient

Model
Latent dimension 128
CNN filters 64
CNN kernel size 5
CNN blocks 4 ResNetV2 residual blocks per encoder and decoder
fπ depth 1 Hidden layers in cost predictor
fπ width 32 Width of cost predictor hidden layers

5.6 Ablations

We ablated each of the components of CircuitVAE to understand their individual contribu-
tions. All of these experiments were conducted on 32-bit adders, with a delay weight of 0.66
and the largest initial dataset. In Figure 3, we tested:

• Removing data reweighting (Tripp et al., 2020), which leads training to get stuck when
new datapoints have a negligible impact on the overall distribution.

• Replacing the cost-weighted latent distribution with the prior or the latent encoding
of Sklansky. Starting the search from a good adder (Sklansky) outperforms sampling
from the prior, but both underperform our adaptive initialization.
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Figure 3: Ablating search and training methods (left) and data source (right).

Figure 4: The effect of changing prior weight γ on cost (left) and latent search trajectories
(right). Shaded regions show overfitting when the true cost (top) exceeds the model’s
prediction (bottom).

• Replacing the initial dataset with uniformly random adders rather than the first
30 generations of GA, which performs poorly because uniformly random adders are
typically low-quality.

In Figure 4, we examined the ability to control search by controlling the prior regulariza-
tion term γ. At low values of γ (blue and orange), latent trajectories quickly exit the region
around the training data (gray) and overfit the cost predictor, yielding much higher costs
than the model predicts. At higher values (green and red), trajectories stay near the origin,
which prevents overfitting but limits exploration and sample diversity. We found the best
results from sampling values of γ per latent trajectory log-uniformly between 0.01 and 0.1,
and used this setting for all other experiments.
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Figure 5: Left: Kernel density estimate plots of latent distributions. Right: interpolating
between two circuits. Background points are training set adders, colored by cost (left) and
area (right); lighter is better.

5.7 Analyzing CircuitVAE’s latent space

To investigate properties of CircuitVAE’s learned search space, we visualize it in two
dimensions in Figure 5. We reduced 128-dimensional latent vectors down to two dimensions
with PCA trained on encodings of training set points, and visualized dataset points and
selected circuits in this space.

When the points are colored by cost (left) or area (right), it is clear that the latent
space is self-organized according to both the objective function and physical properties of
the circuits. This is in stark contrast to the input space: represented as discrete graphs,
nearby circuits (defined by having many nodes in common) may have very different costs
and physical properties, since adding a single node may change the critical path. While
discrete search methods like GA and RL suffer from this poorly-structured search space,
CircuitVAE learns its own space in which optimization is easy.

Visualizing different latent distributions (left) illustrates the benefits of our cost-weighted
sampling approach. Latents sampled from the prior are diverse but have subpar cost, while
latents sampled from the posterior of specific circuits (ripple-carry and Sklansky) are typically
higher quality but much less diverse. Our cost-weighted distribution is diverse, covering
much of the latent space, but is biased towards lower-cost adders.

5.8 GA baseline

Our genetic algorithm (GA) baseline used a standard genetic algorithm with crossover and
mutation operations Davis (1991). We used a population size of 1000 for each generation.
The individuals of the population were the bitvector representations of flattened prefix graphs
with each bit representing whether or not a prefix node was present. A single mutation was
represented by a random inversion of a single Boolean value. Each individual was initialized
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by randomly choosing either the ripple-carry or Sklansky prefix structure and performing 200
random mutations. We assigned each individual a fitness score as negative cost as described
in subsection 5.4. Each successive generation was generated by taking the top 50% most fit
individuals from the previous generation and from them generating a new population. The
new population was generated 40% by a mutation procedure, 40% by a crossover procedure,
10% by preserving the top individuals from the previous generation unchanged and 10% by
the random initialization procedure mentioned above. The mutation procedure created a
new individual by randomly sampling a single parent and then performing up to 50 random
mutations. The crossover procedure created a new individual by randomly sampling two
parents and then randomly choosing one of those two parents to supply the value at each
node location.
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