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Abstract

This paper investigates the challenges of developing large
language models (LLMs) proficient in both multilingual un-
derstanding and medical knowledge. We demonstrate that
simply translating medical data does not guarantee strong
performance on clinical tasks in the target language. Our ex-
periments reveal that the optimal language mix in training
data varies significantly across different medical tasks. We
find that larger models with carefully calibrated language ra-
tios achieve superior performance on native-language clinical
tasks. Furthermore, our results suggest that relying solely on
fine-tuning may not be the most effective approach for incor-
porating new language knowledge into LLMs. Instead, data
and computationally intensive pretraining methods may still
be necessary to achieve optimal performance in multilingual
medical settings. These findings provide valuable guidance
for building effective and inclusive medical Al systems for
diverse linguistic communities.

Introduction

The evolution of multilingual language models like Llama3
and GPT-4 marks a significant advancement in natural
language processing. However, most LLMs are primarily
trained on English and other common European languages,
often neglecting low-resource languages with different al-
phabets, such as Arabic. This limitation poses a significant
challenge, particularly in specialized domains like health-
care, where accurate language understanding is crucial.

One major obstacle is the scarcity of high-quality,
domain-specific data for these languages. In this paper, we
address this challenge by evaluating and improving the capa-
bilities of LLMs for clinical tasks in Arabic. We first conduct
a comprehensive evaluation of existing open-source LLMs
to assess their performance on medical tasks in both En-
glish and Arabic. This analysis provides valuable insights
into the current state of LLMs in handling clinical informa-
tion across different languages.

To further enhance the capabilities of these models, we
investigate various techniques, including leveraging exist-
ing LLMs for translation, paraphrasing, and generating syn-
thetic data to augment Arabic medical datasets. Specifically,
we explore the translation capabilities of both Llama and
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Qwen, highlighting their strengths and weaknesses in han-
dling medical terminology and nuances in Arabic.

Finally, we fine-tune Llama 3.1 using different mixtures
of original and synthetic Arabic medical data. This allows us
to analyze the impact of different data sources and augmen-
tation techniques on the model’s performance across various
clinical tasks. Our findings reveal that the optimal data mix-
ture varies depending on the specific task, emphasizing the
importance of careful data curation and augmentation strate-
gies for developing effective clinical LLMs.

Our work focuses on the Llama 3.1 model, but the pro-
posed methodology can be extended to other LLMs, do-
mains, and low-resource languages. We believe this research
contributes to developing more inclusive and robust LLMs
that can effectively serve diverse linguistic communities and
specialized domains.

Related Work

The emergence of large language models (LLMs) has
marked a significant advancement in artificial intelligence,
demonstrating impressive capabilities in natural language
understanding and generation. Initially developed for gen-
eral use-cases such as text summarization, translation, and
dialogue generation, LLMs have quickly been adopted
across diverse industries, including finance, law, and edu-
cation.

One domain where LLMs have shown considerable
promise is healthcare (Zhang, Wang, and Chen 2023). Re-
cent studies have explored the application of LLMs to a
variety of medical tasks, including clinical decision sup-
port, medical question answering, and diagnosis assistance.
For instance, GPT-4 has demonstrated proficiency in med-
ical knowledge evaluation, achieving scores comparable to
human experts on standardized medical exams (Nori et al.
2023). Other models like Meditron (Chen et al. 2023), Open-
BioLLM (Ankit Pal 2024) and Med42 (Christophe et al.
2024) have further advanced the field, with many surpassing
GPT-4’s performance on specific medical tasks and releas-
ing open-source models usable by the research community
and facilitating further advancements in the field.

Evaluating the performance of clinical LLMs, however,
presents unique challenges. Most current models are primar-
ily evaluated on question answering tasks using datasets like
USMLE, MedQA, and PubMedQA. New benchmarks such



as MEDIC (Kanithi et al. 2024) have emerged to provide a
more comprehensive and standardized evaluation of medical
LLMs, encompassing tasks like clinical diagnosis, treatment
recommendation, and patient education.

Despite the rapid progress, a significant limitation of most
existing clinical LLMs is their reliance on English data for
training and evaluation. This raises concerns about their ap-
plicability and fairness in multilingual healthcare settings,
where a significant portion of the population may not be
proficient in English. While multilingual LLMs like Llama,
Qwen or Mistral (Dubey et al. 2024; Yang et al. 2024; Jiang
et al. 2023) have demonstrated strong performance across
multiple languages, adapting these models for both a new
language and a specialized domain like healthcare remains
an active area of research. Although some efforts have been
made to develop multilingual clinical LLMs (Lopez et al.
2023; Wang et al. 2024), broad studies on their cross-lingual
performance and generalizability are limited.

Developing LLMs for languages with unique linguistic
characteristics and limited digital resources presents addi-
tional challenges. Arabic, with its complex morphology, di-
alectal variations, and relatively scarce medical corpora, ex-
emplifies these challenges. While general-purpose Arabic
LLMs like Jais (Sengupta et al. 2023) and Silma (Silma-Al
2024) have emerged, specialized medical models for Ara-
bic remain scarce. To our knowledge, BiMedix (Pieri et al.
2024a) is the only model that specifically focuses on build-
ing an LLM with multilingual capabilities (Arabic + En-
glish) for the healthcare domain.

Evaluating Large Language Models’
Capabilities in Arabic Medical Applications

While many large language models claim to work well in
multiple languages and medical tasks, most testing focuses
on either general language skills or English medical knowl-
edge separately. Few studies look at how well these models
handle medical content in specific non-English languages
(Jin et al. 2024). In this study, we test several popular models
of different sizes on Arabic medical benchmarks. Our results
show that these models still have a long way to go to match
their English performance levels.

Arabic Evaluation Datasets

We utilize a set of Arabic-translated medical datasets for
our zero-shot and fine-tuning evaluations. These datasets,
originally developed for training and evaluating question-
answering systems in the medical domain, include Pub-
MedQA, MedMCQA, MedQA, and Medical MMLU. Pub-
MedQA: This dataset is derived from biomedical research
articles (Jin et al. 2019). MedMCQA (Pal, Umapathi, and
Sankarasubbu 2022) and MedQA (Jin et al. 2021) con-
sists of multiple-choice questions coming from Indian and
United States medical license exams. Medical MMLU is de-
rived from the MMLU benchmark, specifically focusing on
biomedical subsets including Clinical Knowledge, College
Biology, College Medicine, Medical Genetics, Professional
Medicine, and Anatomy (Hendrycks et al. 2021).

The translation of these datasets into Arabic was con-
ducted using a semi-automated iterative translation pipeline,
as detailed in BiMediX (Pieri et al. 2024a). This process in-
volves initial translations using language models, followed
by human refinement to ensure the accuracy and quality of
the translations. The translated datasets maintain the origi-
nal format of questions and answers, allowing for consistent
evaluation across languages.

Modifications to Harness Pipeline

Our research utilizes the Harness evaluation framework
(Gao et al. 2024), which calculates log-likelihood scores
to evaluate predictive model performance. To accommodate
the Arabic language, we made significant modifications to
handle its unique attributes, including its distinctive script,
complex morphology, and syntactic structure, ensuring ac-
curate processing of Arabic data.

Arabic text runs right-to-left (RTL), unlike English (LTR).
We updated the framework to display and process Arabic
text correctly. This meant reformatting our dataset while
keeping its structure intact. To conduct zero-shot evalua-
tions in Arabic, we adapted the entire framework for zero-
shot testing, converting all prompts, responses, and multiple-
choice options to Arabic, ensuring an accurate display and
functionality of the Arabic script. Arabic’s linguistic com-
plexity makes context crucial for accurate understanding. A
single word can have multiple meanings depending on its

grammatical form and context. For instance, the root word
< _ (j-r-b) can transform into various derivatives that range
from “to try” to “’to test” to other nuanced meanings, high-
lighting why machine learning models must carefully con-
sider contextual cues when processing Arabic text.

Additionally, rather than just calculating the probability
of generating answer choice labels (e.g., a, b, ¢, or d), we
calculate the probability of generating the full answer text.
This modification provides a more detailed understanding
of the model’s performance by taking into account the entire
answer generation process.

Results

As shown in Table 1, large language models in all model
families exhibit limited performance on Arabic medical
benchmarks. While leading models like Llama3.1 achieve
high accuracy in English (62.0 and 78.2 on MedQA), their
performance significantly degrades when applied to Arabic
(29.5 and 56.6). Although Qwen2.5 models demonstrate rel-
atively better performance in Arabic, accuracy remains sub-
optimal.

We will focus on improving Arabic performance, using
Llama3.1 as a case study to explore strategies to achieve
English-language proficiency on Arabic medical bench-
marks.

LLM Adaptation Through Translation Pipeline

A straightforward approach to enhance large language
model performance across languages is to implement a
translation pipeline: convert the Arabic input to English,
process it, and translate the output back to Arabic. This



Model/Dataset | PubMedQA  MedMCQA MedQA MMLU
| En Ar  En Ar En Ar En Ar

Qwen2.5-3B-Instruct (Yang et al. 2024) 292 612 492 355 48.8 41.7 68.0 28.0
Qwen2.5-7B-Instruct (Yang et al. 2024) 452 744 568 39,5 602 539 76.7 349
Pangea-7B (Yue et al. 2024) 57.0 61.0 502 375 53.0 49.6 683 324
Mistral-7B-Instruct_v0.3 (Jiang et al. 2023) 458 46.6 463 280 493 33.8 651 21.6
Llama3.1-8B-Instruct (Dubey et al. 2024) 76.2 732 584 358 62.0 295 734 464
Silma-9B-Instruct-v1.0 (Silma-AI 2024) 75,6 64.0 549 389 61.6 547 76.1 31.5
Llama-3.1-70B-Instruct (Dubey et al. 2024) 736 794 718 522 782 56.6 87.6 70.0
Qwen2.5-72B-Instruct (Yang et al. 2024) 632 76.6 684 569 76.1 761 874 76.1
Med42-Llama3.1-70B (Christophe et al. 2024) | 77.6 75.0 724 493 80.4 535 86.8 67.7
Meditron3-70B (Chen et al. 2023) 80.6 758 709 512 793 720 87.0 56.6
BiMedix(Bilingual) (Pieri et al. 2024b) 772 784 616 49.1 652 473 732 569

Table 1: Accuracy of publicly available models on different Medical QA benchmarks. Even though Llama3.1 models are

performing better in English, Qwen2.5 models show a stronger performance in Arabic.

Translation Model

| PubMedQA MedMCQA MedQA MMLU

LlamaX (Lu et al. 2024)

Helsinki (Helsinki-NLP 2024)

Flores 101 (seyoungsong 2024)
Llama3.1-70B-Instruct (Dubey et al. 2024)
Qwen2.5-72B-Instruct (Yang et al. 2024)

74.6 53.1 55.8 59.5
72.0 48.9 40.8 56.6
72.0 36.6 31.2 34.0
75.8 54.8 70.5 70.7
75.9 55.2 71.3 71.5

Table 2: Performance comparison of various translation models on Arabic medical benchmarks, translated into English and

evaluated using Llama3.1-70B-Instruct for accuracy (%).

method leverages the models’ strong English capabilities.
However, this approach introduces significant computational
overhead, which requires at least three separate model calls
instead of one.

We evaluated this pipeline’s effectiveness by testing vari-
ous translation models and comparing Llama-3.1-70B’s per-
formance on translated content against its native English ca-
pabilities. Using our established evaluation benchmarks, we
translated both questions and multiple-choice options before
processing them through Llama-3.1-70B, maintaining con-
sistent evaluation methods.

Our investigation included two categories of translation
systems: specialized translation models designed for precise
Arabic-English conversion, and general-purpose large lan-
guage models trained on both languages. Though not specif-
ically optimized for translation, these general-purpose mod-
els offer broader language understanding.

Our results in Table 2 reveal that despite their reputation
for accuracy, specialized translation models faced consider-
able challenges with medical content. The nuanced nature
of medical terminology makes literal translations problem-
atic, often resulting in technically accurate but contextually
inappropriate translations. General-purpose models such as
Llama and Qwen demonstrated superior performance in this
domain, producing translations that better preserved both
technical accuracy and medical context. Although transla-
tion pipelines can improve the performance of LLMs in
Arabic medical content, the results still lag significantly be-

hind their native English capabilities, highlighting the im-
perfections of current translation methods. This discrepancy
raises serious concerns in the healthcare domain, where ac-
curate understanding and generation of medical information
is crucial. Furthermore, the added computational overhead
of translation limits the feasibility of deploying such models
in resource-constrained environments, hindering their acces-
sibility in regions where they are most needed.

Language Specific Finetuning

We aim to improve large language models’ performance
by finetuning on bilingual domain-specific data not encoun-
tered during pretraining. In this section, we detail our fine-
tuning pipeline, present the datasets utilized, and analyze the
optimal balance between English and Arabic training data.

Finetuning Datasets Due to the scarcity of high-quality
Arabic clinical data, we developed a comprehensive data
preparation pipeline. This section details our methodology
for cleaning existing datasets, generating new data, and per-
forming translations to ensure robust data quality. The size
of each dataset is described in Table 3.

e Arabic Health Questions & Answers Dataset
(AHQAD): The AHQAD dataset, with its 90 richly
diverse categories, offers a comprehensive landscape of
medical and healthcare-related themes tailored specif-
ically for the Arabic-speaking region. This collection
spans an extensive array of topics, from general medicine



Dataset Original Description Final # of Tokens

1. AHQAD Arabic 100K sampled based on completeness and ~ Arabic 8.33 M
paraphrased with Qwen-72B-Instruct

2. Translated MED42 Dataset English ~ 500K sampled randomly, cleaned and Arabic 230.69 M
translated with Qwen-72B-Instruct

3. CIDAR Arabic 10K Instruction-Output good Arabic 1.34 M
quality dataset

4. Med42 Dataset English ~ Full English FT dataset English 46497 M

5. Synthetic Open-Ended English  "200K sampled based on 1-5 rating and Arabic 240 M
translated with Qwen-72B-Instruct

Total # of Arabic Tokens 480.36 M

Total # of English Tokens 469.97 M

Table 3: Dataset Overview with Language Distribution

to specialized fields such as cardiology, pediatrics, and
oncology, as well as practical areas like pharmacology
and patient care. It also includes emergent fields such as
telemedicine and health informatics.

For the AHQAD dataset, which comprises medical
queries, we applied a more selective filtering process. Out
of its total 298,000 entries, we chose 100,000 that fea-
tured the most complete questions. This was crucial as
it ensured the data’s clarity and relevance, enhancing the
quality of the training material. Responses were standard-
ized using Qwen2.5-72B model for paraphrasing. We in-
structed the model to rewrite responses while maintaining
the original meaning, removing typos and complex ab-
breviations, and improving clarity. The model was explic-
itly prompted to preserve the original information without
adding any new content.

Translated Med42 Dataset: We leverage the finetuning
dataset used for finetuning Med42-v2. The Med42 dataset
is curated from various medical and biomedical resources
and it also features chat interactions and chain-of-thought
reasoning apart beyond simple question-answering.

For the Med42 dataset, we randomly selected 500,000
records from the dataset used to train Med42 (Christophe
et al. 2024). This dataset was then translated to Arabic
using the Qwen2.5-72B-Instruct model, chosen for its
strong performance on Arabic benchmarks, as demon-
strated in Table 1. Our manual evaluation further con-
firmed that its translations are of higher quality, with
superior context preservation, both in medical and non-
medical scenarios. Following translation, we meticu-
lously cleaned the data to ensure only Arabic samples
were retained, discarding any residual English phrases, ul-
timately preserving approximately 90% of the dataset.

Culturally Relevant Instruction Dataset For Arabic
(CIDAR): The CIDAR dataset (Alyafeai et al. 2024) on
Hugging Face is an instruction-output pair dataset ex-
plicitly crafted for Arabic NLP tasks, making it particu-
larly valuable for training models in zero-shot and few-
shot learning scenarios. Each record in the dataset fea-
tures a distinct instruction—a prompt, question, or di-
rective in Arabic—and a corresponding output that pro-

vides a precise, contextually relevant response. This struc-
ture is intended to help models interpret and generate
responses across various types of tasks, such as factual
questions, conversational exchanges, and directive-based
commands, thereby enhancing the model’s instruction-
following capabilities.

e Synthetic Open-Ended QA: The preparation of
healthcare-specific  synthetic ~question-answer pairs
employs a systematic multi-stage approach. The pro-
cess begins by randomly selecting seed questions
from HealthSearchQA, ExpertQA, and MedicationQA
datasets. These seed questions serve as the foundational
examples for iteratively building a synthetic instruction
dataset. The iterative process involves using the seed
instructions as few-shot examples to generate new
synthetic instructions. With each iteration, the pool of
instructions expands, ensuring diversity and coverage
across healthcare topics. Importantly, to preserve data
independence, the final synthetic instruction dataset
excludes the original seed instructions. The generated
questions are then processed using Llama-3.1-70B-
Instruct to create comprehensive responses. To ensure
quality, these responses undergo evaluation using the
same model on a scale of 1 to 5, with only pairs rated 5
being retained in the final dataset to ensure high quality.
The entire dataset is subsequently translated into Arabic
using Qwen2.5-72B-Instruct.

Fine-tuning Pipeline The bilingual medical fine-tuning
pipeline explores the optimal combination of Arabic and
English medical datasets to enhance model performance on
both English and Arabic medical tasks. The pipeline incor-
porates two distinct data streams: high-quality Arabic medi-
cal content obtained through rigorous cleaning and filtering
of native Arabic medical datasets, and carefully translated
English medical datasets that maintain clinical accuracy in
both languages. For different ratios, we maintain a constant
number of 469.97M tokens, randomly sampling from our
dataset presented in Table 3.

We finetuned both Llama3.1 models. We employ the clas-
sic auto-regressive loss for finetuning. Loss is backpropa-
gated only on output tokens. This approach ensures that the



Dataset Ratio

Model Configuration (Arabic-English) Accuracy
PubMedQA MedMCQA MedQA MMLU
En Ar En Ar En Ar En Ar

Llama 3.1 8B Baseline 38.0 344 50.0 322 551 273 648 398
1. Arabic Only 100%-0% 686 712 56.6 322 558 275 725 404
2. Strong Arabic Majority 80%-20% 73.6 68.0 567 351 574 275 71.1 402
3. Arabic Majority 60%-40% 69.2 63.0 56.6 329 579 283 729 409
4. Balanced Distribution 50%-50% 70.0 612 566 347 587 295 719 423
5. English Majority 40%-60% 59.0 538 57.0 334 577 298 708 42.0
6. Strong English Majority 20%-80% 67.0 538 57.6 334 573 287 717 420
7. English Only 0%-100% 728 612 588 347 585 295 7162 424
Llama 3.1 8B-Instruct Baseline 762 732 584 358 62.0 295 734 464
1. Arabic Only 100%-0% 720 720 58.7 319 579 292 73.6 300
2. Strong Arabic Majority 80%-20% 76.6 69.0 584 347 596 297 728 421
3. Arabic Majority 60%-40% 768 684 58.1 337 603 309 731 430
4. Balanced Distribution 50%-50% 712 662 587 346 602 335 737 425
5. English Majority 40%-60% 748 662 59.1 368 619 335 723 421
6. Strong English Majority 20%-80% 734 640 595 351 608 316 733 428
7. English Only 0%-100% 684 60.0 59.5 364 60.6 302 73.6 463
Llama 3.1 70B Baseline 156 518 651 41.6 759 482 824 558
1. Arabic Only 100%-0% 70.6 768 688 517 753 533 843 673
2. Balanced Distribution 50%-50% 780 550 689 505 769 509 840 593
3. English Only 0%-100% 752 486 702 475 76.1 486 857 619
Llama 3.1 70B-Instruct Baseline 73.6 794 718 522 782 56.6 87.6 70.0
1. Arabic Only 100%-0% 798 782 706 528 77.1 558 863 67.1
2. Balanced Distribution 50%-50% 772 618 714 508 762 556 869 67.0
3. English Only 0%-100% 750 482 717 497 778 529 815 665

Note: Results show performance on English (En) and Arabic (Ar) evaluations for each metric.

Table 4: Accuracy of Finetuned Llama3.1-8b and 70b models with Different Arabic-English Dataset Ratios on medical QA
benchmarks. Fine-tuning Llama 3.1 models on varying Arabic-English dataset ratios yields inconsistent results across medical
QA tasks. Even large instruct models show limited improvement on Arabic benchmarks after fine-tuning.

model learns to generate appropriate responses and not learn
to generate the prompts. Our training samples are concate-
nated into chunks of 8192 tokens. Each model was finetuned
for two epochs over our curated dataset using a cosine learn-
ing rate schedule between 1 x 107° and 1 x 1076, All ex-
periments are performed on a cluster of 4 H100 nodes.

Results Our results in Table 4 show that different ratio
of Arabic-English data yield to different performance lev-
els depending on the evaluation task. For PubMedQA, train-
ing with exclusively Arabic data produces the best accuracy
(71.2). While for MedMCQA and MedQA, the models per-
form best with strong Arabic majority and English Majority,
respectively (35.1 and 29.8). Surprisingly, for the MMLU
datasets, which focuses on testing direct knowledge applica-
tion, using only English data, achieves 42.4 compared to the
39.8 zero-shot accuracy.

These patterns remain consistent across both the base and
instruct models. These results highlight the fact that the rela-
tionship between the language distribution used for finetun-
ing and performance is fundamentally linked to the nature of

each task. For instance, PubMedQA requires complex ana-
Iytical reasoning within medical contexts, while MMLU fo-
cuses on structured knowledge assessment through multiple-
choice questions. This difference suggests that tasks re-
quiring a deeper understanding of context need stronger
language-specific training.

Interestingly, our findings on the larger 70B parameter
models show more consistent behavior across all Arabic
tasks, with Arabic-only training data consistently achiev-
ing the best results. This suggests that larger models may
handle language-specific tasks more uniformly than their
smaller counterparts, given their greater capacity to abstract
and generalize linguistic features across different training
distributions. Llama3.1-70B base model exhibits poor per-
formance on the PubMedQA test set due to its inability to
follow the chat-template for a highly context-based task. In-
triguingly, our fine-tuned version of Llama3.1-70B-Instruct
rarely outperforms the original model, suggesting that it has
reached its maximum capabilities after subsequent pretrain-
ing, supervised fine-tuning, and alignment stages.



Conclusion

Our research into Arabic-English medical Al reveals critical
insights for developing truly effective multilingual language
models.

First, we highlight the significant performance gap be-
tween English and Arabic, especially pronounced in smaller
models. This disparity underscores the need for models
deeply trained in specific languages to achieve genuine
language understanding and complex medical reasoning.
Smaller models, with their limited capacity, struggle to cap-
ture the nuances of different languages and medical termi-
nology, resulting in a substantial performance gap between
languages like English and Arabic.

Second, while some general language models demon-
strate superior translation capabilities compared to special-
ized translation models, they come with high computational
costs and are not perfect. General language models, despite
their broader training data, still have limitations in accu-
rately translating medical terminology and complex linguis-
tic structures, highlighting the need for further research in
this area.

Third, fine-tuning models do not always guarantee im-
proved performance compared to the baseline, and the re-
sults are highly dependent on the distribution of languages
in the training data. The effectiveness of fine-tuning can vary
significantly depending on the specific language mix used in
the training data, suggesting that a careful balance of lan-
guages is crucial for optimal performance.

We acknowledge that our evaluation primarily focuses
on close-ended question benchmarks, which, while valuable
for assessing domain knowledge, do not fully capture the
generation capabilities, safety, and bias aspects of a model.
These aspects are crucially important for any healthcare
model. Therefore, we advocate for new benchmarks, such
as MEDIC (Kanithi et al. 2024), to include multilingual ca-
pabilities tests to address these critical dimensions.

It is important to note that the impact of language mixing
is particularly significant when dealing with languages that
have vastly different alphabets, such as Arabic, Chinese, or
Latin-based languages. The non-overlapping nature of their
tokens can lead to unique challenges in training and opti-
mization. Moreover, the performance of a model in one do-
main should ideally transfer seamlessly across multiple lan-
guages. It should be easier for a model to learn technical vo-
cabularies in a new language if it is already trained on that
domain and possesses a good understanding of the language.
Therefore, the transfer capabilities of a model for a specific
domain from one language to another should be high.

Thus, we need to continue relying on extensive pre-
training for models to learn a new language effectively. At
the same time, exploring the transfer capabilities of models
for specific domains across languages is crucial. The ulti-
mate goal extends beyond technical achievement: we aim to
create Al systems that can break down language barriers,
provide accurate medical insights, and expand healthcare
access, especially in underserved and linguistically diverse
communities. This means developing models that do not just
translate words, but truly comprehend the intricate cultural
and linguistic subtleties of medical communication. Achiev-

ing this goal will require models that can not only translate
medical information accurately but also understand the cul-
tural context and linguistic nuances associated with different
languages, ensuring effective communication and healthcare
access for diverse populations.
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Appendix

Translation Comparison for Medical Terminology

Helsinki Translation

Original Translation:

How big is the bottle you’re gonna use in a
patient who needs a quick blood transfusion
(based on medical knowledge in 2020)?

Options:

* 18 Gg.

* 20 Gs.

e 22 Gig.

* 24 Gg.

Flores-101 Translation

Original Translation:

What size of cannula would you use in a pa-
tient who needed a rapid blood transfusion (as
of 2020 medical knowledge)?

Options:

* 18 gauge
* 20 gauge
e 22 gauge
e 24 gauge




LlamaX Translation

Original Translation:

What is the volume of the cannula you will
use for a patient who needs a rapid blood
transfusion (according to medical knowledge in
2020)?

Options:

* 18 qij.

* 20 qij.

* 22 qij.

* 24 qij.

Analysis

Translation Quality Comparison

* Helsinki: Uses informal language (gonna”) and
confuses the medical terminology by referring to
a “’bottle” instead of a cannula. Unit notation is
inconsistent (Gg., Gs., Gig.).

 Flores-101: Provides the most accurate medical
terminology, using “cannula” and “gauge” cor-
rectly. Maintains consistent formatting and pro-
fessional medical language.

e LlamaX: Uses correct medical term “cannula”
but focuses on ’volume” rather than size. Unit no-
tation shows consistent but incorrect translation

(qij.)-

Qwen Translation Example

Input Context:
Original English Text:

Why do some people develop hypothyroidism
after radioactive iodine treatment for thyroid
cancer? Radioactive iodine treatment for thy-
roid cancer can sometimes lead to decreased
thyroid function in some individuals. This oc-
curs due to the damage caused by radiation to
the thyroid gland cells.

Qwen Translation: )

Saddl blad pai o oY jam ey LU
sl gl sles¥l W a2
6 13, saall ol slasyl AT,
3,00 8adl an b ) oYl jam sk

SOl o L g LY e
a3 ) a2 Ll C\.‘w}!‘ LW




