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Abstract

Humans are exposed to a continuous stream of sensory data, yet understand the
world in terms of discrete concepts. A large body of work has focused on chunking
sensory data in time, i.e. finding event boundaries, typically identified by model
prediction errors. Similarly, chucking sensory data in space is the problem at hand
when building spatial maps for navigation. In this work, we argue that a single
mechanism underlies both, which is building a hierarchical generative model of
perception and action, where chunks at a higher level are formed by segments
surpassing a certain information distance at the level below. We demonstrate how
this can work in the case of robot navigation, and discuss how this could relate to
human cognition in general.

1 Introduction

People observe the world around them through a continuous stream of multi-modal sensory data,
yet they perceive and conceive in terms of discrete concepts. Event Segmentation Theory (EST)
suggests that continuous sensory streams are segmented into discrete “events”, which have a particular
beginning and end [1], and their event boundaries are triggered by prediction errors [2]. This can be
grounded in a predictive processing account of how the brain works [3–5]. This has inspired various
event boundary detection techniques in machine learning [6], for example by building predictive
world models, and using these for detecting spikes in prediction error [7, 8] or by inspecting changes
of sparsely-gated latent space vectors [9]. Besides perceiving the world in discrete “events”, this
chunking has also been related to memory creation [10] and time perception [11], with a central role
attributed to the hippocampus and medial prefrontal cortex in forming event memories [12].

A different (albeit similar) chunking is found in the hippocampal/entorhinal system in the context
of spatial navigation. In particular, allocentric spatial representations in the hippocampus, so called
“place cells”, exhibit reliable responses when an organism visits a given discrete position in space [13,
14]. These place cells appear to be tuned to the direction of motion, whether in 2 or 3 spatial
dimensions [15], and seem to play an important role in planning, as forward sweeps of activation
were found as organisms consider alternative routes, and the most robust sweeps predict the direction
of subsequent locomotion [16, 17]. Similar to event segmentation, recent findings also show that
place cell activity changes more abruptly in case of salient locations, i.e. locations that crossed cue
boundaries [18].

In this paper, we propose that a single mechanism might underpin both phenomena. We suggest the
brain, and in particular the hippocampus, is involved in learning a hierarchical, temporal predictive
model [19] of multi-modal sensory inputs. In Section 2, we argue that the “chunk boundaries” of
lower level states encoded in a higher level state are not solely determined by instantaneous peaks
in Bayesian surprise or prediction error, but are rather a function(al) of the underlying trajectory
surpassing a certain distance in information geometry. We then demonstrate in Section 3 how this can
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be implemented in a 2-level hierarchical model targeted at robot navigation, and discuss in Section 4
how this could be extended further towards more general cognition.

2 Moving from continuous to discrete using information geometry

We consider an agent that acts in an environment by executing actions at and observing sensory
inputs {o(0)t , o

(1)
t , ...} of different sensing modalities. Given a trajectory of observations of the ith

modality τ = {o(i)0 , o
(i)
1 , ..., o

(i)
t }, we want to assess the information contained in that sequence, as

that will be our desired unit to “chunk”. To that end, for each modality i, the agent builds a predictive
probabilistic world model [20] inferring the hidden or latent causes s(i)t , consisting of:

Transition: p(s
(i)
t |s(i)t−1, at−1), Likelihood: p(o

(i)
t |s(i)t ), Posterior: q(s

(i)
t |s(i)t−1, at−1, o

(i)
t ),

by optimizing the evidence lower bound, i.e. minimizing variational Free Energy [19]:

L = DKL[q(s
(i)
t |s(i)t−1, at−1, o

(i)
t )∥p(s(i)t |s(i)t−1, at−1)]− E

q(s
(i)
t )

[log p(o
(i)
t |s(i)t )].

Hence, the agent effectively learns a statistical manifold for each modality, and can evaluate the
information distance traveled along a trajectory using the Fisher information metric [21]. Note
how the Fisher information metric is also related to the KL divergence. Effectively, if we evaluate
DKL

[
x||x+ δx

]
with x a probability distribution and x+ δx a distribution close to x, we get that if

δx → 0 then DKL

[
x||x+ δx

]
→ 1

2F (x)(δx)2. In other words, for infinitesimally small differences
between distributions the KL divergence approaches the Fisher information metric [22]. This can be
interpreted as integrating the agent’s Bayesian surprise over infinitesimal timesteps to measure the
information distance traveled. This means that instantaneous high Bayesian surprise peaks will still
trigger event boundaries as in EST [2], but also gradual but slow increases in information distance
will trigger discrete chunks in regular patterns as witnessed in place cells [13].

Based on this mechanism we can now instantiate a more coarse grained, higher level generative
model, by determining an information threshold θ for each modality. As the agent interacts with
the environment, we monitor the information distance traveled, and once it surpasses θ for any of
the modalities, a node is formed for the higher level generative model, which we instantiate as a
non-parametric graph structure. This is similar to the Subjective Timescale Model (STM) [8], but
here we keep a graph structure for modeling possible state transitions, instead of fitting a recurrent
neural model. In our case, the graph becomes the representation of a higher level generative model,
with the different nodes being the high level, discrete states, and the (directed) edges between nodes
representing the transition probabilities.

3 Example: Simultaneous Localization And Mapping (SLAM)

As a proof of principle we consider the case of a robot navigating an environment. In this case, the
robot’s actions are the commanded forward and angular velocity, and it has access to two sensing
modalities: a first person view camera, and a proprioceptive odometry signal.

3.1 Low-level models

To learn a statistical manifold of camera views, we instantiate a Transition, Likelihood and Posterior
model using deep neural networks, and train these on sequences of historical data of the robot driving
around [23]. For the posterior model we use a convolutional neural network for processing the input
pixels, after which we concatenate the previous state and action vectors and feed it to a multilayer
perceptron. The likelihood model is composed of convolutional and upsampling layers, in order to
turn a latent state vector back into pixels. The transition model consists of an LSTM [24].

For the prioprioceptive stream on the other hand, we use a pose continuous attractor network
(CAN) [25] configured in a wrapped around three-dimensional grid which is topologically equivalent
to a torus in SE(3). The dimensions of this grid represent the pose (i.e. the x and y position and
rotation around the z-axis, i.e. the heading) of the robot. A cell in the grid is active if the robot
is thought to be positioned closely to the corresponding pose, and cells are activated based on the
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Figure 1: Different cases for the high-level map updating procedure. For each case we show the map
(top), views (bottom left) and poses (bottom right) in their own respective spaces, and the current
active node is always indicated in red. New map nodes are created when both (a) or one (d) modality
surpasses a certain threshold on distance on the statistical manifold. Otherwise, one witnesses a loop
closure event (b) or a shift in posterior belief at the higher level (c).

proprioceptive sensory input, but also from top-down predictions (see later). At any given time, the
cell with the highest activity will be considered the best estimate of the current pose state [26]. The
choice of a CAN to model the transition, likelihood and posterior in pose space, was made to better
ground the model for spatial navigation, effectively performing path integration. Moreover, the pose
CAN closely matches several features found in the entorhinal cortex, such as grid cells [27] and head
direction cells [28].

3.2 High-level map

As mentioned earlier, as the agent surpasses the information threshold θ, a new node is inserted in
the graph which corresponds to the current view and pose state, and is linked to the previous graph
node. This process results in an ever-growing map of the environment as the agent explores the world.
However, in order to build a consistent map, there needs to be a principled way to determine whether
a node is new or is already known to the agent. Therefore, we also monitor the distance to other,
previously added nodes, and account for loop-closure events in case a matching node is found.

Figure 1 gives a visual overview of the various possible matching cases. If neither view nor pose
state match with any of the previously stored view or pose states, a new node is created and inserted
into the map (Fig. 1a). When the view and the pose both match, a loop-closure has occurred and the
current node shifts to the stored node (Fig. 1b). If the currently observed node matches with a stored
node further along the path, a relocation is required, and the estimate is shifted further along the path
in the graph (Fig. 1c). At this point, we can also introduce a top-down prediction for the lower level,
i.e. by injecting activity in the pose CAN at the grid cell that corresponds with this node. Finally, if
the current pose estimate matches a stored node pose, but does not find the corresponding matching
view state, a new node is inserted at the same location (Fig. 1d). This allows the agent to keep track
of varying views of the same landmark throughout the map.

The result can be cast as a hierarchical generative model that is optimizing variational Free Energy [29].
Effectively, the resulting high-level graph yields a topological map of the environment, capturing the
global structure of space. Figure 2 shows the resulting map when evaluating on trajectories of a robot
driving through a warehouse like environment, with four distinct, but visually similar aisles.

3.3 Setting the threshold

Of course the threshold θ has a significant impact on the shape and content of the map. We empirically
tuned the threshold parameter θ⋆ to obtain a correct topological map in Figure 2b. A threshold much
lower than this optimal value (Fig. 2c) will result in a mapping procedure with almost no loop-closure
events. The map will contain every tiny perturbation in views and poses as a separate node and will
be insufficient in countering odometry drift. Conversely, if the threshold is set much higher than
θ⋆, the mapping procedure will lump everything together in a small cluster of nodes (Fig. 2d). We
hypothesize that this may potentially have a crucial source of individual differences in cognition,
where a threshold ranging from low to high corresponds with a cognitive spectrum (and potential
basis for differential diatheses) spanning from autism to schizophrenia [30, 31].
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Figure 2: (a) A mobile robot drives around in a warehouse environment, with the ground truth path
highlighted in red, and example camera views at distinct locations on the trajectory. (b) A topological
map generated using an empirically determined optimal threshold θ⋆, which recovers the ground
truth layout. (c) When θ < θ⋆, many more distinct chunks are created, and loop closures are not
detected. (d) When θ > θ⋆, visually similar aisles are mapped onto the same topological path.

4 G-SLAM: building general cognitive maps

Although we have focused on a SLAM example, we believe this concept can be extended to human
cognition more generally. For instance, the Tolman-Eichenbaum machine (TEM) [32] similarly
proposes a two-level hierarchical model, which generalized to both spatial navigation and relational
memory tasks, but using an attractor network for memory retrieval [33] instead of our graph repre-
sentation. In contrast to our approach, the TEM already assumed discrete inputs, and hence did not
require any “chunking” mechanism. An interesting direction of future work might be to see to what
extent the more flexible TEM could deal with chunked representations of a continuous lower level
data stream. Similar to our approach, George et al. [34] also adopts a graph-structured model for
learning probabilistic sequences, but again with discrete observations.

More recently, Stoianov et al. [35] propose a three level hierarchical model, where each level models
individual observations, trajectories and different maps respectively. Here, the first two layers are
consistent with our hierarchical model, whereas the the third layer adds an extra context layer
which allows to maintain beliefs over different environments or maps. However, also in this work,
observations were one-hot encoded, and sequences were represented as a weighted sum of subsequent
observations, effectively fixing the temporal depth of each sequence. It is interesting to note that
our model also supports generative replay, and is consistent with the view of the hippocampus as
a “sequence generator” [36]. In addition, our low level dynamics models can be used to discover
novel edges in the map [37], which corresponds to the construction of never-experienced novel-path
sequences found in hippocampal neural ensemble recordings [38].

We believe these kinds of architectures provide a general framework for understanding fundamental
elements of minds and brains. The hippocampal/entorhinal system can be considered to be the top of
the cortical heterarchy, while also providing foundations in terms of phylogenetic/ontogenic primacy.
This core predictive-memory system allows for powerful structure learning, and in particular appears
to have been selected (both evolutionarily and developmentally) for allowing large-scale dynamics
to be remembered and orchestrated (for the sake of imaginative exploration and planning) along
(generalized) spatiotemporal trajectories. Indeed, to localize something within a spatialized reference
frame - which itself is impacted by the entities it maps/graphs - may be what it means to ‘understand’
and ‘explain’ something [39]. Therefore, we think that a Generalized SLAM (G-SLAM) architecture
will be key to developing human-like cognition [40].
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