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Abstract

Pre-trained vision language models (VLMs), though powerful, typically lack train-1

ing on decision-centric data, rendering them sub-optimal for decision-making tasks2

such as in-the-wild device control through Graphical User Interfaces (GUIs) when3

used off-the-shelf. While training with static demonstrations has shown some4

promise, we show that such methods fall short when controlling real GUIs due to5

their failure to deal with real world stochasticity and dynamism not captured in6

static observational data. This paper introduces a novel autonomous RL approach,7

called DigiRL, for training in-the-wild device control agents through fine-tuning a8

pre-trained VLM in two stages: offline and offline-to-online RL. We first build a9

scalable and parallelizable Android learning environment equipped with a VLM-10

based general-purpose evaluator and then identify the key design choices for simple11

and effective RL in this domain. We demonstrate the effectiveness of DigiRL using12

the Android-in-the-Wild (AitW) dataset, where our 1.5B VLM trained with RL13

achieves a 49.5% absolute improvement – from 17.7 to 67.2% success rate – over14

supervised fine-tuning with static human demonstration data. It is worth noting that15

such improvement is achieved without any additional supervision or demonstration16

data. These results significantly surpass not only the prior best agents, including17

AppAgent with GPT-4V (8.3% success rate) and the 17B CogAgent trained with18

AitW data (14.4%), but also our implementation of prior best autonomous RL19

approach based on filtered behavior cloning (57.8%), thereby establishing a new20

state-of-the-art for digital agents for in-the-wild device control.21

1 Introduction22

Advances in vision-language models (VLMs), especially in regards to their remarkable common-23

sense, reasoning, and generalization abilities imply that realizing a fully autonomous digital AI24

assistant, that can simplify human life by automating day-to-day activities on computer devices25

via natural language interfaces, is no longer a distant aspiration [16, 45, 55]. An effective device26

control AI assistant should be able to complete tasks in-the-wild through Graphical User Interfaces27

(GUIs) on digital devices: make travel plans; experiment with presentation designs; and operate a28

mobile device autonomously, all while running amidst stochasticity and distractors on the device, the29

Internet, and the tools it interacts with. However, enhanced reasoning or common-sense abilities do30

not directly transfer to intelligent assistant behavior: ultimately we want AI assistants to accomplish31

tasks, exhibit rational behavior, and recover from their mistakes as opposed to simply producing a32

plausible completion to a given observation based on the data seen during pre-training. This implies33

that a mechanism to channel abilities from pre-training into a deployable AI “agent” is lacking.34

Even the strongest proprietary VLMs, such as GPT-4V [24] and Gemini 1.5 Pro [7], still struggle to35

produce the right actions when completing tasks on devices. While general-purpose vision-language36

abilities help these models still make meaningful abstract deductions about novel scenes when37

deployed, these deductions do not transfer to accurate reasoning for control [47, 45, 54, 44]. As a38
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result, most prior work for building device agents construct complex wrappers around proprietary39

VLMs, combining them with prompting, search, or tool use [47, 44, 51, 50, 45]. While building40

prompting or retrieval wrappers to improve decision-making performance of existing VLMs provides41

a “stop-gap” solution in the short run, without updating the weights, the effectiveness of resulting42

agents is inherently limited by the capabilities of the base model [49, 3]. For example, we found that43

off-the-shelf VLMs make reasoning failures that derail the agent (e.g., Figure 2 and Figure 11), and44

these are a direct consequence of the base model. A different solution is to fine-tune the model on45

demonstrations via imitation learning. However, the dynamic nature of the web and device means46

that models trained to mimic actions in stale data can result in sub-optimalilty as the eco-system47

changes [26]. Additionally, agents trained in this way struggle to recover from out-of-distribution48

states resulting from the agents’ own mistakes [8, 12].49
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Figure 1: DigiRL overview. DigiRL is built upon a VLM that
has been pre-trained on extensive web data to develop fundamental
skills such as common knowledge, reasoning, and visual grounding.
Initially, we employ offline RL to fine-tune the VLM using stale
task-specific data, which helps in eliciting goal-oriented behaviors.
Subsequently, our agent engages with real-world graphical user
interfaces, continuously enhancing its performance through online
RL and autonomous performance evaluations.

If we can instead build an interactive50

approach to train a VLM to directly51

adapt and learn from its own experi-52

ence on the device and the Internet,53

that can be used to build a robust and54

reliable device-control agent, without55

needing wrappers on top of propri-56

etary models. However, this learning-57

based approach must satisfy some58

desiderata. First, it must use online59

interaction data since static demon-60

stration data would not be represen-61

tative of the task when the model is62

deployed: for instance, even in the63

setting of web navigation alone, dy-64

namic nature of in-the-wild websites65

means that the agent will frequently66

encounter website versions that differ67

significantly from the scenarios seen68

during training and will need to behave reliably despite changes in visual appearance and distractions.69

Second, learning on-the-fly means the approach must learn from multi-turn interaction data from70

the model itself, a large of chunk of which would consist of failures. Proper mechanisms must be71

designed to automatically pick out the correct actions while filtering the wrong ones.72

To this end, our main contribution is a novel autonomous RL approach, DigiRL (i.e., RL for Digital73

Agents), for training device control agents. The resulting agent attains state-of-the-art performance74

on a number of Android device control tasks. To train this agent, our approach operates in two phases:75

an initial offline RL phase to make maximal use of existing data, followed by an in-the-wild, offline-76

to-online RL phase, that further fine-tunes the model obtained from offline RL on online rollout data.77

Online RL training requires access to an environment that the agent can interact with and obtain78

reliable reward signals, all in a reasonable amount of wall-clock time. To do so, we build a scalable79

and parallelizable Android learning environment equipped with a robust VLM-based general-purpose80

evaluator [26] (average error rate 2.8% against human judgement) that supports running up to 6481

real Android emulators at the same time to make online RL real-time. Then, to effectively learn82

autonomously, we develop an online RL approach that retains the simplicity of supervised learning,83

but incorporates several key deep RL insights to enable fast fine-tuning. Concretely, our approach is84

a variant of advantage-weighted regression (AWR) [28], equipped with: (i) an automatic curriculum85

that uses a value function to order tasks so as to extract maximal learning signal, which is inspired by86

prioritized replay methods [11, 32, 23], and (ii) a value-function trained via effective cross-entropy87

loss [17, 5] to extract low-variance and less-biased gradient signal amidst stochasticity and diverse88

tasks. This RL approach allows us to fine-tune VLMs to attain state-of-the-art after training on only89

stale data, as well as sample-efficient learning with online data.90

We evaluate our agent trained with DigiRL in carrying out diverse instructions from Android in91

the Wild dataset [31] on real Android device emulators and find that our agent can achieve a92

49.5% improvement over the existing state-of-the-art agents (from 17.7% to 67.2% success rate)93

AutoUI [52] and CogAgent [9], and over 9% improvement over our implementation of the prior94

best autonomous learning approach based on Filtered Behavior Cloning. The performance of our95
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Figure 2: Qualitative comparison between DigiRL and other approaches. AutoUI trained from static
human demonstrations can easily get stuck in out-of-distribution states while GPT-4V often get on a wrong goal
(searched “logitech g933bestbuy.com logitech g933” in Google instead of bestbuy.com). In contrast, DigiRL can
recover from such states and complete complex instruction as requested.

agent also significantly surpasses wrappers on top of state-of-the-art proprietary VLMs such as96

GPT-4V [24] and Gemini 1.5 Pro [7] (17.7% success rate), despite using a significantly smaller model97

(with 1.5B parameters). To our knowledge, this is the first work to successfully build an autonomous98

offline-to-online RL approach to enable state-of-the-art performance on device-control problems.99

2 Related works100

Multi-modal digital agents. As opposed to language-only agents that largely interact with both101

text or code inputs and outputs [33, 49, 3, 30, 46, 20, 13], training multi-modal agents capable102

of controlling devices presents different challenges: first, device control is done directly at the103

pixel-level and in a coordinate-based action space, instead of natural language [31, 44], and second,104

the ecosystem of a device and the Internet tends to be quite stochastic and unpredictable, which is105

absent with high-level planning in language only. To handle these challenges, prior work largely106

builds on strong proprietary VLMs [24, 7], and designs complex rule-based wrappers [47, 50, 45, 51]107

to enhance the visual grounding capabilities of VLMs in GUI interfaces and convert text output108

into pixel interactions. However, without any form of fine-tuning, this limits the room for possible109

performance improvement [44, 47, 49, 3], especially when pre-training corpora only present limited110

action-labeled data. A separate line of work fine-tunes VLMs with demonstration data [19, 15, 9, 52]111

via imitation learning, but myopically maximizing single-step action accuracy without accounting for112

consequences of these actions in subsequent steps may lead to poor solutions amidst stochasticity [26],113

as agents trained in such ways will struggle to recover from out-of-distribution states not included114

in the demonstration data [8, 12]. The third category, and perhaps the closest to us, is works that115

run filtered imitation learning on autonomously-collected data to directly maximize the episode116

success rate [26, 18]. In contrast, ours is the first work to run autonomous, offline-to-online117

RL for device control at scale, producing an agent that outperforms prior agents built via imitation.118

Even when compared to prior work running on-policy RL simplistic in web navigation settings119

(MiniWob++ [37, 10]), our approach is 1000x more sample efficient, at the full scale.120

Environments for device control agents. Recent works have introduced simulated environments121

for building device control agents [48, 55, 16, 53, 4, 44]. However, these environments are primarily122

designed for evaluation, and present only a limited range of tasks within fully deterministic and123

stationary settings, infeasible for acquiring a diverse repertoire of skills needed for device control.124

Alternatively, other works use environments with a greater diversity of tasks [48, 37], but these125

environments often oversimplify the task complexity, thus failing to transfer to in-the-wild settings.126

Coversely, our training environment utilizes autonomous evaluation [26] with Gemini 1.5 Pro [7]127

to support diverse, open-ended tasks on parallel actual Android devices, at full scale unlike prior128

environments. This also contrasts other prior works that use single-threaded Android emulators [26,129

39, 19] and thus inefficient for support online RL at scale.130

Reinforcement learning for LLM/VLMs. The majority of prior research employing reinforcement131

learning (RL) for foundation models concentrates on decision-making tasks that must be solved in132

a single turn, such as preference optimization [25, 57, 2] or reasoning [27]. However, “myopically”133

optimizing for single-turn interaction may result in sub-optimal strategies for multi-step problems [56,134
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Figure 3: Environment details. Top: actions space and dynamics of the environment. Bottom: examples of the
read-world non-stationarity and dynamism of the environment.

38, 42], especially admist a high degree of stochasticity. Therefore, we focus on building multi-135

turn RL algorithms in this work. While prior work has devloped value-based RL algorithms for136

LLMs [42, 38, 1, 56], they typically require maintaining multiple models such as Q networks and137

target value networks, and can be subjective to slow convergence and sensitivity to choices of hyper-138

parameters. In contrast, we focus on identifying the key design choices for instantiating a simple yet139

effective RL algorithm for practitioners to plug-and-play to substantially improve full-scale device140

control, and our approach can serve as a base model for future research to build upon.141

3 Problem setup and preliminaries142

Problem formulation. We are interested in pixel-based interaction with virtual devices. We scope143

our study in the control of Android devices: this is already significantly more challenging and more144

general than previous learning-based environments that focus solely on web navigation [16, 55, 4],145

where the web browser itself is merely one application within our broader environment, and link-based146

device controls [47, 50] are inadequate for tasks like games that do not support link inputs.147

Each episode begins with the emulator initialized to the home screen. Subsequently, a task is selected148

from a predefined set of language instructions, some examples of which are shown in Appendix A.1.149

An agent is then tasked with manipulating the emulator to fulfill this instruction. At each time step,150

the agent receives a screenshot of the current screen as the observation. Following the action space151

in prior literature [31], the available actions include tapping and sliding based on normalized (x, y)152

coordinates (ranging from 0 to 1 relative to the screen dimensions), typing text strings of variable153

length, and pressing special buttons such as HOME, BACK, and ENTER, as illustrated in Figure 3.154

Our train and test instructions comes from General and Web Shopping subsets in AitW [31]. These155

tasks consist of information-gathering tasks like “What’s on the menu of In-n-Out?”, and shopping156

tasks on the web like “Go to newegg.com, search for razer kraken, and select the first entry”.157

Challenges of stochasticity. Real-world device contrl presents unique challenges of stochasticity158

absent in simulated environments [55, 37] such as: (1) the dynamic nature of websites and applications,159

which undergo frequent updates, causing the online observations to be different from stale offline data,160

(2) various unpredictable distractors such as pop-up advertisements, login requests, and the stochastic161

order of search results. (3) technical challenges and glitches such as incomplete webpage loading or162

temporary access restrictions to certain sites. Examples of scenarios with such stochasticity from163

our experiments are shown in Figure 3. We observe that these stochastic elements pose significant164

challenges for pre-trained VLMs, including even those fine-tuned on device control data.165

Setup for reliable and scalable online RL. As autonomous RL interleaves data collection and166

training, to maximize learning amidst stochasticity, it is crucial to have a real-time data collection167

pipeline to collect enough experience for gradient updates. While this is not possible in single-thread168

Android emulator environments [26, 39] due to latency, we parallelize our Android emulator using169

appropriate error handling as discussed in Appendix A.1. In addition, the environment must provide170

a reward signal by judging whether the current observation indicates the agent has successfully171

completed the task. To generalize our evaluator to support a wide range of tasks, we extend Pan172

et al. [26]’s end-to-end autonomous evaluator that does not require accessing the internal states of the173

emulator or human-written rules for each task. This contrasts previous works that manually write174

execution functions to verify the functional completeness of each task [16, 48, 37, 44]. We adopt175
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Gemini 1.5 Pro [6, 7] as the backbone of the autonomous evaluator. We seed this model with few-shot176

rollouts and the associated human-labeled success indicators to guide evaluation of novel queries.177

This pipeline enables a single evaluator that can evaluate all AiTW tasks. The evaluator is highly178

aligned with human annotations (average error rate 2.8%), validated in Figure 6.179

4 DigiRL: autonomous RL for building a strong device control agent180

We now present our autonomous RL framework for training device agents. We pose the device181

control problem as a partially-observed Markov decision process (POMDP) and develop RL methods182

for this POMDP. The core of our approach is based on a simple and scalable off-policy RL method,183

advantage-weighted regression (AWR) [29], but we make crucial modifications to handle stochasticity184

and highly-variable task difficulty, through the use of value functions trained with appropriate losses,185

and an automatic curriculum, induced by an instruction-level value function to maximize learning.186

Device control and GUI navigation as a POMDP. Device control is inherently a partially-observed187

problem: there is often some hidden state information that is not observable within the current188

screenshot (e.g., a background process running on the device, listings of other items on a webpage189

that are important for decision-making but not visible together on one screen). These device control190

agents should resolve their uncertainty pertaining to the task, and only then commit to an action. In191

order to get this kind of behavior automatically from RL training, we conceptualize device control192

guided by natural language instructions as a finite horizon Partially Observable Markov Decision193

Process (POMDP) represented by M = {S,A,O, T , µ0,R, H} and run policy gradient to solve194

this POMDP. At the beginning, an initial state s0 and a natural language instruction c are sampled195

from the initial state distribution µ0. A reward of 1 is given at the end if the agent successfully fulfills196

the task per the evaluator, otherwise a reward of 0 is given. The sequence terminates either when the197

agent accomplishes the task or when the maximum allowed number of interactions H is exceeded. In198

principle, we should treat the state as the history of past observations to solve a POMDP correctly,199

but in our experiments we find it enough to use the last two scenes as states.200

Definitions & notation. To explain our approach in detail, we include several standard definitions201

used in reinforcement learning (RL). The Q function for a policy π represents the expected long-202

term return from taking a specific action at the current step and then following policy π thereafter:203

Qπ(sh, ah, c) = Eπ

[∑H
t=h r(st, at, c)

]
. The value function V π(sh, c) is calculated by averaging204

the Q-value, Qπ(sh, ah, c), over actions ah drawn from the policy π. The advantage Aπ(sh, ah, c)205

for a state-action pair is computed by subtracting the state’s value under the policy from its Q-value:206

Aπ(sh, ah, c) = Qπ(sh, ah, c)− V π(sh, c).207

4.1 Backbone of our approach: off-policy RL via advantage-weighted regression208

A starting point for our approach is the advantage-weighted regression (AWR) algorithm [29],209

which says that we can improve the policy reliably by regressing the policy towards exponentiated210

advantages induced by the reward function, as a proxy for optimizing the policy gradient while211

staying close to the previous policy [14, 35, 34]:212

argmaxπ Eν [log π(a|s, c) · exp (A(s, a, c)/β)] , (4.1)
for some positive parameter β and the distribution of past experience ν, and A(s, a, c) denotes the213

advantage of a state-action pair (s, a) given a context c. To avoid tuning the hyperparameter β, we214

consider an alternative that does “hard filtering” on the advantages instead of computing exp(A),215

similar to prior works [22, 43]. This leads to the following loss function for fine-tuning the model:216

L(π) = −Efilter(ν)[log π(a|s, c)]. (4.2)
Typically, these advantages are computed by running Monte-Carlo (MC) rollouts in the environment217

to estimate the value of a given state-action pair, and subtracting from it an estimate of the value218

of the state alone given by a learned value estimator. However, this approach is likely to produce219

high-variance advantages given the stochasticity of the device eco-system that affects MC rollouts.220

4.2 Obtaining reliable advantage estimates from doubly-robust estimators221

To reliably identify advantageous actions given significant environment stochasticity, we construct a222

per-step advantage estimator, inspired by doubly-robust estimators [40, 36]:223

Astep(sh, ah, c) := λH−hr(sH , aH , c) + V step(sh+1, c) + r(sh, ah, c)− V step(sh, c), (4.3)
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where λ is a weighting hyper-parameter. This construction of the advantage estimator is a simplified224

version of Generalized Advantage Estimation (GAE) [36], and balances an advantage estimator with225

higher variance Monte-Carlo estimates λH−hr(sH , aH , c) (due to stochasticity) and an estimator226

with higher bias V step(sh+1, c) + r(sh, ah, c) − V step(sh, c) (due to imperfect fitting of the value227

function). We observed that combining both high-variance and high-bias estimators gave us a sweet-228

spot in terms of performance. To implement the step-level hard filtering, we simply threshold this229

doubly robust estimator as Astep(sh, ah, c) > 1/H to decide which actions progress towards the goal.230

4.3 Automatic curriculum using an instruction-level value function231

While the AWR update (Equation 4.1) coupled with a robust advantage estimator (Equation 4.3) is232

likely sufficient on standard RL tasks, we did not find it to be effective enough for device control233

in preliminary experiments. Often this was the case because the task set presents tasks with highly-234

variable difficulties that collecting more data on tasks that the agent was already proficient at affected235

sample efficieny negatively. In contrast, maximal learning signal can be derived by experiencing the236

most informative tasks for the agent during training. To this end, we design an instruction-level value237

function V instruct(c) to evaluate if a given rollout can provide an effective learning signal:238

Ainstruct(sh, ah, c) :=
∑H

t=hr(st, at, c)− V instruct(c) = r(sH , aH , c)− V instruct(c), (4.4)

where
∑H

t=h r(st, at, c) is a Monte-Carlo estimator of Q(sh, ah, c). The equality holds because the239

POMDP formulation only provides rewards at the end of a rollout. Intuitively, if a rollout attains a240

high value of Ainstruct(sh, ah, c), it means the value function V instruct is small. Therefore, this rollout241

represents a valuable experience of the agent accomplishing a difficult task, and thus should be242

prioritized, akin to ideas pertaining to prioritized experience [32] or level replay [11]. When training243

the actor with a buffer of historical off-policy data, we first perform a filtering step to identify the244

top-p datapoints with highest Ainstruct(sh, ah, c). Then, we use it for AWR (Equation 4.1) with the245

doubly-robust advantage estimator (Equation 4.3).246

Implementation details. Inspired by the findings in some recent works [5, 17] that modern deep247

learning architectures like transformers [41] are better trained with cross-entropy losses instead of248

mean-squared losses, we utilize a cross-entropy objective based on the Monte-Carlo estimate of the249

trajectory reward for training both of our value functions:250

L(V traj) = −Eν [r(sH , aH , c) log V traj(c) + (1− r(sH , aH , c)) log(1− V traj(c))]

L(V step) = −Eν [r(sH , aH , c) log V step(sh, ah, c) + (1− r(sH , aH , c)) log(1− V step(sh, ah, c))]

5 Experimental evaluation251

The goal of our experiments is to evaluate the performance of DigiRL on challenging Android device252

control problems. Specifically, we are interested in understanding if DigiRL can produce agents that253

can effectively learn from autonomous interaction, while still being able to utilize offline data for254

learning. To this end, we perform a comparative analysis of DigiRL against several prior approaches,255

including state-of-the-art agents in Section 5.1. We also perform several ablation experiments to256

understand the necessity and sufficiency of various components of our approach in Section 5.2.257

Baselines and comparisons. We compare DigiRL with: (a) state-of-the-art agents built around258

proprietary VLMs, with the use of several prompting and retrieval-style techniques; (b) running259

imitation learning on static human demonstrations with the same instruction distribution, and (c)a260

filtered BC approach [26]. For proprietary VLMs, we evaluate GPT-4V [24] and Gemini 1.5 Pro [7]261

both zero-shot and when augmented with carefully-designed prompts. For the zero-shot setting, we262

use the prompt from Yang et al. [47] and augment the observation with Set-of-Marks [54]. Set-of-263

Marks overlays a number for each interactable element over the screenshot, so that a VLM can directly264

output the number of the element to interact with in plain text instead of attempting to calculate pixel265

coordinates, which is typically significantly harder. We also compare with AppAgent [47], which first266

prompts the VLM to explore the environment, and appends the experience collected to the test-time267

prompt. We also compare with two state-of-the-art fine-tuning methods for Android device control:268

AutoUI (specifically AutoUI-Base [52]) and CogAgent [9]. AutoUI-Base uses an LM with 200M269

parameters, and a a vision encoder with 1.1B parameters. CogAgent has 11B parameters for its vision270

encoder and 7B for its LM. The supervised training corpus for both AutoUI-Base and CogAgent271

contains AitW, including the instruction set and the emulator configuration we use.272
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AitW General AitW Web Shopping
Train Test Train Test

Prompting
SET-OF-MARKS

GPT-4V 5.2 13.5 3.1 8.3

Gemini 1.5 Pro 32.3 16.7 6.3 11.5

APPAGENT
GPT-4V 13.5 17.7 12.5 8.3

Gemini 1.5 Pro 14.6 16.7 5.2 8.3

Learning

SUPERVISED

TRAINING

CogAgent 7.8 7.8 8.6 14.4

AutoUI 12.5 14.6 14.6 17.7

OFFLINE
Filtered BC 51.7 ± 5.4 50.7 ± 1.8 44.7 ± 1.6 45.8 ± 0.9

Ours 46.9 ± 5.6 62.8 ± 1.0 39.3 ± 6.0 45.8 ± 6.6

OFF-TO-ON
Filtered BC 53.5 ± 0.8 61.5 ± 1.1 53.6 ± 4.7 57.8 ± 2.6

Ours 63.5 ± 0.0 71.9 ± 1.1 68.2 ± 6.8 67.2 ± 1.5

Table 1: Main comparisons of different agents across various settings. Each offline experiment is repeated
three times and the mean and standard deviation are reported. Each online experiment is repeated two times.
Results are evaluated with our autonomous evaluator with the first 96 instructions in the train and test set.
Correlation of our correlation and human judgements can be found in Figure 6.

Base VLM and offline dataset. Both Filtered BC and DigiRL use trained AutoUI-Base checkpoints273

with the image encoder frozen. The instruction and step-level value functions for DigiRL employ274

this same frozen image encoder. The visual features output from the encoder are concatenated with275

instruction features derived from RoBERTa [21]. A two-layer MLP is then used to predict the value276

function. In the offline phase, the offline dataset is collected by rolling out the initial AutoUI-Base277

supervised trained checkpoint as policy. For fair comparisons, we keep the number of offline data278

collected in the pure offline training roughly the same as the total number of data collected in the279

offline-to-online training. Due to the dynamic nature of the Internet-device eco-system, our offline280

data was stale by the time we were able to run our offline-to-online experiments, and this presented281

additional challenge in offline-to-online learning. In both General and Web Shopping subsets, offline282

experiments make use of around 1500 trajectories while offline-to-online experiments start with283

around 500 offline trajectories and update with another 1000 online trajectories. In the offline phase,284

DigiRL skips instruction-level filtering and instead trains the actor with all successful trajectories to285

make full use of the offline data. See a detailed breakdown of our dataset in Appendix A.1.286

5.1 Main results287
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Figure 4: Offline-to-online training curves for Filtered BC and DigiRL.
Curves are smoothed with exponential weighted averaging to start from
the performance of supervised trained policy. Two runs for each model are
started on two different dates with at least two days apart. Observe that
DigiRL is able to improve faster with a fewer number of samples. Since
the data collection frequency is the bottleneck, these performance trends
directly reflect performance trends against wall-clock time as well.

Our main results are summa-288

rized in Table 1 and Figure 4.289

we find that in both AitW290

General and AitW Web Shop-291

ping subsets, our agent trained292

via DigiRL significantly out-293

performs prior state-of-the-art294

methods based on prompt-295

ing and retrieval (AppAgent296

+ GPT-4V/Gemini 1.5 Pro) or297

training on static demonstra-298

tions (CogAgent and AutoUI),299

by a large margin with more300

than 49.5% absolute improve-301

ment (from 17.7% to 71.9% on302

the General subset and from 17.7% to 67.2% on the Web Shopping subset). Notably, this improve-303

ment from DigiRL is realized fully autonomously without making use of human supervision (e.g.304

manually labeled demonstrations or hand-written verifiers).305

Are inference-time prompting and retrieval techniques or supervised training enough for306

device control? Delving into Table 1, we observe that off-the-shelf proprietary VLMs, even when307

supplemented with the set-of-marks mechanism, do not attain satisfactory performance: both GPT-4V308

and Gemini 1.5 Pro achieve success rates under 20%. One possible cause could be the under-309

representation of Android device data in the pre-training data. Moreover, inference-time adaptation310

strategies such as AppAgent [47] show minimal improvement, with gains not exceeding 5% for either311
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model, suggesting a limited scope for improvement without fine-tuning of some sort. As illustrated in312

Figure 5, the primary failures of these VLMs stem from hallucinatory reasoning that lead the VLMs to313

land on a relevant but wrong page. This suggests that while state-of-the-art VLMs excel at high-level314

reasoning in code or math problems, their reliability of reasoning in less familiar domains, such as315

device control, remains inadequate. For example, for the instruction “Go to newegg.com, search for316

’alienware area 51’, and select the first entry”, a GPT-4V based agent erroneously searched “alien317

area 51 ebay” in Google.com and decided that it had made progress towards the task (Figure 11).318
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AutoUI
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Filtered BC
Offline
DigiRL
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Filtered BC
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DigiRL
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Figure 5: Failure modes for each approach on both the AiTW
General and Web Shopping subsets. We found that the failure
mode RL training is most effective at reducing compared to model
supervised trained on human data is “Fail to recover from mistakes”.
A more fine-grained decomposition can be found in Appendix C.

Training on domain-specific human319

demonstrations, however, does boost320

performance, allowing the smaller,321

specialized VLM, AutoUI, to match322

or surpass the larger, generalist VLMs323

like GPT-4V and Gemini 1.5 Pro.324

Nonetheless, this supervised imitation325

learning approach still fall short, with326

success rates on both subsets remain-327

ing below 20%. This shortcoming is328

not addressed via enhancements in329

model scale or architecture, as evi-330

denced by CogAgent [9], with 17 bil-331

lion parameters still achieving similar332

performance to AutoUI [52], which333

has only 1.5 billion parameters. As334

depicted in Figure 5, a predominant failure mode for these agents is an inability to rectify their own335

errors. An example trajectory that we observed is that for the instruction “what’s on the menu of336

In-n-Out”, the agent accidentally activated the voice input button, and failed to quit that page until337

the step limit. In contrast, DigiRL is able to recover from the errors more efficiently( Appendix B.2).338

Comparison of different RL approaches. In Table 1 and Figure 4, we present a comparative analysis339

of various RL approaches. Notably, both offline and offline-to-online configurations demonstrate340

that our RL approach, when augmented with a continuous stream of autonomous interaction data341

and reward feedback, substantially improves performance. This improvement is evident from an342

increase in the success rate from under 20% to over 40%, as the agent learns to adapt to stochastic343

and non-stationary device interfaces. Moreover, although the total sample sizes for offline and offline-344

to-online settings are equivalent, the top-performing offline-to-online algorithm markedly surpasses345

its offline counterpart (75% versus 62.8% on the General subset). This highlights the critical role and346

efficacy of autonomous environment interaction, and establishes the efficacy of DigiRL in learning347

from such uncurated, sub-optimal data. Lastly, DigiRL consistently outperforms the state-of-the-art348

alternative, Filtered BC, across both the General and Web Shopping subsets, improving from 61.5%349

to 71.9% and 57.8% to 61.4%, respectively, highlighting DigiRL’s performance and efficiency.350

5.2 Analysis and ablations351

Failure modes analysis. We conduct an additional user study to annotate the failure modes for each352

agent as shown in Figure 5, and a more fine-grained breakdown can be found in Appendix C. At a353

high level, we classify the major failure modes of all agents into the following three categories: (1)354

Failure to recover from mistakes refers to the scenario where the agent made a mistake that led it to355

states from which it failed to quickly recover and resume the task, such as a wrong search page. (2)356

Getting stuck midway refers to the failure mode where the agent gets distracted on the right track to357

completing the instruction and as a result fails to accomplish the task. For example, failing to click on358

the right link or failing to search after typing the key words. (3) Arriving at wrong goal refers to the359

failure mode where the agent arrives at a wrong page and mistakenly thinks that it had completed the360

task. For e.g, the agent finds a macbook on costco.com instead of finding a macbook on ebay.com.361

While all the types of failure modes benefit from offline and offline-to-online RL training as shown362

in Figure 5, the most consistent and significant reduction is probably for the failure mode of failing363

to recover from mistakes. This is because while pre-trained models, generating plausible future364

tokens, can get distracted by the dynamic nature of the environment and, as a result, encounter at365

never-before-seen states. With no clue of how to escape such states, these methods are unable to366

recover and fail to solve the task. In contrast, by training on autonomously-collected rollouts, our367

agent DigiRL is able to learn from its own mistakes and reduces failures to recover over training.368
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run with the highest autonomous evaluation success rate.

Ablation study of each component in DigiRL. We conduct an ablation study on different components369

of DigiRL in Figure 7 (right). We find that all the components used by our approach are necessary: (1)370

using cross-entropy for training the value functions boosts performance by around 12% (compare Ours371

and Ours w/ Regression); (2) using step-level advantages improves efficiency by 12% (comparing372

Ours and Ours w/o step-level advantage); (3) the use of automatic curriculum improves the speed373

of learning by around 25% (comparing Ours w/o step-level advantage and Filtered BC); (4) Ours374

outperforms vanilla AWR that does not employ a doubly-robust advantage estimator or curriculum.375
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Figure 7: Ablation study results on the AitW
Web Shopping subset.

Additionally, we also observe no degradation in per-376

formance as a result of “hard-filtering”, as show by377

nearly comparable performance of our approach and378

the best run of exponential filtering obtained via an379

extensive tuning of the temperature hyperparame-380

ter τ in naïve AWR (comparing Ours and Ours w/381

vanilla AWR reweighting), despite simplicity of im-382

plementation in the hard filtering approach. Putting383

together, these choices result in a new state-of-the-384

art RL approach for device control.385

Evaluation of our autonomous evaluator. In Fig-386

ure 6, we present the findings from a user study387

aimed at assessing the accuracy of our autonomous388

evaluator. Our results indicate that the success rates389

reported by our automatic evaluator are remarkably390

consistent with those assessed by human evaluators391

across almost all models, with differences less than 3%. Furthermore, we observed that evaluations on392

the Web Shopping subset are more precise compared to those on the General subset. This increased393

accuracy likely stems from the fact that tasks in the General subset are formulated in free-form394

language, which can introduce ambiguity, whereas the Web Shopping subset features a narrower395

range of language expressions, reducing potential variability.396

6 Discussion, limitations, and broader impact397

In this paper, we propose a novel autonomous RL approach, DigiRL, for training in-the-wild, multi-398

modal, device-control agents that establish a new state-of-the-art performance on a number of Android399

control tasks from Android-in-the-Wild dataset [31]. To achieve this, we first build a scalable and400

parallelizable Android environment with a robust VLM-based general-purpose evaluator that supports401

fast online data collection. We then develop a system for offline RL pre-training, followed by402

autonomous RL fine-tuning to learn via interaction, admist the stochasticity of the real-world Internet403

and device eco-system. Our agent achieves a 280% improvement over the previous state-of-the-art404

agents (from 17.7% to 68.2% in terms of task success rate), including AppAgent based on GPT-4V405

and Gemini 1.5 Pro, and supervised trained models such as AutoUI and CogAgent.406

Due to computational limitations, despite the fact that the parallel emulator and autonomous evaluator407

can be easily extended to complicated tasks, our agent is trained only with tasks from AitW instead408

of a generalist on device. Our design of the DigiRL algorithm aims for maximal implementation409

simplicity, so we hope that our approach to serve as a base algorithm for future research to build410

on. While our focus is on algorithmic framework, device-control agents would significantly impact411

economy, society, and privacy due to data security and shared autonomy risks. Addressing these412

concerns is crucial when integrating these agents, but this weakness is not specific to our approach.413
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Appendices576

A Environment details577

A.1 Post-processing of AitW578

The Android in the Wild (AiTW) task set is a large-scale dataset for android device control, containing579

five subsets: GoogleApps, Install, Web Shopping, General, and Single, where we select the General580

and Web Shopping subsets. Single subset is not considered here because all tasks in Single can be581

completed within one step and thus this subset fails to examine the multi-step challenges that we are582

interested in this paper. Install and GoogleApps are not considered due to security reasons as those583

tasks require an active Google account and parallel emulations can flag security concerns.584

General. The General set focuses on searching for information and basic application usage. For585

example, it contains searching for latest news in Chile, search for flights from NYC to Sydney,586

opening Gmail, etc. We use all 545 tasks in the training set for training and the first 96 tasks in the587

test set for testing due to computational and budget constraints. The maximum allowed number of588

steps for this subset is 10. Offline data is collected by rolling our the initial AutoUI policy with tasks589

from the training set. The offline data used for the offline-to-online setting contains 608 trajectories590

while the offline data used for the offline setting contains 1552 trajectories. Some task examples are591

shown in Table 3.592

Task Example
How do I get to the nearest Verizon Store?
How much does a 2 bedroom apartment rent for in Denver?
Search for flights from Barcelona to Boston
What’s a good restaurant in New York?
What’s on the menu at Burger King?

Table 2: Examples of task descriptions in the AiTW General task set.

Web Shopping. The Web Shopping subset comprises search instructions on various shopping593

websites, like searching for razer blader on ebay. As some websites (e.g. Amazon) and operations594

(e.g. adding items to cart) frequently require captcha verifications, we post-process the Web Shopping595

subset to exclude such operations and websites and also make the task easy to evaluate for our596

autonomous evaluator. The resulting task set involves navigating through five websites (costco.com,597

bestbuy.com, target.com, walmart.com, newegg.com) and three basic operations (go to website,598

search in the website, and select items from the searched results). Our post-processed training set599

contains 438 tasks and our testing set contains 96 tasks. Example tasks after post-processing can600

be found in Table 3. The maximum allowed number of steps for this subset is 20. Offline data is601

collected by rolling our the initial AutoUI policy with tasks from the training set. The offline data602

used for the offline-to-online setting contains 528 trajectories while the offline data used for the603

offline setting contains 1296 trajectories.604

Difficulty Task Example

1 Go to costco.com
Go to walmart.com

2 Go to costco.com, search for "bose soundsport free"
Go to walmart.com, search for "logitech g910"

3 Go to costco.com, search for "bose soundsport free" and select the first entry
Go to walmart.com, search for "logitech g910" and select the first entry

Table 3: Examples of task descriptions in the AiTW Webshopping task set.
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B Qualitative examples605

B.1 Random sample of trajectories for different agents606

In Figures 8 and 9, we provide trajectories of DigiRL, AutoUI, and GPT-4V randomly sampled607

from our test set to offer a qualitative understanding of the agents’ performance. As shown in these608

examples, DigiRLcan efficiently carry out in-the-wild device control tasks and less likely to get stuck609

or get to a wrong page compared to AutoUI and GPT-4V.610

B.2 Error Recovery611

We observe that DigiRL is able to recover from its own mistakes. As shown in Figure 10, we find612

that DigiRL explores ways to get back to the original screen in order to perform a search. As a613

comparison, AutoUI fails to reset to the original screen and gets stuck at the diverged screen. Under614

the hood, we find DigiRL trying to maximize the state value, which usually induces it to reset to the615

original screen (that has a large value to success).616

B.3 Reasoning failure of GPT-4V617

The performance of GPT-4V failed on AiTW tasks predominantly due to not being able to carry out618

control actions as it plans on a high level, and then not being able to recover from these mistakes.619

Moreover, one of the main reasons why it is not able to recover from a mistake is that it might620

hallucinate and make itself believe that it is a wrong app or website. Indeed, GPT-4V constructs621

a plan of further actions when provided a task from either Web Shopping or General dataset of622

AiTW. Then, when it makes a misclick and fails to successfully proceed in an intermediate step,623

it might think that it actually solved that intermediate step and is in the correct app or website to624

execute further actions, causing the overall trajectory to fail. An example of this is provided in625

Figure 11. Here, we ask the model to search for an item in a webshopping website, in particular in626

“newegg.com”. However, the model fails to proceed to that website due to not being able to precisely627

locating the search button. Then, instead of trying to go to that website again, the model thinks it is628

already in that webshopping website, and mistakes the search bar of Google with the search bar of629

“newegg.com”. Hence, the rest of the trajectory also fails. Another slightly different phenomenon is630

illustrated in Figure 12. Here, the model is able to proceed to the correct website and search for an631

item, but this time it fails to tap on the search button on the website and clicks to an advertisement632

instead. Consequently, the model fools itself to think it successfully searched the item, and scrolls633

the page hoping to find that item, but it cannot do so because in reality it views the results of the634

advertisement. The primary reason of these failures is the challenge of grounding the control actions635

in GUI interfaces to realize the intermediary goals laid out by GPT-4V model’s thoughts. As an636

example, we provide an illustration of trying to set up an alarm task in Figure 13. Here, in the last637

frame, it fails to execute the precise movements in the necessary amount of rounds to correctly set up638

the alarm to the desired time, and in the last frame we see that the action taken does not align with639

the thought process of the model.640

C Fine-grained failure modes641

In Figure 14, we present a more fine-grained breakdown for all six failure modes provided in the user642

study. Those failure modes include:643

• Failure to recover from mistakes refers to the scenario where the agent made a mistake that644

led it to states from which it failed to quickly recover and resume the task, such as a wrong645

google search page.646

• Failure to click on the right link or failure to click refers to the failure mode where the agent647

either fails to locate the element that it tries to click on and keeps clicking on the nearby648

region, or fails to start typing in the string when it is supposed to do so.649

• Failure to take reasonable attempts at all refers to the failure mode where there is no clear650

reason that the agent fails to complete the task and does not seem to be on the right track651

throughout the trajectory.652
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DigiRL:

AutoUI:

GPT-4V

What are the new products by Samsung?  

Got 
stuck

✘

Click

 Show me some nice wallpapers for my tablet  
DigiRL:

AutoUI:

GPT-4V

Skipped

Stops 
Early

✘

Figure 8: Agents’ trajectory on two randomly sampled tasks on the General split of AitW.
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Go to costco.com, search for 'macbook pro', and select the first entry  
DigiRL:

AutoUI:

GPT-4V

Early 

stop

✘

Got 
stuck

✘

✘
Got 
stuck

Go to newegg.com, search for 'duracell triple a’
DigiRL:

AutoUI:

GPT-4V

Skipped

Skipped

Skipped

Wrong

Page✘

✘
Could not

search

Figure 9: Agents’ trajectory on two randomly sampled tasks on the WebShop split of AitW.
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Go to bestbuy.com, search for 'macbook'
DigiRL:

AutoUI:

Skipped

Skipped

✘
Got 
Stuck

Figure 10: Error recovery cases. In bestbuy.com, we systematically find DigiRL able to recover
from its own mistakes, while AutoUI fails to do so.

Go to newegg.com, search for “alienware area 51” and select the first entry.

...

Thought: To 
complete the given 
task, I should launch 
the Google Chrome 
browser to navigate 
to newegg.com. The 
UI element labeled 
with the number 5 is 
documented as an 
app launcher for 
Google Chrome. 



Action: tap(5)

Thought: To 
complete the given 
task, the next step I 
should do is enter the 
URL "newegg.com" 
into the address bar.



Action: 
text("newegg.com")

Thought: To 
complete the given 
task, the next step I 
should do is to 
navigate to the 
Newegg website by 
tapping the search or 
go button associated 
with the entered 
URL. 



Action: tap(11)

Thought: To 
complete the given 
task, I should clear 
the current text in 
the address bar and 
enter the search term 
'alienware area 51' 
since the goal is to 
search for that 
specific product on 
newegg.com.



Action: tap(2)      

Thought: To 
complete the given 
task, the next step I 
should do is clear the 
current text in the 
address bar and 
enter the search term 
'alienware area 51' 

Action: 
text("alienware area 
51")

since the browser 
has already 
navigated to the 
Newegg website. 



Thought: To 
complete the given 
task, the next step I 
should do is to 
submit the search 
query 'alienware area 
51' 

Since the 
search term is 
already entered, I 
need to tap the 
search or go button 
to initiate the search. 



on the Newegg 
website. 

Action: tap(10)

Figure 11: Failure of GPT-4V, with its thoughts and link-based actions given. A typical cause of
failure is that it cannot tap on the correct “search” button after entering a query and mistakenly tapped
onto the “x” symbol in the search bar as the “search” button. Here the goal is: Go to newegg.com,
search for “alienware area 51” and select the first entry. As seen in red emboldened actions, it fails to
press search button and deletes the query instead. Also, as seen in red highlighted parts in thoughts, it
thinks it is in “newegg.com” website even though it is not.
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Thought: To complete 
the given task, the next 
step I should do is type 
"costco.com" into the 
search bar since I have 
already initiated the 
process to navigate to 
costco.com by tapping 
on the Google search 
bar.



Action: 
text("costco.com")

Thought: To complete 
the given task, the next 
step I should do is enter 
the search term 'acer 
predator' into the search 
bar using the text input 
function.



Action: text("acer 
predator")

Thought: To complete the 
given task, 

Action: 

I should 
continue to swipe up on 
the product listings to 
find the 'acer predator' 
item.



swipe(21, "up", 
"medium")

Thought: To complete the 
given task, I should scroll 
through the product 
listings to find the 'acer 
predator' item. Since the 
first entry is what we 
need to select, 

Action: 

I should 
swipe up on the element 
labeled '26' to view more 
products.



swipe(26, "up", 
"medium")

Thought: To complete 
the given task, the next 
step I should do is to 
initiate the search by 
tapping the search 
button on the 
keyboard. 



Action: tap(24)

Thought: To complete 
the given task, the next 
step I should do is 
navigate to the Costco 
website. Since the 
address "costco.com" is 
already entered in the 
address bar, I need to 
initiate the web search 
or load the page by 
tapping the search 
button on the keyboard.



Action: tap(4)

Go to costco.com, search for “acer predator”, and select the first entry.

...

Figure 12: Failure of GPT-4V, with its thoughts and link-based actions given. This time the reason
for failure is misclick on the wrong button. The task is “Go to costco.com, search for “acer predator”,
and select the first entry”. Notice that up until the fourth frame in this Figure, the trajectory goes
correct. But then it clicks on the generic advertisements on the Costco.com website, and it cannot
recover back. It continues to scroll the page and takes wrong actions thereafter.

Set an alarm for 4pm.

Thought: To set an 
alarm for 4pm, I 
need to find and 
open the alarm or 
clock app. Since the 
alarm app icon is not 
immediately visible 
on the current 
screen, I may need to 
swipe up or tap on 
the app drawer icon 
(if present) to view 
more apps and locate 
the alarm or clock 
app. 



Action: swipe(1, "up", 
"medium")

Thought: To set an 
alarm for 4pm, I 
need to open the 
Clock app. The next 
step is to tap on the 
Clock app icon.



Action: tap(25)

Thought: To set an 
alarm for 4pm, I 
need to navigate to 
the alarm section of 
the Clock app if not 
already there, and 
then use the button 
to add a new alarm.



Action: tap(1)

Thought: To set a 
new alarm for 4 PM, 
I should tap the 
button to add a new 
alarm. 



Action: tap(14)

Thought: To 
complete the given 
task, I need to set the 
alarm for 4:00 PM. 
The hour is close to 
the desired time, so I 
should first switch 
from AM to PM using 
the PM button.



Action: tap(4)

Thought: To 
complete the given 
task, I should set the 
minutes to "00" to 
make the alarm for 
4:00 PM. 



Action: tap(1)

Figure 13: Failure of GPT-4V, with an example task on the AiTW general test set. The task is “Set
an alarm for 4pm”. Here, GPT-4V is able to successfully navigate to the clock app, and the alarm
settings of that app. However, it cannot take the correct precise actions to set the alarm quickly
enough, and it fails due to maximum rounds reached. In the last round, notice that the action of tap(1)
contradict with its own thought process of setting minutes to “00”.
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Set-Of-Marks
GPT4V

Set-Of-Marks
Gemini-1.5-Pro

AppAgent
GPT4V

AppAgent
Gemini-1.5-Pro AutoUI CogAgent

Filtered BC
Offline

DigiRL
Offline

Filtered BC
Online

DigiRL
Online

Set-Of-Marks
GPT4V

Set-Of-Marks
Gemini-1.5-Pro

AppAgent
GPT4V

AppAgent
Gemini-1.5-Pro AutoUI CogAgent

Filtered BC
Offline

DigiRL
Offline

Filtered BC
Online

DigiRL
Online

General

Web Shopping

Fail to recover from mistakes
Fail to click on the right link or fail to type
Fail to take reasonable attempts at all
Quit or press HOME early
Stops at wrong but relevant page
Technical issues
Task success

Figure 14: Failure modes decomposition for each policy model for both General and Web Shopping
subsets.

• Quit or press HOME early refers to the failure mode where the agent decided to finish the653

task or press HOME to start over before the task is actually finished.654

• Stops at wrong but relevant page refers to the failure mode where the agent arrives at a wrong655

page and mistakenly thinks that it had completed the task. For example, the agent finds a656

macbook on costco.com while the instruction asked it to find a macbook on ebay.com.657

• Technical issues refer to the failure mode that either the task is impossible (e.g. the tasks658

asks to open Amazon app but this app is not installed) or the agent is temporarily blocked659

from a certain website due to frequent visits.660

The translation between fine-grained failure modes and coarse-grained failure modes is presented in661

Table 4.

Fine-Grained Failure Coarse-Grained Failure
Fail to recover from mistakes Fail to recover from mistakes

Fail to click on the right link or fail to type Get stuck midway
Fail to take reasonable attempts at all Get stuck midway

Quit or Press HOME early Arrive at wrong goal
Stops at wrong but relevant page Arrive at wrong goal

Technical Issues None
Table 4: Examples of task descriptions in the AiTW Webshopping task set.

662

D Experiment machines663

Our main experiments are conducted on VM instances from Google Cloud Platform. Each VM664

instance comes with 1x Tesla T4 GPU and 16x Intel(R) Xeon(R) CPU.665

E Setup for parallel environment666

Running multiple emulators in parallel can be challenging due to the inefficiency in thread syn-667

chronization and frequent fault propagation when one emulator runs into an unknown error. To668

address this challenge, we set up a server-client system where all emulator processes are running in669

independent server processes. Each emulator process communicates with the main training process670

through different UIAutomotor servers. The main training process sends high-level instructions to671

UIAutomotor servers (such as reset and step), while UIAutomotor servers parse high-level instruc-672

tions into low-level UI commands (such as typing a character and tapping at a coordinate) and such673

UI commands are executed by the emulator processes. When an exception is thrown in the emulator,674

the UIAutomotor examines if it is recoverable (e.g. an UI command takes too long to execute in the675

emulator) and reset the emulator process if it is not. When an exception is thrown in the UIAutomotor676

server, the main training process stops and resets the UIAutomotor server to ensure data correctness.677
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host machine

worker machines

emulators

aggregate 
trajectories

distribute updated policy

Figure 15: Multi-machine parallel emulator execution. The host machine is equipped with GPU
accelerators and the worker machines are equipped only with CPUs. The policy update is executed on
the worker machine and the trajectory collections are executed distributedly on the worker machines
and aggregated by the host machine.
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Figure 16: Emulation speed w.r.t number of
CPUs used. The upper bound can only achieved
when there is no communication and error handling
cost. Our design of distributed emulator can sig-
nificantly improve the efficiency of emulation com-
paared to the vanilla method of running all emula-
tions over the same instance.

This design can easily be scaled up to a multi-678

machine setting. As illustrated in Figure 15, one679

host machine equipped with GPU accelerator has a680

local copy of the current policy πt, and distributes681

the policy to all worker machines equipped with only682

one GPU and multiple CPUs. Each worker machine683

will then collect trajectories of different tasks using684

πt. After all collection processes are synchronized,685

the host machine gathers all the trajectories together686

to update the policy to πt+1. This process keeps687

iterating until the policy converges.688

The performance boost with respect to the number689

of worker machines is nearly linear, as demonstrated690

in Figure 16, where we conduct experiments that691

examine the scaling performance of our parallel em-692

ulator. Our distributed emulator that runs emulations693

across multiple servers can reliably collect data with694

up to 64 parallel emulators on 128 CPUs with near-695

linear speedup. In contrast, a naive baseline that runs all parallel emulations on the same server696

achieves much inferior performance (0.74 compared to 1.74 trajs/min using 64 CPUs).697

F Autonomous evaluator details698

Our autonomous evaluator gives a reward to each observation we get. The observation is composed699

of the current screenshot of device and the task. The evaluator gives a reward of 1 if the screenshot700

shows a completion of the task, and will terminate the POMDP as a result result.701

The optimized prompt is shown in Figure 17 and Figure 18 for General and Web Shopping subsets702

respectively.703
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Prompt

You're an expert in evaluating whether the Screenshot successfully completes the Task.



=====Examples=====

Screenshot: {train_1.png}

Task: Open the settings.

Q: What should I expect to see on the screenshot if I've opened the settings?

A: I should expect to see I'm in the settings app. The screenshot shows the home screen of a mobile device, with 
various app icons displayed, including the settings app icon, but the settings app is not opened.

Status: failure



Screenshot: {train_2.png}

Task: Find hotels in washington dc

Q: What should I expect to see on the screenshot if I've searched for hotels in Washington, DC?

A: I should expect to see I'm in a search results page for hotels in Washington, DC. The screenshot shows a Google 
search page with the search field populated with the query "hotels in washington dc" and a list of suggested searches 
related to hotels in Washington, DC, but it does not show any search results for hotels in Washington, DC.

Status: failure



Screenshot: {train_3.png}

Task: What's a good restaurant in Portland?

Q: What should I expect to see on the screenshot if I've searched for a good restaurant in Portland?

A: I should expect to see I'm in a search results page for a good restaurant in Portland. The screenshot shows a 
Google search page with a search input field for "good restaurant in portland" and a map results preview showing 
business locations near Portland, like "Li Pigeon", "Portland City Grill", and "Higgins",

Status: success



... (more cases)



=====Your Turn=====

Screenshot: {test.png}

Task: {task_this_traj}

Respond in this format:

Q: What should I expect to see on the screenshot if I've <repeat the task>?

A: I should expect to see <first expectation, then what's in the given screenshot.>

Status: success or failure (don't return anything else)

Start with "Q:".



Response

Q: What should I expect to see on the screenshot if I've searched for the price of a 12' ladder at Home Depot? 
A: I should expect to see the price of a 12' ladder at Home Depot; the screenshot shows a search result page for the p
rice of a 12' ladder, with some product advertisements showing prices from Home Depot. 
Status: success



Image Sources

train_1.png train_2.png train_3.png test.png

Figure 17: Prompt for our autonomous evaluator for tasks in AitW General subset.
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Prompt

You're an expert in evaluating whether the Screenshot successfully completes the Task.



=====Examples=====

Screenshot: {train_1.png}

Task: Go to bestbuy.com

Q: What should I expect to see on the screenshot if I've gone to bestbuy.com?
A: I should expect to see I'm in the Best Buy website, which usually shows the best buy logo with some featured prod
ucts and categories. The screenshot shows I'm searching for "bestbuy.com" in the Google search (with some search s
uggestions) instead of being in the Best Buy website.

Status: failure



Screenshot: {train_2.png}

Task: Go to ebay.com, search for "corsair k70"

Q: What should I expect to see on the screenshot if I've gone to ebay.com AND searched for "corsair k70"?

A: I should expect to see I'm in the eBay website and search results for "corsair k70". The screenshot shows I'm in the 
eBay ebay website with some search suggestions for "corsair k70", but it does not show search results of the product, 
which usually includes price and the product details.

Status: failure



Screenshot: {train_3.png}

Task: Go to ebay.com, search for "lenovo thinkpad"

Q: What should I expect to see on the screenshot if I've gone to ebay.com AND searched for "lenovo thinkpad"?

A: I should expect to see I'm in the eBay website and search results for "lenovo thinkpad". The screenshot shows I'm 
in the eBay website and have several search results for "lenovo thinkpad".

Status: success



... (more cases)



=====Your Turn=====

Screenshot: {test.png}

Task: {task_this_traj}

Respond in this format:

Q: What should I expect to see on the screenshot if I've <repeat the task>?

A: I should expect to see <first expectation, then what's in the given screenshot.>

Status: success or failure (don't return anything else)

Start with "Q:".



Response

Q: What should I expect to see on the screenshot if I've searched for the price of a 12' ladder at Home Depot? 
A: I should expect to see the price of a 12' ladder at Home Depot; the screenshot shows a search result page for the p
rice of a 12' ladder, with some product advertisements showing prices from Home Depot. 
Status: success



Image Sources

train_1.png train_2.png train_3.png test.png

Figure 18: Prompt for our autonomous evaluator for tasks in AitW Web Shopping subset.
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G Zero-shot Baseline Details704

Figure 19 shows the prompt that we used for testing the Set-of-Marks performance for GPT-4V and705

Gemini 1.5 Pro. This prompt is directly taken from Yang et al. [47].706

Prompt



"You are an agent that is trained to perform some basic tasks on a smartphone. You will be given a \nsmartphone 
screenshot. The interactive UI elements on the screenshot are labeled with numeric tags starting from 1. The 
\nnumeric tag of each interactive element is located in the center of the element.\n\nYou can call the following 
functions to control the smartphone:\n\n1. tap(element: int)\nThis function is used to tap an UI element shown on 
the smartphone screen.\n\"element\" is a numeric tag assigned to an UI element shown on the smartphone screen.
\nA simple use case can be tap(5), which taps the UI element labeled with the number 5.\n\n2. text(text_input: 
str)\nThis function is used to insert text input in an input field/box. text_input is the string you want to insert and 
must \nbe wrapped with double quotation marks. A simple use case can be text(\"Hello, world!\"), which inserts the 
string \n\"Hello, world!\" into the input area on the smartphone screen. This function is usually callable when you 
see a keyboard \nshowing in the lower half of the screen.\n\n3. long_press(element: int)\nThis function is used to 
long press an UI element shown on the smartphone screen.\n\"element\" is a numeric tag assigned to an UI element 
shown on the smartphone screen.\nA simple use case can be long_press(5), which long presses the UI element 
labeled with the number 5.\n\n4. swipe(element: int, direction: str, dist: str)\nThis function is used to swipe an UI 
element shown on the smartphone screen, usually a scroll view or a slide bar.\n\"element\" is a numeric tag assigned 
to an UI element shown on the smartphone screen. \"direction\" is a string that \nrepresents one of the four 
directions: up, down, left, right. \"direction\" must be wrapped with double quotation \nmarks. \"dist\" determines 
the distance of the swipe and can be one of the three options: short, medium, long. You should \nchoose the 
appropriate distance option according to your need.\nA simple use case can be swipe(21, \"up\", \"medium\"), which 
swipes up the UI element labeled with the number 21 for a \nmedium distance.\n\n5. grid()\nYou should call this 
function when you find the element you want to interact with is not labeled with a numeric tag and \nother 
elements with numeric tags cannot help with the task. The function will bring up a grid overlay to divide the 
\nsmartphone screen into small areas and this will give you more freedom to choose any part of the screen to tap, 
long \npress, or swipe.



The task you need to complete is to How much does a 2 bedroom apartment rent for in Denver?. 



Your past actions to proceed with this task are summarized as follows: None



Now, given the documentation and the following labeled screenshot, you need to think and call the function needed 
to proceed with the task. Your output should include three parts in the given format: 

Observation: <Describe what you observe in the image>

Thought: <To complete the given task, what is the next step I should do>

Action: <The function call with the correct parameters to proceed with the task. When you are certain that the task 
is successfully done and the goal is reached as of the current observation, you should output FINISH. You cannot 
output anything else except a function call or FINISH \nin this field.>

Summary: <Summarize your past actions along with your latest action in one or two sentences. Do not include the 
numeric \ntag in your summary>\nYou can only take one action at a time, so please directly call the function."

Figure 19: Set-of-Marks prompting. The boldened inputs can be changed according to our goal. The
task changes for every different task. The past actions change as we take actions (it is None now
since this is the prompt for the first round).
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H Other Experiments707
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Figure 20: Success rate with different horizon length (H ∈ {10, 20})under different methods on
the AiTW Google Search task set.

H.1 Horizon Limit708

We investigate the horizon limit of filtered BC and DigiRL on the AitW General subset. As most tasks709

can be effectively solved within 10 steps, we specify two horizon limits: a sufficient horizont H = 10,710

and a redundant horizon H = 20. Results show that a redundant horizon introduces significantly711

faster learning speed for both filtered BC and DigiRL, presumbaly because longer horizon means712

more opportunity to try in a single trajectory. In both horizon settings, we observe the DigiRL offers713

a significant speedup of around 100 trajectories over Filtered BC.714

I Hyperparameters715

Hyperparameters for both Filtered BC and DigiRL are carefully tuned through binary search on the716

training set of General and Web Shopping subsets. The final choice of hyperparameters for both717

methods can be found in Table 5. As shown in the table, the only hyperparameters introduced by718

DigiRL are supervised training hyperparameters for the value function and instruction value function719

(including number of iterations and learning rate) and GAE λ.720
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Table 5: Hyperparameters for All Experiments

Method Hyperparameter Offline Offline-to-Online

Filtered
BC

actor lr 3e-3 3e-3
batch size 128 128

rollout trajectories - 16
replay buffer size - 5000

rollout temperature - 1.0
maximum gradient norm 0.01 0.01
actor updates per iteration 20 20

number of iterations for offline actor updates 10 10

DigiRL

actor lr 3e-3 3e-3
value function lr 3e-3 3e-3

instruction value function lr 3e-3 3e-3
instruction value function lr 3e-3 3e-3

batch size 128 128
rollout trajectories - 16
replay buffer size - 5000

rollout temperature - 1.0
maximum gradient norm 0.01 0.01

GAE λ 0.5 0.5
actor updates per iteration 20 20

value function updates per iteration 5 5
instruction value function updates per iteration - 5
number of iterations for offline actor updates 10 10

number of iterations for offline value function updates 20 20
number of iterations for offline instruction value function updates - 20

Table 6: Hyperparameters for DigiRL and Filtered BC on both General and Web Shopping subset of
AitW..

NeurIPS Paper Checklist721

1. Claims722

Question: Do the main claims made in the abstract and introduction accurately reflect the723

paper’s contributions and scope?724

Answer: [Yes]725

Justification: The main claims in the abstract and introduction explicitly state the contribu-726

tions of the paper.727

Guidelines:728

• The answer NA means that the abstract and introduction do not include the claims729

made in the paper.730
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NA answer to this question will not be perceived well by the reviewers.733
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much the results can be expected to generalize to other settings.735

• It is fine to include aspirational goals as motivation as long as it is clear that these goals736

are not attained by the paper.737

2. Limitations738

Question: Does the paper discuss the limitations of the work performed by the authors?739
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Answer: [Yes]740

Justification: Limitations are discussed in the last section of the paper.741

Guidelines:742

• The answer NA means that the paper has no limitation while the answer No means that743

the paper has limitations, but those are not discussed in the paper.744

• The authors are encouraged to create a separate "Limitations" section in their paper.745

• The paper should point out any strong assumptions and how robust the results are to746

violations of these assumptions (e.g., independence assumptions, noiseless settings,747

model well-specification, asymptotic approximations only holding locally). The authors748

should reflect on how these assumptions might be violated in practice and what the749

implications would be.750
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• The authors should reflect on the factors that influence the performance of the approach.754
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used reliably to provide closed captions for online lectures because it fails to handle757

technical jargon.758

• The authors should discuss the computational efficiency of the proposed algorithms759

and how they scale with dataset size.760

• If applicable, the authors should discuss possible limitations of their approach to761

address problems of privacy and fairness.762

• While the authors might fear that complete honesty about limitations might be used by763

reviewers as grounds for rejection, a worse outcome might be that reviewers discover764

limitations that aren’t acknowledged in the paper. The authors should use their best765

judgment and recognize that individual actions in favor of transparency play an impor-766

tant role in developing norms that preserve the integrity of the community. Reviewers767

will be specifically instructed to not penalize honesty concerning limitations.768

3. Theory Assumptions and Proofs769

Question: For each theoretical result, does the paper provide the full set of assumptions and770

a complete (and correct) proof?771

Answer: [NA]772

Justification: This paper does not provide theoretical results.773

Guidelines:774

• The answer NA means that the paper does not include theoretical results.775

• All the theorems, formulas, and proofs in the paper should be numbered and cross-776

referenced.777

• All assumptions should be clearly stated or referenced in the statement of any theorems.778

• The proofs can either appear in the main paper or the supplemental material, but if779

they appear in the supplemental material, the authors are encouraged to provide a short780

proof sketch to provide intuition.781

• Inversely, any informal proof provided in the core of the paper should be complemented782

by formal proofs provided in appendix or supplemental material.783

• Theorems and Lemmas that the proof relies upon should be properly referenced.784

4. Experimental Result Reproducibility785

Question: Does the paper fully disclose all the information needed to reproduce the main ex-786

perimental results of the paper to the extent that it affects the main claims and/or conclusions787

of the paper (regardless of whether the code and data are provided or not)?788

Answer: [Yes]789

Justification: All loss functions and implementation details are provided in Section 4.790

Guidelines:791
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• The answer NA means that the paper does not include experiments.792

• If the paper includes experiments, a No answer to this question will not be perceived793

well by the reviewers: Making the paper reproducible is important, regardless of794

whether the code and data are provided or not.795

• If the contribution is a dataset and/or model, the authors should describe the steps taken796

to make their results reproducible or verifiable.797

• Depending on the contribution, reproducibility can be accomplished in various ways.798

For example, if the contribution is a novel architecture, describing the architecture fully799

might suffice, or if the contribution is a specific model and empirical evaluation, it may800

be necessary to either make it possible for others to replicate the model with the same801

dataset, or provide access to the model. In general. releasing code and data is often802

one good way to accomplish this, but reproducibility can also be provided via detailed803

instructions for how to replicate the results, access to a hosted model (e.g., in the case804

of a large language model), releasing of a model checkpoint, or other means that are805

appropriate to the research performed.806

• While NeurIPS does not require releasing code, the conference does require all submis-807

sions to provide some reasonable avenue for reproducibility, which may depend on the808

nature of the contribution. For example809

(a) If the contribution is primarily a new algorithm, the paper should make it clear how810

to reproduce that algorithm.811

(b) If the contribution is primarily a new model architecture, the paper should describe812

the architecture clearly and fully.813

(c) If the contribution is a new model (e.g., a large language model), then there should814

either be a way to access this model for reproducing the results or a way to reproduce815

the model (e.g., with an open-source dataset or instructions for how to construct816

the dataset).817

(d) We recognize that reproducibility may be tricky in some cases, in which case818

authors are welcome to describe the particular way they provide for reproducibility.819

In the case of closed-source models, it may be that access to the model is limited in820

some way (e.g., to registered users), but it should be possible for other researchers821

to have some path to reproducing or verifying the results.822

5. Open access to data and code823

Question: Does the paper provide open access to the data and code, with sufficient instruc-824

tions to faithfully reproduce the main experimental results, as described in supplemental825

material?826

Answer: [No]827

Justification: We are still actively cleaning the code and make the environment more828

accessible to a broader audience. Once we are done with that, we will open-source the code829

along with the release of the paper.830
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• The answer NA means that paper does not include experiments requiring code.832

• Please see the NeurIPS code and data submission guidelines (https://nips.cc/833

public/guides/CodeSubmissionPolicy) for more details.834

• While we encourage the release of code and data, we understand that this might not be835

possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not836

including code, unless this is central to the contribution (e.g., for a new open-source837

benchmark).838

• The instructions should contain the exact command and environment needed to run to839

reproduce the results. See the NeurIPS code and data submission guidelines (https:840

//nips.cc/public/guides/CodeSubmissionPolicy) for more details.841

• The authors should provide instructions on data access and preparation, including how842

to access the raw data, preprocessed data, intermediate data, and generated data, etc.843

• The authors should provide scripts to reproduce all experimental results for the new844

proposed method and baselines. If only a subset of experiments are reproducible, they845

should state which ones are omitted from the script and why.846
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• At submission time, to preserve anonymity, the authors should release anonymized847
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Question: Does the paper specify all the training and test details (e.g., data splits, hyper-852

parameters, how they were chosen, type of optimizer, etc.) necessary to understand the853

results?854

Answer: [Yes]855
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Question: Does the paper report error bars suitably and correctly defined or other appropriate865
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Answer: [Yes]867

Justification: Repeated experiments are carried out with their means and standard deviations868

reported in Table 1.869
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• The method for calculating the error bars should be explained (closed form formula,878
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• The assumptions made should be given (e.g., Normally distributed errors).880

• It should be clear whether the error bar is the standard deviation or the standard error881

of the mean.882

• It is OK to report 1-sigma error bars, but one should state it. The authors should883

preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis884

of Normality of errors is not verified.885

• For asymmetric distributions, the authors should be careful not to show in tables or886

figures symmetric error bars that would yield results that are out of range (e.g. negative887

error rates).888

• If error bars are reported in tables or plots, The authors should explain in the text how889

they were calculated and reference the corresponding figures or tables in the text.890

8. Experiments Compute Resources891

Question: For each experiment, does the paper provide sufficient information on the com-892

puter resources (type of compute workers, memory, time of execution) needed to reproduce893

the experiments?894

Answer: [Yes]895

Justification: This information is provided in Appendix D.896
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• The answer NA means that the paper does not include experiments.898

• The paper should indicate the type of compute workers CPU or GPU, internal cluster,899

or cloud provider, including relevant memory and storage.900

• The paper should provide the amount of compute required for each of the individual901

experimental runs as well as estimate the total compute.902

• The paper should disclose whether the full research project required more compute903

than the experiments reported in the paper (e.g., preliminary or failed experiments that904

didn’t make it into the paper).905

9. Code Of Ethics906

Question: Does the research conducted in the paper conform, in every respect, with the907

NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?908

Answer: [Yes]909

Justification: The research conducted in the paper conform, in every respect, with the910

NeuIPS code of Etics.911
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• The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.913

• If the authors answer No, they should explain the special circumstances that require a914

deviation from the Code of Ethics.915

• The authors should make sure to preserve anonymity (e.g., if there is a special consid-916

eration due to laws or regulations in their jurisdiction).917

10. Broader Impacts918

Question: Does the paper discuss both potential positive societal impacts and negative919

societal impacts of the work performed?920

Answer: [Yes]921

Justification: The positive societal impacts are discussed in the Introduction while the922

negative societal impacts are discussed in Section 6.923
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• The answer NA means that there is no societal impact of the work performed.925

• If the authors answer NA or No, they should explain why their work has no societal926

impact or why the paper does not address societal impact.927
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(e.g., disinformation, generating fake profiles, surveillance), fairness considerations929

(e.g., deployment of technologies that could make decisions that unfairly impact specific930
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to particular applications, let alone deployments. However, if there is a direct path to933
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11. Safeguards947
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release of data or models that have a high risk for misuse (e.g., pretrained language models,949

image generators, or scraped datasets)?950

30

https://neurips.cc/public/EthicsGuidelines


Answer: [NA]951

Justification: The capability of the model that we will be releasing is limited to simple tasks952

in Android in the Wild dataset, and therefore does not have a high risk for misuse.953
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• The answer NA means that the paper poses no such risks.955

• Released models that have a high risk for misuse or dual-use should be released with956

necessary safeguards to allow for controlled use of the model, for example by requiring957

that users adhere to usage guidelines or restrictions to access the model or implementing958

safety filters.959

• Datasets that have been scraped from the Internet could pose safety risks. The authors960

should describe how they avoided releasing unsafe images.961

• We recognize that providing effective safeguards is challenging, and many papers do962

not require this, but we encourage authors to take this into account and make a best963
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URL.975
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• The answer NA means that the paper does not release new assets.995

• Researchers should communicate the details of the dataset/code/model as part of their996

submissions via structured templates. This includes details about training, license,997

limitations, etc.998

• The paper should discuss whether and how consent was obtained from people whose999
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