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Abstract
Document image understanding is challenging,001
given the complexity of the combination of il-002
lustrations and text that makes up a document003
image. Previous document image classification004
datasets and models focus more on the doc-005
ument format while ignoring the meaningful006
content. In this paper, we introduce DocCT,007
the first-of-its-kind document image classifica-008
tion dataset that covers various daily topics that009
require understanding fine-grained document010
content to perform correct classification. Fur-011
ther, since previous image models cannot suffi-012
ciently understand the semantic content of doc-013
ument images, we present DocMAE, a new self-014
supervised pre-trained document image model.015
Experiments show that DocMAE’s ability to016
understand fine-grained content is far greater017
than previous models and even surpasses OCR-018
based models, which proves that it is possible019
to well understand the semantics of document020
images only with the help of pixels.1021

1 Introduction022

The task of visual document understanding (VDU)023

aims at automatically reading and understanding024

document images. Digital images of documents are025

an important source of information; for example,026

in digital libraries, documents are often stored as027

scanned images before further processing such as028

optical character recognition (OCR) (Harley et al.,029

2015). Figure 1 shows a document image exam-030

ple and its difference to common multimodal data031

(Wang et al., 2022b). A document image contains032

rich content elements, like text, images, and dia-033

grams, organized in various styles. One important034

task toward visual document understanding is doc-035

ument image classification (DIC), which aims to036

classify a document image into a category, similar037

to vanilla image classification like ImageNet (Deng038

et al., 2009). DIC can be used in various applica-039

tions, such as automatic book classification in the040

1The dataset and source code will be available at Github.
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Twitter, the social media giant with 
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Figure 1: Comparison between multimodal data and
document images. Multimodal data consist of a sepa-
rate pair of images and text, while text and illustrations
compose a whole document image.

library, helping Internet search engines better inte- 041

grate different information, or determining which 042

domain-specific model should be used for OCR. It 043

is also an essential step toward a more fine-grained 044

understanding of document images, which can in- 045

spire some downstream tasks such as document 046

visual question answering (Mathew et al., 2021). 047

RVL-CDIP (Harley et al., 2015) is the most 048

widely used large-scale dataset for DIC research. 049

It categorizes document images into 16 classes like 050

“email”, “invoice” and “magazine”, based on their 051

formats. However, it pays little attention to the doc- 052

ument image’s concrete content, while semantics 053

conveyed by the content is also essential. For ex- 054

ample, rather than knowing whether a document is 055

an email, we want to know more about what topic 056

the email talks about. Further, the data in RVL- 057

CDIP are all under a similar topic, which makes it 058

unable to be used for classification by distinguish- 059

ing detailed content between different documents. 060

The obstacle that is hindering the further develop- 061

ment of DIC methods that can achieve content type 062

classification is the lack of suitable datasets. 063
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Figure 2: The overall pipeline of DocMAE consists of an encoder and a decoder, mainly following the architecture
of MAE (He et al., 2022). The input document image is first resized to 640× 640 and then split into numbers of
patches. Some patches are masked by a certain ratio. Then the unmasked patches are concatenated to a sequence
and fed into the transformer encoder. The masked patches and the output of the encoder are combined together and
sent to the transformer decoder to predict the pixel of the masked patches.

Therefore, in this paper, to facilitate the further064

research in DIC, we present the first document065

image dataset including fine-grained topic anno-066

tations - DocCT (Document Image Classification067

via Topic). In DocCT, there are 10 categories, all068

of which are common topics in daily life. Each069

category contains documents in various formats.070

DocCT can prompt models’ content understanding071

ability about document images since the model can072

classify them correctly only when their content is073

understood.074

With DocCT, we then evaluate some state-of-the-075

art models developed for document images. Cur-076

rent DIC methods can be summarized into two077

categories. One is directly using image classifi-078

cation methods like CNN (Harley et al., 2015) or079

transformers (Li et al., 2022), which are usually080

used in document format or layout analysis. The081

other is a two-stream multimodal method that first082

extracts text by OCR and then performs classifica-083

tion with both OCR-text and image features (Ap-084

palaraju et al., 2021; Huang et al., 2022), while085

its model performance is heavily restricted by the086

quality of text extracted by OCR. Our experiments087

reveal a huge performance drop of those two kinds088

of DIC models from humans, which proves that089

document image understanding is still challenging,090

and DocCT is thus worth researching.091

To develop an effective method for the content-092

based document image classification problem, we093

present a new self-supervised pre-trained model094

- DocMAE (Document Masked AutoEncoder),095

which is trained with large-scale unlabeled doc-096

ument images. In DocMAE, we enlarge the input097

image size to better understand the semantics of098

text composed of pixels. Experimental results on099

DocCT demonstrate that this adjustment dramat- 100

ically improves the model’s ability to recognize 101

a fine-grained semantic topic in images, thus sig- 102

nificantly surpassing previous models, even OCR- 103

based methods, in classification, making it more 104

suitable for some content-dependent image tasks. 105

Our contributions can be summarized as follows: 106

(1) We present DocCT, the first DIC dataset with 107

fine-grained content type annotations that can be 108

used for document image topic classification tasks. 109

(2) We present DocMAE, a self-supervised pre- 110

trained model with a deeper understanding of con- 111

tent in images. (3) Our experimental results reveal 112

some unique challenges from DocCT. Further, with 113

DocMAE, we prove that the model can also un- 114

derstand the document image content by pixels 115

without explicitly extracting its text by OCR. 116

2 Related Work 117

Document Image Classification With the de- 118

velopment of deep image models, document im- 119

age related research is attracting more attention. 120

Compared to vanilla image research on ImageNet 121

(Deng et al., 2009), document images are more 122

complex given their much richer content. As an im- 123

portant task for the document images, DIC (Chen 124

and Blostein, 2007) is one of the earliest and most 125

researched directions. In DIC, a given document 126

image should be classified into a correct category 127

by specific requirements. The most widely used 128

dataset is RVL-CDIP (Harley et al., 2015), a sub- 129

dataset of IIT-CDIP (Lewis, 2006). The images in 130

IIT-CDIP are scanned documents collected from 131

the public records of lawsuits against American 132

tobacco companies. RVL-CDIP contains 16 differ- 133

ent document formats such as “letter” or “invoice”, 134
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Figure 3: 10 categories and some of the formats in DocCT.

which can be used to evaluate models’ classifica-135

tion ability.136

However, compared to recognizing the format137

of an image, understanding its content is more crit-138

ical and challenging, since it can facilitate lots of139

higher-level AI research such as visual question140

answering (Antol et al., 2015). Thus in this paper,141

we present DocCT, the first DIC dataset that fo-142

cuses on document content understanding, hoping143

to prompt research in related fields.144

Pre-training Document Models The goal of pre-145

training technologies is to use a large amount of146

unsupervised text to pre-train a model, so that the147

model can master prior knowledge, improving the148

performance of downstream tasks. After the suc-149

cess of ViT (Dosovitskiy et al., 2020), which first150

applies vanilla transformer (Vaswani et al., 2017)151

to vision tasks, researchers start to investigate how152

to better pre-train ViT in image-related tasks like153

BERT (Devlin et al., 2018) in natural language pro-154

cessing. Currently, there are also some pre-trained155

models for document image related research. DiT156

(Li et al., 2022) is a pre-trained document model157

based on BEiT (Bao et al., 2021). Some docu-158

ment models convert document image tasks into a159

multimodal task, such as LayoutLM (Huang et al.,160

2022), DocFormer (Appalaraju et al., 2021), and161

LiLT (Wang et al., 2022a). They use OCR to ex-162

tract the text information from a document image163

and input both the original image and OCR text164

into the models. Compared to pure image models, 165

they can obtain higher accuracy with the extra text 166

input, while the training process is time-consuming 167

and inefficient in making an inference. 168

However, most previous pre-trained document 169

models aim at document layout analysis, making 170

them unsuitable for solving fine-grained document 171

content understanding when applied to datasets like 172

DocCT. Thus in this paper, we present DocMAE, a 173

large-scale self-supervised pre-trained model. It is 174

a pure image model like DiT without OCR, while 175

it is also helpful in understanding the semantic 176

information in the image and can be further used 177

in other document-related downstream tasks. 178

3 DocCT Dataset 179

In this section, we present the DocCT dataset. We 180

first introduce the composition of the dataset, in- 181

cluding the topics we adopted, and describe the 182

procedure of how we collected, organized and an- 183

notated it. Then we analyze the dataset by compar- 184

ing it with other datasets and in case studies. 185

3.1 Data Collection 186

We collected our dataset from web images with 187

search engines. To cover as many topics as pos- 188

sible, we started from the root node of the wiki’s 189

category tree and selected 10 most commonly seen 190

topics in our daily life, including “Artist”, “Build- 191

ings”, “Economy”, “Education”, “Food”, “Enter- 192

tainment”, “Environment”, “Sports”, “Health”, and 193
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Category #Count Category #Count
Artist 2531 Buildings 2089
Economy 2603 Education 2609
Food 3301 Entertainment 1984
Sports 2541 Environment 1544
Health 2032 Technology 2278

Table 1: Statistics of DocCT. The total number of docu-
ment images is 23512.

“Technology”.194

For each category, to ensure most of the search195

results from search engines are relevant docu-196

ments, we constructed our search keywords with197

the category name alongside diverse document198

format names. As for the document format, we199

first adopted 16 types in RVL-DCIP and then200

added some novel formats to cover as many for-201

mats as possible. Finally, we settled on a total202

of 27 types of formats, including “book”, “bud-203

get”, “contract”, “email”, “exam”, “flow chat”,204

“form”, “introduction”, “invoice”, “letter”, “maga-205

zine”, “map”, “memo”, “newspaper”, “phone ap-206

plication”, “poster”, “presentation slides”, “print207

advertisement”, “questionnaire”, “resume”, “sci-208

entific publication”, “specification”, “statistical re-209

post”, “textbook”, and “webpage”. For each format,210

we collected up to 300 images. With those topics211

and formats as the search keywords, we roughly212

crawled nearly 80K images in the collection proce-213

dure.214

3.2 Annotation and Quality Control215

We then asked crowdworkers to annotate the216

crawled images. Given an image, the annotating217

procedure is as follows:218

• Step 1: Determine whether the image is a219

document image. An image without any text220

information or with too vague text to recog-221

nize will be dropped.222

• Step 2: Determine whether the document im-223

age conforms to the corresponding category.224

The irrelevant image will be removed. If an225

image can belong to more than one category,226

it will also be discarded.227

Only images that pass the above judgments will228

be considered valid and be kept. After manual fil-229

tering, we obtained about 23K accurate document230

image samples. In Table 1, we provide the statistics231

for each category in DocCT.232

Artist - 

Resume

Buildings -

 Resume

Food -

 Questionnaire

Sports -

 Questionnaire

Figure 4: Comparison between two categories with the
same format.

3.3 Data Analysis 233

With lots of different formats, DocCT is able to re- 234

flect common knowledge content that documents in 235

different formats can narrate under the same topic 236

in our daily life, making the research on it more 237

applicable. Compared with RVL-CDIP, the formats 238

we chose contain more modern and diverse docu- 239

ment formats with more vivid colors than a single 240

white-black scanned file. In Figure 4, we present 241

comparisons between two different categories with 242

the same format. In DocCT, the layout of two 243

different categories with the same format is very 244

similar. This can ensure that models cannot cheat 245

with layouts and must analyze the detailed con- 246

tent. Models can yield correct classification only 247

through understanding the semantics conveyed by 248

a document image. 249

4 DocMAE 250

In this section, we present the DocMAE model. We 251

first describe the basic architecture of DocMAE and 252

how we pre-train DocMAE, and then introduce the 253

selection of input image size. Finally, we provide 254

some image restoration examples to examine the 255

performance of pre-trained DocMAE. 256

4.1 Architecture 257

Different from DiT and LayoutLM, which use 258

BEiT (Bao et al., 2021) as the visual backbone, 259

in this paper, we choose MAE (He et al., 2022) 260

as the basic architecture of DocMAE. Compared 261

with BEiT, using dVAE (Rolfe, 2016) to tokenize 262

image patches first, MAE directly uses pixel recon- 263

struction to calculate model prediction loss. This 264

is a better choice for a document image since the 265

pixels of a document image are more complex and 266

contain more semantics. It is difficult to represent 267

all cases with a limited number of tokens (8192 268

tokens used in BEiT). 269

Chen et al. (2022) proves that as an important 270

part of MAE, the decoder can steal some abilities 271
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Figure 5: Comparison between 224×224 and 640×640.
The top is a plain text image while the bottom is a rich
text image. In either case, the image with the size of
224 loses most of the text information, while the image
with 640 keeps the text legible.

from the encoder, which will significantly limit the272

encoder’s ability when only using the encoder to273

do a downstream task. Thus in DocMAE, different274

from the original MAE, we keep both the encoder275

and decoder when fine-tuning to ensure a better276

performance.277

4.2 Pre-training Settings278

We used MAEbase as the basic architecture of Doc-279

MAE. The DocMAE encoder is a 12-layer trans-280

former with 768 hidden size and 12 attention heads.281

The feed-forward network size is 3072. The Doc-282

MAE decoder is a 7-layer transformer with 512 hid-283

den size and 16 attention heads. The feed-forward284

network size is 2048. The input image size is285

640× 640, and we employed 20× 20 as the patch286

size. A special [CLS] token was concatenated to287

the start of the patch sequence. The mask ratio288

was set to 30%, which means that in pre-training,289

while the input sequence length to the encoder is290

718 (717 + 1), the input sequence length to the291

decoder is 1025 (1024 + 1). To make DocMAE292

adapt to documents of different original resolutions293

and shapes, we randomly cropped the input images294

with 10% probability during pre-training.295

We pre-trained DocMAE for 100 epochs with296

512 batch size. The optimizer is Adam (Kingma297

and Ba, 2014) with β1 = 0.9 and β2 = 0.999, and298

weight decay is 0.05. The start learning rate is 1e-299

4 with cosine annealing learning rate decay and300

without warmup. The dropout was disabled. The301

whole pre-training procedure lasted three weeks302

with four RTX 3090 GPUs.303

4.3 Pre-training Corpus 304

To make DocMAE applicable to more diverse tasks, 305

unlike DiT and LayoutLM, which directly use doc- 306

uments from IIT-CDIP, we used open-domain mag- 307

azines as the pre-training corpus since magazines 308

contain various document types, including both 309

plain and rich text. We collected massive maga- 310

zines and converted each magazine into a collection 311

of document images. In total, we collected around 312

1.6 million open-domain document images. Since 313

the collection method of the pre-training corpus is 314

different from DocCT, we added an additional data 315

filter to remove the data duplication between them. 316

4.4 Input Size Setting 317

Input size plays an essential role in a deep learning 318

image model since too small image size will lead 319

to loss of information, while too large image size 320

will make it difficult to train the model. To balance 321

training time and information retention, almost all 322

previous image models chose 224×224 as the input 323

image size. This image size has achieved excellent 324

results on object image classification datasets such 325

as ImageNet (Deng et al., 2009). Thus, some doc- 326

ument image pre-trained models, such as DiT and 327

LayoutLM, also chose this size for the input. 328

However, our investigation showed that 224 is 329

not an appropriate size for images with text infor- 330

mation such as document images. The small input 331

size will lead to the loss of text information. This 332

may have small effect on identifying whether an 333

animal is a cat or dog, or figuring out the layout 334

of a table in a document. However, if we want the 335

model to identify more fine-grained text semantics 336

in an image, the expansion of the input size is re- 337

quired since a word is much smaller in an image 338

than a cat or table. We chose 640 as the input im- 339

age size, ensuring that the text in most document 340

images is recognizable while still applicable for 341

training the model. The comparison of 224× 224 342

and 640 × 640 is shown in Figure 5. The image 343

with 640 size proves to contain richer and clearer 344

text information either in plain or rich text images. 345

4.5 Evaluation 346

After pre-training, we used DocMAE to restore 347

some document images randomly searched on the 348

Internet. Some of the results are shown in Figure 6. 349

We inputted a picture with 30% of the random area 350

masked and observed the output. It can be found 351

that the overall image can be restored relatively 352
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Figure 6: Image restoration for some document images. From left to right are the masked image, restored image,
and original image. The mask ratio is 30%.

well, and the restoration for larger texts is excel-353

lent. However, for texts with small font size, the354

restoration is still kind of blurred. This shows that355

DocMAE still has some room for improvement.356

5 Experiments357

We conducted the experiments on different datasets,358

including RVL-CDIP and DocCT, with DocMAE359

and other document image related models. DocCT360

was split into training, validation and test sets with361

the ratio of 8:1:1. We used the training set to train362

the model, took the best model on the validation363

set, and then recorded its performance on the test364

set. We evaluated DocMAE in three ways. One365

is DocMAEencoder, which uses only the encoder366

of DocMAE. The other is DocMAEdecoder, which367

fixes the parameters of the encoder and fine-tunes368

only the decoder. The last DocMAEfull is to fine-369

tune all the parameters in the encoder and decoder.370

Compared models are mainly divided into two cat-371

egories. One is image-only models which depends372

entirely on the processing of pixels, including BEiT373

(Bao et al., 2021), DiT (Li et al., 2022), and MAE374

(He et al., 2022). The other is OCR-enhanced multi-375

modal models with text extracted by OCR as the ad-376

ditional input; here, we chose LayoutLMv3 (Huang377

et al., 2022).378

5.1 Performance on RVL-CDIP379

We first evaluated DocMAE on RVL-CDIP to see380

its performance in the document format classifica-381

tion task. The experimental results are shown in Ta-382

ble 2. DocMAEdecoder achieves the state-of-the-art383

with 92.78 accuracy among the image-only mod-384

els and surpasses the previous best model DiTlarge385

(92.69). This proves that enlarging the input im-386

age’s resolution can help even in the document 387

format classification task. 388

5.2 Performance on DocCT 389

5.2.1 Classification Accuracy 390

In the document content classification task on 391

DocCT, DocMAE achieves the best performance 392

among all the image-only models. DocMAEfull 393

obtains a comparable result to the OCR-based meth- 394

ods such as LayoutLMv3 (74.54 vs. 76.94 in F1), 395

and DocMAEdecoder greatly excels the OCR-based 396

methods, which demonstrates that it is possible 397

to capture the semantic information by using only 398

pixel data in document images instead of directly 399

using OCR. 400

It can also be found that MAE obtains a much 401

higher F1 than DiT, proving that direct pixel predic- 402

tion as a pre-training task is better in understanding 403

document semantics than token prediction used in 404

BEiT and DiT. This is mainly because text pixels 405

are more complex, and it is difficult to summarize 406

all the possible image patches by just using 8192 407

tokens. 408

Furthermore, we randomly selected 500 images 409

for human annotators to classify, and the accuracy 410

of human beings is 96.20%, which is much higher 411

than the current deep learning models. It shows that 412

the models still have a lot of room for improvement, 413

and DocCT proves to be a challenging dataset that 414

is worth researching. 415

5.2.2 Encoder vs. Decoder 416

We then performed ablation analysis for different 417

parts of the DocMAE architecture to observe the 418

effect of the different modules on the accuracy. We 419

first fine-tuned DocMAE only with the encoder. 420
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Model RVL-CDIP DocCT Image #ParamACC F1 ACC Train/Epoch Infer/Epoch Size
Human - - 96.20 - - - -

Image-Only Models
BEiTbase 91.09 38.48 38.65 2m32s 30s 224 87M
DiTbase 92.11 39.89 39.92 2m30s 31s 224 87M
DiTlarge 92.69 43.58 43.95 4m47s 40s 224 304M
MAEbase(encoder) 91.42 41.92 42.00 2m31s 31s 224 87M
MAEbase(decoder) - 41.22 40.94 2m20s 30s 224 113M
MAEbase(full) - 42.17 42.68 3m05s 35s 224 113M
DocMAE224(encoder) - 45.10 45.86 2m31s 30s 224 87M
DocMAE224(full) - 46.76 47.09 3m05s 35s 224 113M
DocMAE224(decoder) - 46.94 47.60 2m20s 30s 224 113M
DocMAEencoder - 36.30 37.46 17m40s 1m01s 640 87M
DocMAEfull 92.22 74.54 74.55 31m13s 1m19s 640 113M
DocMAEdecoder 92.78 83.53 83.84 14m22s 1m17s 640 113M

OCR-Enhanced Models
LayoutLMv3base 95.44 75.63 75.64 51m51s 7m05s 224 133M
LayoutLMv3large 95.93 76.94 76.91 55m32s 7m11s 224 368M

Table 2: Experimental results on RVL-CDIP and DocCT with different models. DocMAEencoder means we utilized
only the DocMAE encoder for the classification model. DocMAEdecoder means the parameters in the encoder were
fixed and only the decoder was fine-tuned. DocMAEfull means both the encoder and decoder were used to be
fine-tuned. Training and inference time was calculated on a single RTX3090 GPU within one epoch.

Compared to full DocMAE, the DocMAE encoder421

obtains only 36.30 in F1. This vast performance422

drop proves that in dealing with document images,423

the decoder is an essential part and cannot be re-424

moved as MAE does for ImageNet.425

Another interesting finding is that, when the en-426

coder module of DocMAE is fixed and only the427

decoder module is fine-tuned, the model obtains428

even higher accuracy (83.53 vs. 74.54 in F1). We429

think this phenomenon is because, when DocMAE430

is fully pre-trained, the encoder can already extract431

the features of a document image well. Any further432

fine-tuning of the encoder will affect the feature ex-433

traction ability, thus affecting the overall accuracy.434

Document images are more complex than images435

of simple objects, making this disturbance more436

obvious. Our experiments prove that in DocMAE,437

the encoder is suitable for acting as a feature ex-438

tractor while the decoder can be used for migrating439

to downstream tasks.440

5.2.3 Influence of Resolution441

To confirm that the input image resolution does442

affect the model’s understanding of the semantics443

in a document image, we additionally pre-trained a444

model named DocMAE224 with the same settings445

as DocMAE. The only difference is that the input446

image size of DocMAE224 is 224 × 224. The ex-447

perimental comparison results are shown in Table448

2. Although the performance of DocMAE224 on449

DocCT is much better than the original MAE with450

the help of pre-training based on document image 451

data, there is still a huge gap compared to Doc- 452

MAE with 640 image resolution (46.94 vs. 83.53 453

in F1). This result effectively proves that larger 454

resolution is crucial for the semantic understanding 455

of document images. 456

5.2.4 Model Efficiency 457

Since the model structure of different methods 458

varies, we also recorded the efficiency of the dif- 459

ferent models during training and inference. Com- 460

pared with DiTbase, DocMAEfull is much slower 461

(31m13s vs. 2m30s), because, as the length of in- 462

put image patches increases (1025 vs. 197), the 463

training time also increases exponentially. How- 464

ever, when it comes to inference, DocMAE is not 465

much slower than DiTbase (1m19s vs. 31s) and 466

DiTlarge (1m19s vs. 40s). 467

As for the OCR-based methods, they are the 468

slowest among all methods, both during training 469

and inference. DocMAEfull takes half as long to 470

train an epoch as LayoutLMv3 and reaches even 471

a speed of nearly 6 times in inference. This is 472

mainly because OCR is time-consuming no matter 473

in training or inference. 474

DocMAE is proved to be a practical model that 475

is well suited for solving document image related 476

tasks by comparing all methods, including both the 477

OCR-free and OCR-based methods. It has better 478

accuracy than DiT while it also has higher effi- 479

ciency than the OCR-based methods. 480
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5.2.5 Error Analysis481

LayoutLMDiT

(1) (2)

DocMAE

LayoutLMDiT

(3)

DocMAE LayoutLMDiT

(4)

DocMAE

OCR: "... UNIT 1: BASICS OF
INFORMATION TECHNOLOGY  ..."

OCR: "" OCR: "... TORT Trot anno VO ‘er sear fears
in he fl fii comet td conan tte ..."

OCR: "... 3 K| piways Fres ak - | AST FO: |
..."

LayoutLMDiT DocMAE

Figure 7: Classification results on the test set with
DiTlarge, LayoutLMv3large, and DocMAEdecoder. ✓
indicates correct classification and × indicates incor-
rect classification. The OCR results come from Lay-
outLMv3.

To gain an intuitive perception of the features482

of cases where the model works or where it483

does not, we performed error analysis for several484

cases. We chose DiTlarge, LayoutLMv3large, and485

DocMAEdecoder to compare, and their results are486

shown in Figure 7.487

In the first case, all three models can classify488

it correctly. There are apparent objects and key-489

words in the image. Since the compression of the490

input image resolution will not lose important in-491

formation, even the OCR does successfully extract492

the correct text. In the second case when there is493

no significant object and full of fine-grained text,494

due to the small image size, DiT is not able to rec-495

ognize deep semantic information and just fails.496

However, in spite of the same image size, since497

LayoutLMv3 has OCR as a complement input, it498

can obtain enough meaningful information directly499

from the OCR text and thus can still classify it500

correctly. In the third case, because the text is rel-501

atively small and skewed, OCR cannot precisely502

extract the text, making the final classification re-503

sult of LayoutLMv3 wrong. Those cases prove 504

that DocMAE has a deeper understanding of pixel- 505

based text semantics and is more robust to different 506

text forms, enabling it to classify all three cases 507

correctly. In the fourth case, all three models per- 508

form wrong classification. The words in the last 509

image are minimal and blurry, and although hu- 510

mans can still distinguish some of the keywords, it 511

is too difficult for the models. 512

From the above cases, we can find that OCR is 513

not always so reliable and especially often fails for 514

more complex document images. Our experimen- 515

tal results show that solving directly from pixels 516

is a more direct and practical approach to under- 517

standing document content. Meanwhile, for more 518

complex and fuzzy text, DocMAE still has room 519

for improvement compared to human performance. 520

6 Conclusion 521

This paper investigated how to better understand 522

the rich semantic content in document images. 523

Given that the previous document image classifica- 524

tion datasets mainly focused on document format 525

while ignoring document’s text content, we pre- 526

sented a new dataset called DocCT. DocCT is the 527

first dataset to concentrate on the topic classifica- 528

tion of document images. The models must analyze 529

fine-grained document content to classify each im- 530

age under a correct topic. DocCT can facilitate the 531

research related to document image understanding. 532

Furthermore, we analyzed the shortcomings of 533

previous document image classification models and 534

presented a new self-supervised pre-trained model 535

called DocMAE. The basic structure of DocMAE 536

was borrowed from MAE with an enlarged input 537

image size. Our experimental results showed that 538

a larger image size is essential for understanding 539

semantics by pixels. Meanwhile, compared to mod- 540

els that rely on OCR to obtain semantic text, Doc- 541

MAE, as a purely pixel-based model, has better 542

robustness, faster training and inference efficiency, 543

and higher classification accuracy than previous 544

methods on DocCT, proving it is possible to pro- 545

cess document image semantics without OCR. For 546

future research, we believe that it is necessary to 547

introduce more fine-grained pre-training tasks be- 548

cause at present, DocMAE still has a particular gap 549

compared with humans in understanding small and 550

fuzzy text. 551
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