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ABSTRACT

Understanding the expressive ability of a specific model is essential for grasping
its capacity limitations. A recent breakthrough in image generation is the intro-
duction of Visual Autoregressive (VAR) Models, which employ a scalable coarse-
to-fine ”next-scale prediction” framework. We investigate the circuit complexity
of the VAR model and establish a bound in this study. Our primary result demon-
strates that the VAR model is equivalent to a simulation by a uniform TC0 thresh-
old circuit with hidden dimension d and poly(d) precision. This is the first study
to rigorously highlight the limitations in the expressive power of VAR models de-
spite their impressive performance. We believe our findings will offer valuable
insights into the inherent constraints of these models and guide the development
of more efficient and expressive architectures in the future.

1 INTRODUCTION

Visual generation has seen widespread applications across various domains, including image restora-
tion (Lin et al., 2025; Guo et al., 2025), augmented reality (Azad et al., 2024b), medical imaging
(Azad et al., 2024a; Ma et al., 2024; Li et al., 2025), and creative industries such as game devel-
opment (Rafner et al., 2020; Chen et al., 2025a). By generating realistic and diverse images from
textual descriptions or other forms of input, visual generation models are transforming how machines
perceive and produce visual content. Among the most popular models for visual generation are Vari-
ational AutoEncoders (VAE) (Doersch, 2016), Generative Adversarial Networks (GAN) (Goodfel-
low et al., 2020), Diffusion models (Sohl-Dickstein et al., 2015; Ho et al., 2020), and Flow-based
models (Kingma & Dhariwal, 2018). These models have made notable progress in producing high-
quality, high-resolution, and diverse images, expanding the potential of visual generation through
improvements in realism, diversity, and fidelity.

However, the introduction of the Visual AutoRegressive model (VAR) (Tian et al., 2024) represents
a significant shift in the paradigm in this field. Instead of the traditional “next-token prediction”,
the VAR model adopts a coarse-to-fine “next-scale prediction” approach. Through this innovative
approach, the VAR model is able to capture visual distributions more effectively, exceeding the
performance of diffusion transformers in image generation tasks. Additionally, VAR’s zero-shot
generalization capability spans multiple tasks, including image inpainting and manipulation. These
results suggest that VAR offers a promising direction for autoregressive models in visual generation.

As the VAR model demonstrates its impressive performance, it is crucial to explore the limitations
of the expressiveness of the VAR model. Up to now, the expressiveness from a circuit complexity
perspective of the VAR model remains underexplored. This gap raises an important question:

What are the limitations of the expressive power of the VAR model in terms of circuit complexity?

To explore this issue, we apply circuit complexity theory, which offers valuable tools for analyzing
the computational resources needed for specific tasks. By representing the VAR model as complexity
circuits, we can systematically evaluate their capabilities and determine the lower bounds of the
problems they can address.

In this work, we present a comprehensive theoretical investigation into the circuit complexity bounds
of the VAR models. Our approach involves analyzing and formulating the architecture of the
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VAR model and analyzing the computational complexity of its components, such as pyramid up-
interpolation layers, convolution layers and transformer layers, etc. Finally, we show that uniform
TC0 circuits can efficiently simulate these models.

The primary contributions of our work are summarized below:

• As far as we know, this is the first paper to present a mathematical formulation of the Visual
AutoRegressive model (Section 4).

• We prove that the VAR model with poly(d)-precision, O(1) depth and poly(d) size can be
simulated by a DLOGTIME-uniform TC0 circuit family (Theorem 5.13).

Roadmap. Section 2 offers a summary of the related works. Section 3 introduces the necessary
notations and definitions for the subsequent analysis. In Section 4, we present the mathematical
formulation of the VAR model. Section 5 details the circuit complexity results for the VAR model.
Section 6 presents the conclusions of our work.

2 RELATED WORK

2.1 CIRCUIT COMPLEXITY AND NEURAL NETWORK

In computational theory, circuit complexity (Arora & Barak, 2009) refers to the classification and
analysis of computational problems based on the size and depth of Boolean circuits required to
solve them, aiming to understand the inherent difficulty of problems in terms of circuit resources.
Circuit Complexity has important applications in understanding the capabilities of deep learning
models (Pérez et al., 2019; Hahn, 2020; Liu et al., 2022; Hao et al., 2022; Merrill et al., 2022;
Merrill & Sabharwal, 2023; Feng et al., 2024; Chen et al., 2025b; Li et al., 2024a; Chen et al.,
2024; Li et al., 2024b). Specifically, (Hahn, 2020) investigates the computational boundaries of
self-attention, demonstrating that, despite its effectiveness in NLP tasks, it has difficulty modeling
periodic finite-state languages and hierarchical structures without scaling up the number of layers or
attention heads. (Feng et al., 2024) delves into the theoretical underpinnings of Chain-of-Thought
(CoT) within LLMs, demonstrating its ability to solve complex tasks like arithmetic and dynamic
programming through sequential reasoning process, despite the limitations of bounded-depth Trans-
formers. Recently, (Chen et al., 2025b) shows that Mamba and State-space Models (SSMs) have the
same computational limits as Transformers, residing within the DLOGTIME-uniform TC0 complex-
ity class. To the best of our knowledge, circuit complexity theory has not yet been used to analyze
the computational constraints of Visual AutoRegressive models.

2.2 LIMITATION OF TRANSFORMER ARCHITECTURE

Transformer Architecture has shown remarkable success in various fields, particularly in natural
language processing, reinforcement learning, and computer vision. By leveraging self-attention
mechanisms to capture long-range dependencies, the Transformer has become the architecture of
choice for applications such as machine translation (Raganato & Tiedemann, 2018; Wang et al.,
2019; Yao & Wan, 2020) and image generation (Parmar et al., 2018; Ding et al., 2021; Tian et al.,
2024). Recently, a series of studies have shed insight into the reasoning limitations of Transformer
Architecture (Merrill et al., 2022; Merrill & Sabharwal, 2023; Feng et al., 2024; Merrill & Sabhar-
wal, 2024; Liang et al., 2025; Ke et al.; Chiang, 2024). Specifically, (Merrill et al., 2022) showed
that a generalized form of hard attention can recognize languages that go beyond what the AC0 class
can compute, with the TC0 class serving as an upper bound for the formal languages it can identify.
The study by (Liu et al., 2022) established that softmax-transformers (SMATs) are included in the
non-uniform TC0 class. As a next step, (Merrill & Sabharwal, 2023) demonstrated that SMATs
belong to L-uniform TC0 class. Recently, (Chiang, 2024) demonstrated that average-hard atten-
tion transformers (AHATs), without approximation, and SMATs with floating-point precision of
O(poly(n)) bits, as well as SMATs with at most 2−O(poly(n) absolute error, can all be classified in
the DLOGTIME-uniform TC0 class.
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3 PRELIMINARY

Section 3.1 explains the basics of circuit complexity classes. Section 3.2 introduces key simulations
of floating-point operations, which will be used in later sections for the proofs.

Notations. We apply [n] to represent the set {1, 2, · · · , n} for any positive integer n. The set of
natural numbers is denoted by N := {0, 1, 2, . . .}. Let X ∈ Rm×n be a matrix, where Xi,j refers
to the element at the i-th row and j-th column. When xi belongs to {0, 1}∗, it signifies a binary
number with arbitrary length. In a general setting, xi represents a length p binary string, with each
bit taking a value of either 0 or 1.

3.1 KEY CONCEPTS IN CIRCUIT COMPLEXITY

We discuss several circuit complexity classes, starting with the concept of a boolean circuit.
Definition 3.1 (Boolean Circuit, Definition 6.1 in (Arora & Barak, 2009)). A Boolean circuit with
input size d, where d ∈ N, corresponding to a function that Cd : {0, 1}d → {0, 1}. This circuit can
be typically represented as a directed acyclic graph (DAG). There are d input nodes in the graph, all
with an in-degree of 0. Other nodes are classified as logic gates and are assigned one of the labels
AND, OR, or NOT. We use |Cd| to represent the size of Cd, referring to the count of nodes in the
Boolean circuit.

Therefore, we can proceed to define the languages recognizable by certain families of Boolean
circuits, considering their structural constraints, gate types, and depth. These factors determine the
computational power of the circuits in each family.
Definition 3.2 (Language, Definition 6.2 in (Arora & Barak, 2009)). Let L ⊆ {0, 1}∗ denote a
language. L can be recognized by a Boolean circuits family C if, for every string x ∈ {0, 1}∗, a
Boolean circuit C|x| ∈ C exists, which takes x as input. This circuit has an input length of |x|, and
x ∈ L if and only if C|x|(x) = 1 holds.

Next, the concept of complexity classes will be given, which categorizes computational problems
based on their inherent difficulty, determined by the resources—such as time or space—required
to solve them. In this context, different complexity classes impose constraints on the resources of
Boolean circuits, which can be further characterized by factors such as circuit size, depth, number
of fan-in, and gate types. We introduce the complexity classes as the following

• A language belongs to NCi class if it can be decided by a poly(d) size, O(logi(d)) depth
boolean circuits equipped with restricted fan-in basic gates AND, OR and NOT gates.

• A language belongs to ACi class if it can be decided by a poly(d) size, O(logi(d)) depth
boolean circuits equipped with no-limit fan-in basic gates AND, OR and NOT gates.

• A language belongs to TCi class if it can be decided by a poly(d) size, O(logi(d))
depth boolean circuits equipped with no-limit fan-in basic gates AND, OR, NOT and
MAJORITY gates.

• A language belongs to P class if it can be decided by a deterministic Turing machine in
polynomial time with respect to its input size

There is a folklore regarding the hierarchical relationships between the complexity classes men-
tioned above, for every i ∈ N: NCi ⊆ ACi ⊆ TCi ⊆ NCi+1 ⊆ P. Note that the question of whether
TC0 ⊊ NC1 remains an open problem in circuit complexity.

In theoretical computer science, the uniformity of a complexity class refers to whether the circuit
family in question can be constructed by a uniform algorithm, i.e., an algorithm that outputs a de-
scription of the circuit for any input size. Specifically, L-uniformty requires a Turing machine that
uses O(log(d)) space to output a circuit C which can recognize a given language L ⊆ {0, 1}∗.
Moreover, DLOGTIME-uniformity stipulates that a random access Turing machine must produce a
circuit C that recognizes a given language L ⊆ {0, 1}∗. Except in the case of small circuit complex-
ity classes, where circuits are incapable of simulating the machines that create them, DLOGTIME-
uniformity is the same as L-uniformity. For further discussion on various notions of uniformity, see
(Barrington & Immerman, 1994; Hesse et al., 2002).
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Throughout this work, any reference to a uniform TC0 should be understood as referring to a
DLOGTIME-uniform TC0.

3.2 BASIC TOOLS

In this section, we first define floating-point numbers and then illustrate a series of operations in-
volving them. Finally, we analyze the circuit complexity associated with these operations, which is
essential in the later proof.

Definition 3.3 (Floating point number, Definition 9 in (Chiang, 2024)). Let p be an integer repre-
senting precision. Let m ∈ (−2p,−2p−1]∪{0}∪[2p−1, 2p) denote an integer called the significance.
Let e ∈ [−2p, 2p) denote an integer called the exponent. A floating point number with p-bits is com-
posed of the parts m and e, and its value is given by m · 2e. Throughout this paper, the set of all
p-bit floating-point numbers is denoted by Fp.

Then, we move forward to define the round operation of float point numbers.

Definition 3.4 (Rounding Operation, Definition 9 in (Chiang, 2024)). Given a floating point number
x, we use roundp(x) to denote the nearest number to x which is p-bit floating-point.

For the definitions of addition, multiplication, division, comparison, and floor operations on floating-
point numbers as outlined in Definition 3.3, refer to (Chiang, 2024). In this paper, we introduce the
corresponding circuit complexity classes to which these operations belong.

Lemma 3.5 (Operations on floating point numbers in TC0, Lemma 10 and Lemma 11 of (Chiang,
2024)). Assume the precision p ≤ poly(n). Then we have:

• Part 1. Given two p-bits float point numbers x1 and x2. Let the addition, division, and
multiplication operations of x1 and x2 be outlined in (Chiang, 2024). Then, these opera-
tions can be simulated by a size bounded by poly(n) and constant depth bounded by dstd
DLOGTIME-uniform threshold circuit.

• Part 2. Given n p-bits float point number x1, . . . , xn. The iterated multiplication of
x1, x2 . . . , xn can be simulated by a size bounded by poly(n) and constant depth bounded
by d⊗ DLOGTIME-uniform threshold circuit.

• Part 3. Given n p-bits float point number x1, . . . , xn. The iterated addition of x1, x2 . . . , xn

can be simulated by a size bounded by poly(n) and constant depth bounded by d⊕
DLOGTIME-uniform threshold circuit. To be noticed, there is a rounding operation af-
ter the the summation is completed.

Then, we show a lemma stating that we can use a TC0 circuit to simulate the approximated expo-
nential function.

Lemma 3.6 (Approximating the Exponential Operation in TC0, Lemma 12 of (Chiang, 2024)).
Assume the precision p ≤ poly(n). Given any number x with p-bit float point, the exp(x) function
can be approximated by a uniform threshold circuit. This circuit has a size bounded by poly(n) and
a constant depth dexp, and it guarantees a relative error of at most 2−p.

4 MODEL FORMULATION

Section 4.1 presents the overall architecture of the VAR model and divides its processing workflow
into three stages. In Section 4.2, we provide the mathematical formulation for the modules involved
in the pyramid-shaped token map generation stage. Section 4.3 offers the mathematical formulation
for the modules in the feature map reconstruction stage, while Section 4.4 presents the mathematical
formulation for the modules in the VQ-VAE Decoder process stage.

4.1 OVERALL ARCHITECTURE

In this section, We present the overall architecture of the VAR model and divide its processing
workflow into three stages.

4
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Figure 1: Example of the Pyramid Up-Interpolation Layer Φup,2 used in the model.

Stage 1: Pyramid-Shaped Token Maps Generation. Firstly, the VAR model will start by quan-
tizing an initial input token map Xinit ∈ R1×1×d into K multiple scale pyramid-shaped token maps
(r1, . . . , rK), each at an increasingly higher resolution hk×wk. During the k-th autoregressive step,
all the hk×wk will be generated in parallel, conditioned on rk’s prefix r1, . . . , rk−1. In Section 4.2,
we provide a mathematical definition for each module in this stage.

Stage 2: Feature Map Reconstruction. The second stage of the VAR model is to reconstruct the
generated pyramid-shaped token maps r1, . . . , rK into a Feature Map. Specifically, the VAR model
uses an up-interpolation layer to interpolate each of the token maps (r1, ..., rK−1) to the size of
rK and applies a convolution layer to reduce the loss introduced by the interpolation. After this
process, the VAR model sums the K token maps to obtain the desired Feature Map. In Section 4.3,
we provide a mathematical definition for each module in this stage.

Stage 3: Generating Image Using VQ-VAE Decoder. The third stage of VAR model is to use
VQ-VAE Decoder to generate the final output image by taking the input of feature map. We follow
the implementation of (Tian et al., 2024) and regard the VQ-VAE Decoder as a module composed of
fixed-depth ResNet layers, attention layers, and up-interpolation layers. In Section 4.4, we provide
a mathematical definition for each module in this stage.

4.2 STAGE 1: TOKEN MAPS GENERATION

The VAR model uses the VAR Transformer to convert the initialized token map Xinit into a series
of pyramid-shaped token maps. The VAR Transformer alternates between up sample blocks and
attention layers to get the output.

Up Sample Blocks. The k-th up sample block takes as input the initial token map Xinit and the
previous pyramid-shaped token maps X1, . . . , Xk, sets Y1 = Xinit and up samples each Xi into a
new token map Yi+1, and outputs the new pyramid-shaped token maps Y1, . . . , Yk+1.

The upsampling on each token map Xr(r ∈ [k]) uses interpolation with a bicubic spline kernel.
Definition 4.1 (Bicubic Spline Kernel). A bicubic spline kernel is a piecewise cubic function W :
R → R that satisfies W (x) ∈ [0, 1] for all x ∈ R.
Definition 4.2 (Up-interpolation Layer for One-Step Geometric Sequence). The layer ϕup,r

takes the input feature map Xr ∈ Rhr×wr×d and computes the output feature map Yr+1 ∈
Rhr+1×wr+1×d, where hr < hr+1 are the heights, wr < wr+1 are the widths, and d ∈ N
is the hidden dimension. It computes Yr+1 = ϕup,r(Xr) with a bicubic spline kernel W : for
i ∈ [hr+1], j ∈ [wr+1], l ∈ [d],

[Yr+1]i,j,l :=

2∑
s=−1

2∑
t=−1

W (s) · [Xr] i·hr
hr+1

+s, j·wr
wr+1

+t,l ·W (t) (1)

We are now ready to present the up sample block Φ.
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Definition 4.3 (Pyramid Up-Interpolation Layer Φ). The layer Φup,k takes the initial token map
Xinit and the token maps Xr ∈ Rhr×wr×c(r ∈ [k]) and computes new token maps Yr ∈ Rhr×wr×c.
It sets Y1 = Xinit and computes Yr+1 = ϕup,r(Xr) as in Definition 4.2. The output is the set
consisting Yi(i ∈ [k + 1]).

Attention Layer. After an up sample block, the token maps (after being flattened into a proper
shape) will be input into an attention layer.
Definition 4.4 (Single Attention Layer). Let X ∈ Rn×d denote the input matrix. Let
WQ,WK ,WV ∈ Rd×d denote the weight matrix for query, key, and value, respectively. First,
compute the attention matrix A ∈ Rn×n:

Ai,j := exp(Xi,∗WQW
⊤
KX⊤

j,∗), for i, j ∈ [n].

Then, compute the output: Attn(X) := D−1AXWV , where D := diag(A1n) ∈ Rn×n

Then, we move forward to define the multilayer perceptron layer.
Definition 4.5 (Multilayer Perceptron layer). Given an input matrix X ∈ Fn×d

p . Let i ∈ [n]. We use
gMLP to denote the MLP layer. Specifically, we have

gMLP(X)i,∗ := W ·Xi,∗ + b.

We then proceed to define the layerwise normalization layer.
Definition 4.6 (Layer-wise normalization layer). Given an input matrix X ∈ Fn×d

p . Let i ∈ [n]. We
use gLN to denote the LN layer. Specifically, we have

gLN(X)i,∗ :=
Xi,∗ − µi√

σ2
i

,

where µi :=
∑d

j=1 Xi,j/d, and σ2
i :=

∑d
j=1(Xi,j − µi)

2/d.

VAR Transformer. A VAR Transformer with K layers alternates between the attention layer and up
sample blocks (where the output of each layer is reshaped to a proper shape as the input for the next
layer):
Definition 4.7 (VAR transformer). The transformer TF takes an initial token map Xinit ∈ R1×d,
computes Z0 = Xinit, Zk = Φup,k(Xinit,Attnk(Zk−1)), for k ∈ [K − 1] and finally outputs
AttnK(ZK−1). Here Φup,k is defined in Definition 4.3, Attni is defined in Definition 4.4, Zk−1 is
flatten into shape (

∑k
r=1 hrwr) × d as input for Attnk, and the output of Attnk is reshaped into

Xr ∈ Rhr×wr×c(r ∈ [k]) as input for Φup,k.

For convenience, we often abuse notation slightly and write:

TF(Xinit) := AttnK ◦ Φup,K−1 ◦ · · · ◦ Φup,1 ◦ Attn1(Xinit),

where ◦ denotes function composition.

4.3 STAGE 2: FEATURE MAP RECONSTRUCTION

In phase 2, the VAR model will transform the generated pyramid-shaped token maps into feature
maps. This phase has the following main modules:

Up Sample Blocks. The VAR model performs up-sampling on token maps of different sizes, scaling
them to the size of the final output feature map. In this process, the VAR model will use the up-
interpolation blocks defined in Definition 4.2. To mitigate information loss during token map up-
scaling, the VAR model employs convolution blocks to post-process the up-scaled token maps. We
define the convolution layers as the following:
Definition 4.8 (Convolution Layer). Let h,w ∈ N denote the height and width of the input and
output feature map, respectively. Let cin, cout ∈ N denote the number of channels of the input
feature map and the output feature map, respectively. Let X ∈ Rh×w×cin

p represent the input feature
map. For l ∈ [cout], we use Kl ∈ F3×3×cin

p to denote the l-th convolution kernel. Let p = 1 denote

6
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the padding of the convolution layer. Let s = 1 denote the stride of the convolution kernel. Let
Y ∈ Rh×w×cout

p represent the output feature map. Then we use ϕconv : Rh×w×cin
p → Rh×w×cout

p

to represent the convolution operation then we have Y = ϕconv(X). Specifically, for i ∈ [h], j ∈
[w], l ∈ [cout], we have

Yi,j,l :=

3∑
m=1

3∑
n=1

cin∑
c=1

Xi+m−2,j+n−2,c ·Kl
m,n,c + b

Remark 4.9. Assumptions of kernel size, padding of the convolution layer, and stride of the convo-
lution kernel are based on the specific implementation of (Tian et al., 2024).

4.4 STAGE 3: VQ-VAE DECODER PROCESS

VAR will use the VQ-VAE Decoder Module to reconstruct the feature map generated in Section 4.3
into a new image. The Decoder of VQ-VAE has the following main modules:

ResNet Layers. In the VQVAE decoder, the ResNet block, which includes two (or more) convolu-
tion blocks, plays a crucial role in improving the model’s ability to reconstruct high-quality outputs.
The convolution blocks help capture spatial hierarchies and patterns in the data, while the residual
connections facilitate better gradient flow and allow the model to focus on learning the residuals
(differences) between the input and output. The definition of convolution block is given in Defini-
tion 4.8.

Attention Layers. The Attention block helps the Decoder fuse information from different locations
during the generation process, which can significantly improve the clarity and detail of the generated
images. When applied to a feature map, the attention mechanism computes attention scores for all
pairs of pixels, capturing their pairwise relationships and dependencies. The definitions of blocks in
attention are given in Section 4.2.

Up Sample Layers. The VQ-VAE decoder uses Up-Sample Blocks to progressively increase the
spatial resolution of the latent representation. The Up-Sample Blocks in VQVAE combine up-
interpolation and convolution blocks to restore the spatial dimensions of the feature maps, facilitat-
ing the reconstruction of the high-resolution output image. The convolution block has already been
defined in Definition 4.8, and the up-interpolation block has already been defined in Definition 4.2.

5 COMPLEXITY OF VAR MODELS

In this section, we present the critical findings on the circuit complexity of crucial operations in the
computation of VAR models.

5.1 COMPUTING UP INTERPOLATION BLOCKS

In this section, we firstly show that the up-interpolation layer ϕup,r defined in Definition 4.2 can be
computed in TC0.
Lemma 5.1 (Up-Interpolation Layer for One-Step Geometric Sequence belongs to TC0 class, infor-
mal version of Lemma B.1). Let m ∈ N denote the number of attention layers in VAR transformer.
Let r ∈ [m − 1]. Let d > 0 denote one positive integer. Let Xinit ∈ F1×d

p denote the initial token

map. Let ϕup,r : Fhr×wr×d
p → F

hr+1×wr+1×d
p be defined in Definition 4.2. Let hr+1 represent the

height of the token map output by ϕup,r. Let wr+1 represent the width of the token map output by
ϕup,r. Assume hm ≤ poly(d) and wm ≤ poly(d). Assume the precision p ≤ poly(d). Then we can
simulate the ϕup,r by a uniform threshold circuit with poly(d) size and constant depth O(1).

Lemma 5.2 (Pyramid Up-Interpolation Layer belongs to TC0 class, informal version of
Lemma B.2). Let m ∈ N denote the number of attention layers in VAR transformer. Let r ∈ [m−1].
Let d > 0 denote one positive integer. Let Xinit ∈ F1×d

p denote the initial token map. Let

Φup,r : F
h[r]×w[r]×d
p → F

h[r+1]×w[r+1]×d
p be defined in Definition 4.3. Assume hm = poly(d)

and wm = poly(d). Assume the precision p ≤ poly(d). Assume m = O(1).

Then, we can simulate Φup,r by a uniform threshold circuit with size bounded by poly(d) and depth
O(1).

7
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5.2 COMPUTING ATTENTION MATRIX

Let us begin by recalling that the matrix multiplication of two matrices belongs to TC0.

Lemma 5.3 (Matrix Multiplication belongs to TC0 class, Lemma 4.2 in (Chen et al., 2024)). Assume
the precision p ≤ poly(d) and n1, n2 ≤ poly(d). Let A ∈ Fn1×d

p and B ∈ Fd×n2
p . Then we can

apply a DLOGTIME-uniform threshold circuit with constant depth (dstd+d⊕) and size bounded by
poly(d) to get the matrix product AB.

5.3 COMPUTING SINGLE ATTENTION LAYER

Subsequently, matrix operations can be applied to compute the attention matrix.

Lemma 5.4 (Attention matrix computation belongs to TC0 class, informal version of Lemma B.3).
Let m ∈ N denote the number of attention layers in VAR transformer. Let r ∈ [m]. Assume the
precision p ≤ poly(d). Let d > 0 denote one positive integer. Let Xinit ∈ F1×d

p denote the initial
token map. Let Attnr denote the r-th attention layer in VAR transformer defined in Definition 4.4.
Let Xr ∈ Fnr×d

p denote the input of Attnr. Let WQ,WK ∈ Fd×d
p denote two weight matrix. Assume

hm ≤ poly(d) and wm ≤ poly(d). Assume m = O(1).

Then we can use a size bounded by poly(d) and constant depth 3(dstd+d⊕)+dexp uniform threshold
circuit to compute the attention matrix A defined in Definition 4.4.

Then, we analyze the complete attention layer.

Lemma 5.5 (Single Attention Layer computation in TC0, informal version of Lemma B.4). Let
m ∈ N denote the number of attention layers in VAR transformer. Let r ∈ [m]. Assume the
precision p ≤ poly(d). Let d > 0 denote one positive integer. Let Xinit ∈ F1×d

p denote the initial
token map. Let Attnr denote the r-th attention layer in VAR transformer. Assume hm ≤ poly(d)
and wm ≤ poly(d). Assume m = O(1).

Then we can use a uniform threshold circuit with size bounded by poly(d) and constant depth
6(dstd + d⊕) + dexp to simulate the attention layer Attnr defined in Definition 4.4.

5.4 COMPUTING COMMON COMPONENTS LAYERS

This section outlines the MLP layer circuit complexity.

Lemma 5.6 (MLP computation falls within TC0 class, Lemma 4.5 of (Chen et al., 2025b)). Assume
the precision p ≤ poly(d). Let Xinit ∈ F1×d

p denote the initial token map. Then, we can use a size
bounded by poly(d) and constant depth 2dstd + d⊕ uniform threshold circuit to simulate the MLP
layer in Definition 4.5.

Next, we examine the layer-normalization (LN) layer circuit complexity.

Lemma 5.7 (LN computation falls within TC0 class, Lemma 4.6 of (Chen et al., 2025b)). Assume
the precision p ≤ poly(d). Let Xinit ∈ F1×d

p denote the initial token map. Then we can use a size
bounded by poly(d) and constant depth 5dstd + 2d⊕ + dsqrt uniform threshold circuit to simulate
the Layer-wise Normalization layer defined in Definition 4.6.

5.5 COMPUTING CONVOLUTION BLOCKS

We prove in this section that the convolution layers can be computed within TC0.

Lemma 5.8 (One Kernel Convolution Process in TC0, informal version of Lemma B.5). Let d > 0
denote one positive integer. Let Xinit ∈ F1×d

p denote the initial token map. Let X ∈ Fh×w×cin
p

denote the origin feature map. Let Y ∈ Fh×w×cout
p denote the output feature map. Assume

h,w, cin ≤ poly(d).

Then, we can apply a size bounded by poly(n) and O(1) depth uniform threshold circuit to simulate
one kernel convolution process.

Proposition 5.9 (Multiple Kernel Convolution Process in TC0). Let d > 0 denote one positive
integer. Let Xinit ∈ F1×d

p denote the initial token map.Assume we have k convolution kernel in a

8
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convolution block. Let k ≤ poly(d). Since the computations of different convolutional kernels can
be parallelizable, then we can apply a size poly(d) and O(1) depth to simulate the whole process.

Proof. This is can be easily derived from Lemma 5.8 and k ≤ poly(d).

5.6 COMPUTING PHASE 1: VAR TRANSFORMER

In this part, we establish that the VAR Transformer defined in Definition 4.7 is within the computa-
tional power of TC0

Lemma 5.10 (VAR Transformer computation in TC0, informal version of Lemma B.6). Let d > 0
denote one positive integer. Let Xinit ∈ F1×d

p denote the initial token map. Assume the number
of attention layers m = O(1). Assume the precision p ≤ poly(d). Then, we can apply a uniform
threshold circuit with size poly(d) and depth O(1) to simulate the VAR Transformer TF defined in
Definition 4.7.

5.7 COMPUTING PHASE 2: FEATURE MAP RECONSTRUCTION

In this section, we show that the feature map reconstruction is within the computational power of
TC0.

Lemma 5.11 (Feature Map Reconstruction computation in TC0.). Let d > 0 denote one positive
integer. Let Xinit ∈ F1×d

p denote the initial token map. Assume the number of the up-interpolation
layers and convolutional layers in the Feature Map Reconstruction phase is constant O(1). Assum-
ing the precision p ≤ poly(d), then we can apply a uniform threshold circuit with size poly(d) and
O(1) depth to simulate the feature map reconstruction operations.

Proof. This can be easily derived from Lemma 5.1 and Proposition 5.9.

5.8 COMPUTING PHASE 3: VQ-VAE DECODER PROCESS

In this section, we show that the VQ-VAE Decoder is within the computational power of TC0

Lemma 5.12 (VQ-VAE Decoder process in TC0, informal version of Lemma B.7). Let d > 0
denote one positive integer. Let Xinit ∈ F1×d

p denote the initial token map. Assume the precision
p ≤ poly(d). Assume the number of the ResNet layers, attention layers, and Up-Sample layers
in VQ-VAE Decoder is constant O(1). Then, we can apply a uniform threshold circuit with size
poly(d) and O(1) depth to simulate the VQ-VAE decoder process.

5.9 MAIN RESULT

We present our main result, which derives the circuit complexity limits for the VAR model.

Theorem 5.13 (Circuit complexity of the VAR model.). Let d > 0 denote one positive integer. Let
Xinit ∈ F1×d

p denote the initial token map. Assuming precision p ≤ poly(d), then we can apply a
uniform threshold circuit to simulate the VAR model, where the circuit has size poly(d) and O(1)
depth.

Proof. This result directly comes from Lemma 5.10, Lemma 5.11 and Lemma 5.12.

6 CONCLUSION

This study provides a comprehensive theoretical analysis of VAR models, deriving key limits on
their computational abilities. Our approach centers on examining the circuit complexity of various
components of VAR models, from the up-interpolation layers and the convolution layers to the at-
tention mechanism. Furthermore, we show that VAR can be expressed as uniform TC0 circuits. This
finding is important because it exposes inherent constraints in the expressiveness of VAR models,
despite their empirical effectiveness.

9
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Appendix
Roadmap. In Section A, we introduce the notations we used in appendix. In Section B, we introduce
the missing proofs in Section B.

A NOTATIONS

We apply [n] to represent the set {1, 2, · · · , n} for any positive integer n. The set of natural numbers
is denoted by N := {0, 1, 2, . . .}. Let X ∈ Rm×n be a matrix, where Xi,j refers to the element at
the i-th row and j-th column. When xi belongs to {0, 1}∗, it signifies a binary number with arbitrary
length. In a general setting, xi represents a length p binary string, with each bit taking a value of
either 0 or 1.

B MISSING PROOFS IN SECTION 5

In this section, we present some missing proofs in Section 5.

Lemma B.1 (Up-Interpolation Layer for One-Step Geometric Sequence belongs to TC0 class, for-
mal version of Lemma 5.1). If the following conditions hold:

• Let m ∈ N denote the number of attention layers in VAR transformer.

• Let r ∈ [m− 1].

• Let d > 0 denote one positive integer.

• Let Xinit ∈ F1×d
p denote the initial token map.

• Let ϕup,r : Fhr×wr×d
p → F

hr+1×wr+1×d
p be defined in Definition 4.2.

• Let hr+1 represent the height of the token map output by ϕup,r.

• Let wr+1 represent the width of the token map output by ϕup,r.

• Assume hm ≤ poly(d) and wm ≤ poly(d).

• Assume the precision p ≤ poly(d).

Then we can simulate the ϕup,r by a uniform threshold circuit with poly(d) size and constant depth
O(1).

Proof. Firstly, we consider the computation of each entry in the output token map. For i ∈
[hr+1], j ∈ [wr+1], l ∈ [d], we have

Yi,j,l =

2∑
s=−1

2∑
t=−1

W (s) ·X ih
h′ +s, jw

w′ +t,q ·W (t)

By using the result of Part 1 of Lemma 3.5, we can apply a uniform threshold circuit with constant
depth 2dstd and size bounded by poly(d) to compute each product W (s) · X ih

h′ +s, jw
w′ +t,q · W (t).

Since the products for different s and t can be parallel computed, the uniform threshold circuit’s
depth for all products W (u) ·X ih

h′ +s, jw
w′ +t,q stays 2dstd.

Then, by using the result of Part 3 in Lemma 3.5, we can use a uniform threshold circuit with depth
d⊕ and size bounded by poly(d) to model the sum operation:

2∑
s=−1

2∑
t=−1

W (s) ·X ih
h′ +s, jw

w′ +t,q ·W (t)
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Hence, we already know that the computation of one entry in the ourput token map can be simulated
by a uniform threshold circuit with depth 2dstd + d⊕ and size bounded by poly(d). Since we can
parallel compute Yi,j,l for all i ∈ [hr+1], j ∈ [wr+1], l ∈ [d]. So the total depth of the uniform
threshold circuit still remains 2dstd + d⊕, and the total size of the uniform threshold circuit still
remains poly(d) which is due to the condition that hr+1 ≤ hm = poly(d), wr+1 ≤ wm = poly(d).

Thus we complete the proof.

Lemma B.2 (Pyramid Up-Interpolation Layer belongs to TC0 class, formal version of Lemma 5.2).
If the following conditions hold:

• Let m ∈ N denote the number of attention layers in VAR transformer.

• Let r ∈ [m− 1].

• Let d > 0 denote one positive integer.

• Let Xinit ∈ F1×d
p denote the initial token map.

• Let Φup,r : F
h[r]×w[r]×d
p → F

h[r+1]×w[r+1]×d
p be defined in Definition 4.3.

• Assume hm = poly(d) and wm = poly(d).

• Assume the precision p ≤ poly(d).

• Assume m = O(1).

Then we can simulate Φup,r by a uniform threshold circuit with size bounded by poly(d) and depth
O(1).

Proof. By Definition 4.3, we know that Φup,r is composed of r layers ϕup,i where i ∈ [r]. Since
for every i ∈ [r], we can use a uniform threshold circuit with size bounded by poly(d) and depth
O(1) to simulate ϕup,i which is due to Lemma 5.1. Then we can derive that we can use a uniform
threshold circuit with size bounded by poly(d) and depth O(1) to simulate Φup,r which is due to
chain these r uniform threshold circuits together, and r ≤ m = O(1).

Then we move forward to present the proof of Lemma 5.4.

Lemma B.3 (Attention matrix computation belongs to TC0 class, formal version of Lemma 5.4). If
the following conditions hold:

• Let m ∈ N denote the number of attention layers in VAR transformer.

• Let r ∈ [m]

• Assume the precision p ≤ poly(d).

• Let d > 0 denote one positive integer.

• Let Xinit ∈ F1×d
p denote the initial token map.

• Let Attnr denote the r-th attention layer in VAR transformer defined in Definition 4.4.

• Let Xr ∈ Fnr×d
p denote the input of Attnr.

• Let WQ,WK ∈ Fd×d
p denote two weight matrix.

• Assume hm ≤ poly(d) and wm ≤ poly(d).

• Assume m = O(1).

Then we can use a size bounded by poly(d) and constant depth 3(dstd+d⊕)+dexp uniform threshold
circuit to compute the attention matrix A defined in Definition 4.4.
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Proof. By Definition 4.7 and Definition 4.3, we can derive that ni =
∑r

i=1 hiwi. Since for every
i ∈ [r], we have hi ≤ hm ≤ poly(d) and wi ≤ wm ≤ poly(d), we can derive that nr ≤ poly(d).

Based on Lemma 5.3, we can compute the matrix product WQW
⊤
K by using a size bounded by

poly(d) and constant depth dstd + d⊕ uniform threshold circuit.

Then, we move forward to compute the scalar product, which is

ti,j = Xi,∗WQW
⊤
KX⊤

j,∗

And by using the result of Lemma 5.3, we can compute ti,j by applying a uniform threshold circuit,
where the circuit has a polynomial-size bounded by poly(d) and constant depth 2(dstd + d⊕).

In the next step, from Lemma 3.6, we can compute the exponential function Ai,j = exp(ti,j) by
applying a size bounded by poly(d) and constant depth dexp uniform threshold circuit.

After combining depths from all steps, the total depth of the circuit for computing Ai,j is

dtotal = 3(dstd + d⊕) + dexp.

Since we can parallel compute all entries in Ai,j for i, j ∈ [nr], the circuit depth remains 3(dstd +
d⊕) + dexp and size bounded by poly(d).

Thus, we have proven the result.

Here we state the proof of Lemma 5.5.

Lemma B.4 (Single Attention Layer computation in TC0, formal version of Lemma 5.5). If the
following conditions hold:

• Let m ∈ N denote the number of attention layers in VAR transformer.

• Let r ∈ [m]

• Assume the precision p ≤ poly(d).

• Let d > 0 denote one positive integer.

• Let Xinit ∈ F1×d
p denote the initial token map.

• Let Attnr denote the r-th attention layer in VAR transformer.

• Let Xr ∈ Fnr×d
p denote the input of Attnr.

• Let WV ∈ Fd×d
p denote a weight matrix.

• Assume hm ≤ poly(d) and wm ≤ poly(d).

• Assume m = O(1).

Then we can use a uniform threshold circuit with size bounded by poly(d) and constant depth
6(dstd + d⊕) + dexp to simulate the attention layer Attnr defined in Definition 4.4.

Proof. In Definition 4.4, we know that we need to multiply 4 matrix, namely D−1, A,Xr,WV

Firstly, we consider the computation of D := diag(A1nr
). D can be computed using a uniform

threshold circuit of depth d⊕, size poly(d) following Part 3 of Lemma 3.5. By Lemma 5.4, com-
puting A needs a circuit of depth 3(dstd + d⊕) + dexp and size poly(d). Then, we can multiply
AXWV , which can be computed by a depth 2(dstd + d⊕), size poly(d) uniform threshold circuit
following from Lemma 5.3. Finally, we can compute D−1 · AXWV by apply division in parallel,
which can be computed by a depth dstd, size poly(d) uniform threshold circuit following from Part
1 of Lemma 3.5. Chaining above circuit, we have

dtotal = 6(dstd + d⊕) + dexp.

And the size of the circuit is still poly(d). thus we have shown that Attn can be computed by a depth
6(dstd + d⊕) + dexp, size poly(d) uniform threshold circuit.
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Then we move forward to present the proof of Lemma 5.8.

Lemma B.5 (One Kernel Convolution Process in TC0, formal version of Lemma 5.8). Under the
premise that the following conditions apply:

• Let d > 0 denote one positive integer.

• Let Xinit ∈ F1×d
p denote the initial token map.

• Let h ∈ N denote the height of the input and output feature map.

• Let w ∈ N denote the width of the input and output feature map.

• Let cin ∈ N denote the number of channels of the input feature map.

• Let X ∈ Fh×w×cin
p denote the origin feature map.

• Let Y ∈ Fh×w×cout
p denote the output feature map .

• Let l ∈ [cout].

• Let Kl ∈ F3×3×cin
p denote the l-th convolution kernel.

• For i ∈ [h] and j ∈ [w].

• Let h,w, cin ≤ poly(d).

Then, we can apply a size bounded by poly(n) and O(1) depth uniform threshold circuit to simulate
one kernel convolution process.

Proof. For each i ∈ [h] and j ∈ [w], we know

Yi,j,l :=

3∑
m=1

3∑
n=1

cin∑
q=1

Xi+m−2,j+n−2,q ·Kl
m,n,q + b

By using the result of Part 1 in Lemma 3.5, we can use a size bounded by poly(d) and O(1) depth
uniform threshold circuit to compute each product Xi+m−1,j+n−1,q · Km,n,q . Furthermore, the
computation of Xi+m−1,j+n−1,q ·Km,n,q can be performed in parallel for all m ∈ [3], n ∈ [3] and
q ∈ [cin]. Therefore, the total depth of the circuit remains O(1), and its size stays poly(d), since
hk × wk × c ≤ poly(d).

Then, we proceed to compute the sum
∑3

m=1

∑3
n=1

∑cin
q=1 Xi+m−2,j+n−2,q ·Kl

m,n,q+b. Using the
result from Lemma 3.5, we can use a size bounded by poly(d) and O(1) depth uniform threshold
circuit to compute the sum. By computing Yi,j for all i ∈ [h], j ∈ [w] in parallel, we maintain
the uniform threshold circuit with O(1) depth and size bounded by poly(d) which is due to h,w ≤
poly(d).

Thus, we can apply a size bounded by poly(d) and O(1) depth uniform threshold circuit to simulate
the one kernel convolution process.

Then we show the proof of Lemma 5.10.

Lemma B.6 (VAR Transformer computation in TC0, formal version of Lemma 5.10). Let d > 0
denote one positive integer. Let Xinit ∈ F1×d

p denote the initial token map. Assume the number
of attention layers m = O(1). Assume the precision p ≤ poly(d). Then, we can apply a uniform
threshold circuit with size poly(d) and depth O(1) to simulate the VAR Transformer TF defined in
Definition 4.7.

Proof. By using the result of Lemma 5.2, we can apply a uniform threshold circuit of size bounded
by poly(d) and O(1) depth to simulate Pyramid Up-Interpolation layer Φup,i defined in Defini-
tion 4.3 for every i ∈ [m− 1].
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By using the result of Lemma 5.5, we can apply a size bounded by poly(d) and O(1) depth uniform
threshold circuit to simulate Attni defined in Definition 4.4 for every i ∈ [m].

By using the result of Lemma 5.6 and Lemma 5.7, we can apply a size bounded by poly(d) and
O(1) depth uniform threshold circuit to simulate gi, for each i ∈ [m].

To compute TF(X), we must compute g1, . . . , gm ,Attn1, . . . ,Attnm and Φup,1, . . . ,Φup,m−1.
Then, we can have that the size of the uniform threshold circuit is bounded by poly(d), and the
total depth of the circuit is O(1), which is due to m = O(1).

Thus, we complete the proof.

Finally we show the proof of Lemma 5.12.

Lemma B.7 (VQ-VAE Decoder process in TC0, formal version of Lemma 5.12). Let d > 0 denote
one positive integer. Let Xinit ∈ F1×d

p denote the initial token map. Assume the precision p ≤
poly(d). Assume the number of the ResNet layers, attention layers and Up-Sample layers in VQ-
VAE Decoder is constant O(1). Then, we can apply a uniform threshold circuit with size poly(d)
and O(1) depth to simulate the VQ-VAE decoder process.

Proof. Firstly, by using the result of Proposition 5.9, we can simulate the ResNet layers by using a
size poly(d) and O(1) depth uniform threshold circuit.

Then, by using the result of Lemma 5.5, we can simulate the attention layers by using a size poly(d)
and O(1) depth uniform threshold circuit.

And, by using the result of Lemma 5.1, we can simulate the Up Sample Blocks by using a size
poly(d) and depth O(1) uniform threshold circuit.

By combing the result above, we have that a size poly(d) and O(1) depth uniform threshold circuit
can be applied to simulate the VQ-VAE decoder process.

LLM USAGE DISCLOSURE

LLMs were used only to polish language, such as grammar and wording. These models did not
contribute to idea creation or writing, and the authors take full responsibility for this paper’s content.
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