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Abstract

Large Language Models (LLMs) excel in vari-001
ous natural language processing tasks but strug-002
gle with hallucination issues. Existing solu-003
tions have considered utilizing LLMs’ inher-004
ent reasoning abilities to alleviate hallucina-005
tion, such as self-correction and diverse sam-006
pling methods. However, these methods of-007
ten overtrust LLMs’ initial answers due to in-008
herent biases. The key to alleviating this is-009
sue lies in overriding LLMs’ inherent biases010
for answer inspection. To this end, we pro-011
pose a CounterFactual Multi-Agent Debate012
(CFMAD) framework. CFMAD presets the013
stances of LLMs to override their inherent bi-014
ases by compelling LLMs to generate justifi-015
cations for a predetermined answer’s correct-016
ness. The LLMs with different predetermined017
stances are engaged with a skeptical critic for018
counterfactual debate on the rationality of gen-019
erated justifications. Finally, the debate process020
is evaluated by a third-party judge to determine021
the final answer. Extensive experiments on four022
datasets of three tasks demonstrate the superi-023
ority of CFMAD over existing methods.024

1 Introduction025

Large Language Models, especially closed-source026

ones such as GPT-4 (Achiam et al., 2023) and Gem-027

ini (Team et al., 2023), have demonstrated state-028

of-the-art performance across various natural lan-029

guage processing tasks (Bubeck et al., 2023; Zhao030

et al., 2023). However, LLMs still struggle with the031

hallucination problem, i.e., occasionally generating032

unfaithful content (Zhang et al., 2023; Bang et al.,033

2023; Zheng et al., 2023). Due to the black-box na-034

ture of closed-source LLMs, it is difficult for users035

to directly intervene in or optimize their internal036

mechanisms to address the hallucination problems.037

Currently, extensive research is investigating how038

to use LLMs’ inherent reasoning abilities to al-039

leviate hallucinations without model intervention040

(Shinn et al., 2024; Liang et al., 2023).041

Counterfactual Debating

Diverse Sampling

Question: Crystals can heal all illnesses. Is this claim true or false?

It is true because …
The previous 
answer is right!

It is true because …

The claim is true because…

I think is true because…
No need for comparison 
or deliberation!

The claim is true.

It is false because…

The claim is false.

Assistant and critic 
try to persuade each other

Overconfidence!

The claim is true.

Overconfidence!

Correct!

Self-correction

All answers are same!

It is true because …

Why the claim is true?

Why the claim is false?

Initial Reply Self-reflection Judgement

Sampling Replies Contrast/Deliberate Judgement

Counterfactual 
generation

Counterfactual
Debate

Judgement

You are wrong!

You are wrong!I am right!

I am right!

Figure 1: Comparison of CFMAD with self-correction
and diverse sampling methods. CFMAD presets stances
for LLMs to override their inherent biases.

Related work of using LLMs’ own abilities 042

for hallucination elimination can be categorized 043

into self-correction and diverse sampling methods, 044

which imitate human deep reasoning and broad rea- 045

soning to enhance LLMs’ reasoning capabilities, 046

respectively (Zhang et al., 2024b). Self-correction 047

methods (Shinn et al., 2024; Madaan et al., 2024) 048

guide LLMs to reflect on and refine their previ- 049

ous answers iteratively. Diverse sampling methods 050

(Zhang et al., 2024b; Du et al., 2023; Wang et al., 051

2023; Mielke et al., 2022; Xiong et al., 2023) first 052

sample multiple initial answers, and then compare 053

or deliberate on the differences among these an- 054

swers to reach a consistent answer. 055

While self-correction and diverse sampling meth- 056

ods show potential for improving the output re- 057

liability of LLMs, they still have the overconfi- 058

dence issue (Mielke et al., 2022; Xiong et al., 2023) 059

as illustrated in Figure 1. Self-correction meth- 060

ods may overtrust LLMs’ initially generated an- 061
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swers, making it difficult to effectively recognize062

errors (Huang et al., 2024b; Stechly et al., 2023;063

Valmeekam et al., 2023). By contrast, diverse sam-064

pling methods may repeatedly generate the same065

incorrect answers due to LLMs’ inherent biases066

and beliefs (Wang et al., 2024b), limiting LLMs to067

contrast and deliberate on other possible answers.068

We believe that a key reason for the above overcon-069

fidence issue is that these methods do not intervene070

in the LLMs’ answer-generation process, allowing071

LLMs to refine or sample diverse answers accord-072

ing to their own biases and beliefs.073

The main challenge in addressing the overcon-074

fidence issue is to override LLMs’ inherent biases075

and beliefs, compelling them to inspect answers076

they would not normally consider. To achieve this,077

we consider presetting different stances for LLMs,078

allowing LLMs to imagine each answer as correct079

in each round of reasoning, and then generate the080

reasons why the answer is valid. By overriding the081

LLM’s original beliefs with this new mindset, we082

can regulate LLMs to assess the possibility of each083

answer being correct. Thereafter, we can eliminate084

the incorrect answers by reflecting the generated085

reasons for all answers.086

To this end, we propose a CounterFactual Multi-087

Agent Debate (CFMAD) framework comprising088

two key stages: abduction generation and counter-089

factual debate. In the abduction generation stage,090

LLMs are tasked with producing potential cor-091

rect reasons for a predetermined answer. Sub-092

sequently, in the counterfactual debate stage, a093

structured debate method is employed to assess094

these abductions and ascertain the sole correct re-095

sponse. Specifically, we introduce a critic who096

questions the validity of each generated abduction,097

and prompt the LLM to defend its position in a098

debate with the critic. The deliberation is then099

presented to an impartial third-party judge for fi-100

nal adjudication. Extensive experiments spanning101

fact-checking, reading comprehension, and com-102

monsense reasoning tasks validate the effectiveness103

of CFMAD over existing benchmarks across four104

datasets. We release our code and data at https:105

//anonymous.4open.science/r/CFMAD-468D/.106

The contributions of this work are threefold:107

• We propose to preset various stances for LLMs,108

overriding their inherent biases and beliefs to109

address the overconfidence issue of LLMs.110

• We propose a CFMAD framework, which in-111

structs LLMs to generate abduction with preset112

stances and then conduct counterfactual debate 113

to eliminate incorrect answers. 114

• We conduct extensive experiments on three gen- 115

erative tasks with four datasets, validating the 116

effectiveness of CFMAD. 117

2 Preliminary Experiments 118

We formulate methods for self-correction and di- 119

verse sampling, and subsequently conduct a quan- 120

titative experiment to expose the overconfidence 121

issue prevalent in both approaches. 122

2.1 Problem Definition 123

Self-correction. Self-correction methods involve 124

two steps: reflection and refinement (Shinn et al., 125

2024). Given a question q and R0 = LLM(q) 126

representing the initial response of an LLM, self- 127

correction methods further instruct the LLM to 128

reflect on the initial response R0 and generate feed- 129

back by F = LLM(q,R0). Given R0 and F , the 130

LLM then generates a revised answer in the refine- 131

ment stage, denoted as R1 = LLM(q,R0, F ). 132

Diverse Sampling. Diverse Sampling methods 133

usually involve three steps: sampling, deliberation, 134

and judging (Zhang et al., 2024b). First, N initial 135

responses are sampled by: Ri
0 = LLM(q, θi), i ∈ 136

[1, N ]. Here θi represents settings such as improv- 137

ing temperature or using different prompts, which 138

are widely used in diverse sampling to enhance the 139

diversity of responses. In the following delibera- 140

tion stage, each response is refined by contrasting 141

with other responses, thereby improving the initial 142

responses: Ri
1 = LLM(q,Ri

0, {R
j ̸=i
0 }). Finally, a 143

judging process is employed to determine the final 144

answer Rf = judge(R1
1, R

2
1, ..., R

N
1 ). 145

However, the LLM with self-correction or di- 146

verse sampling face the issue of overconfidence. 147

Formally, the LLM with self-correction tends to 148

overtrust the initial response R0, resulting in R1 149

having the same error as R0 (Zhang et al., 2024b). 150

Meanwhile, for diverse sampling, the incorrect an- 151

swer might repeat in {R1
0, R

2
0, ..., R

N
0 }, resulting 152

in the deliberation and judging stages potentially 153

accepting such an incorrect answer. 154

2.2 Investigation of Overconfidence 155

To investigate the overconfidence issue, we conduct 156

some preliminary experiments on the representative 157

self-correction and diverse sampling methods. 158
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Testing Methods. We evaluate four representa-159

tive methods and count the number of testing sam-160

ples exhibiting the overconfidence issue as follows:161

• Self-reflection (Shinn et al., 2024): This method162

instructs the LLMs to reflect on an initial answer163

and subsequently provide feedback, asking the164

LLM to refine and generate a revised response165

based on this feedback. If the revised answer for166

a testing sample remains the same as the initial167

incorrect response, we treat it as a sample with168

the overconfidence issue.169

• Self-consistency (Wang et al., 2023): This ap-170

proach samples multiple initial answers using the171

same prompts, followed by a voting process to172

determine the final answer. We implement it by173

sampling seven initial answers and consider a test174

sample as an overconfidence sample if six out of175

the seven responses are identically incorrect.176

• Self-contrast (Zhang et al., 2024b): In this177

method, three initial answers are generated by178

the LLMs using self-generated, varying prompts.179

These answers are then contrasted to derive the180

final answer. If all three initial responses are the181

same incorrect answers for a given testing sam-182

ple, it is regarded as an overconfidence sample.183

• MAD (Du et al., 2023): This strategy involves184

sampling multiple initial answers from different185

agents and using a debate process to decide on186

the final answer. Similarly, an overconfidence187

sample is defined as that three initial responses188

are the same and incorrect.189

Results. We assess the overconfidence issue by190

applying these methods to a representative LLM,191

GPT-3.5-turbo (Ouyang et al., 2022), on the Com-192

monsenseQA (Talmor et al., 2019) and Hover193

(Jiang et al., 2020) datasets. We calculate the pro-194

portion of incorrect answers attributable to over-195

confidence among all incorrect cases. As shown196

in Figure 2, for self-reflection, MAD, and Self-197

Contrast, more than half of the errors are caused198

by overconfidence. For Self-consistency, although199

the overconfidence issue is alleviated due to the200

increase in sample number and temperature, ap-201

proximately 40% of the errors are still caused by202

the overconfidence of LLMs. This validates the203

severity of the overconfidence issue in existing self-204

correction and diverse sampling methods.205

A key reason for the overconfidence issue of206

LLMs might be that self-correction and diverse207
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Figure 2: Proportion of the overconfident answers
among all incorrect answers.

sampling methods do not intervene in the LLM’s 208

answer-generation process, permitting LLMs to 209

refine and sample diverse answers based on their 210

inherent biases and beliefs. Consequently, LLMs 211

tend to trust the initial incorrect answer, hindering 212

the consideration of alternative potential answers. 213

3 Counterfactual Multi-agent Debate 214

To address the overconfidence issue, the key lies in 215

overriding the inherent biases and beliefs of LLMs 216

for answer generation. To achieve this, we con- 217

sider initially configuring the LLMs with various 218

stances, allowing them to hypothesize the correct- 219

ness of each possible answer and uncover the un- 220

derlying rationale of each answer. This approach 221

compels LLMs to inspect all potential answers, 222

liberating them from inherent biases and beliefs. 223

Subsequently, we can critically assess the potential 224

rationales to identify the correct answer. 225

To this end, we propose a CFMAD framework 226

comprising two sequential stages: abduction gen- 227

eration and counterfactual debate, depicted in Fig- 228

ure 3. In the abduction generation phase, we initial- 229

ize multiple LLM agents and configure each one 230

to adopt a predetermined stance, assuming a speci- 231

fied answer is correct. Subsequently, these agents 232

are instructed to generate abductions, i.e., potential 233

correct reasons for the given answer. In the coun- 234

terfactual debate phase, we create an adversarial 235

debate scenario. Each abducting agent, adopting 236

a predetermined answer as correct, faces a criti- 237

cal evaluator tasked with challenging the validity 238

of the abductions generated by the agent. Mean- 239

while, the abducting agent is directed to defend its 240

position on the abduction correctness. Eventually, 241
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Question: Where does one store fabric in their own home?
A. sewing room B. clothing store C. tailor shop D. clothes store E. cotton mill

Preset positions 1: Why the answer is option A? 
Your answer should look like this: The answer 
is A because….

Preset positions N: Why the answer is option E? 
Your answer should look like this: The answer is 
C because….

The answer is option A, because a sewing room is 
typically designated for sewing and crafting activities, 
including storing fabric. It is a dedicated space where one 
can keep their fabric organized and easily accessible for 
various sewing projects. Additionally, …...

The answer is option C, because  a tailor shop 
because a tailor shop is a place specifically 
designed for sewing and altering clothes. It is 
common for tailors to have a wide variety of 
fabrics in stock to ……

Counterfactual Debate

Preset positions for critic: The agent's answer may be wrong. Please persuade the agent that the answer is 
incorrect.

The agent's answer may indeed be incorrect. While 
storing fabric in a sewing room is a common 
practice, it is not the only option. Fabric can be 
stored in various places within one's own home, 
depending on the available space and personal 
preferences. For example, some people may 
choose to store fabric ……

The agent's reasoning is based on the 
assumption that …. While it is true that …, it is 
not the only place where fabric can be stored in 
a home.
Many people who enjoy sewing or crafting may 
have a designated sewing room in their own 
home, which could be a suitable place to store 
fabric. Additionally, ……

Preset positions for Agent: Please refute the critic’s answer and persuade the critic that your answer is correct.

I understand the critic's perspective and acknowledge 
that …. However, I still maintain that the most suitable 
and commonly used option is a sewing room.
While it is true that not everyone has a dedicated 
sewing room, …. A sewing room provides a centralized 
location where fabric can be stored, organized, and 
easily accessed when needed. Furthermore ……

I apologize for any confusion caused. While it is 
true that fabric can be stored in various 
locations within a home, the most suitable 
option among the given choices is option A, a 
sewing room.
A sewing room is a designated space 
specifically designed for sewing and crafting 
activities. It typically ……

Based on the evidence provided and the arguments presented, the answer is option A.

……

……

Abduction Generation

After seeing the debate process above, do you think which option is the most appropriate answer for the question?

Figure 3: Illustration of CFMAD framework with two stages. In the abduction generation stage, we initialize
multiple LLM agents, each configured to assume a specific answer is correct and to generate supporting abductions.
In the subsequent counterfactual debate stage, each agent is challenged by a critical evaluator for debating. The
debating processes are assessed by a third-party judge for final adjudication.

the deliberations between each agent-critic pair are242

presented to a third-party judge to deliver the final243

adjudication.244

3.1 Abduction Generation245

Prior studies have illustrated that LLMs exhibit pro-246

ficiency in counterfactual reasoning (Nguyen et al.,247

2024; Bhattacharjee et al., 2024), thereby allowing248

them to engage in reasoning with predetermined249

stances. Specifically, given a possible answer ai,250

we preset the LLMs’ stance with ai by the follow-251

ing prompt:252
253

Why is ai the correct answer? Your answer should
look like this: The answer is ai because ...

254

Even if ai is incorrect, the LLM can still follow our 255

instructions to perform counterfactual reasoning to 256

generate plausible justifications. 257

Drawing from this insight, CFMAD assigns the 258

LLM agents the task of generating abductions for 259

each potential answer. Concretely, as depicted in 260

Figure 3, when presented with a set of possible 261

answers {a1, a2, ..., aM}, we activate multiple ab- 262

ducting agents. Each agent is tasked with assuming 263

that a specific answer ai is correct and then gener- 264

ating the corresponding abduction ri. 265
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3.2 Counterfactual Debate266

Among the generated abductions {r1, r2, ..., rM},267

only one is factual, while the remainder are incor-268

rect justifications. Hence, we introduce a counter-269

factual debate mechanism to discern the correct270

answer from the pool of abductions. Specifically,271

for each abducting agent gi, who is preset with272

the position that ai is correct, we introduce a critic273

evaluator to challenge the correctness of ai. By274

showing the agent’s abduction ri to critic ci and275

instructing the critic with a prompt like:276
277

The agent’s answer may be wrong. Please per-
suade the agent that the answer is incorrect.278

Simultaneously, we preset the stance of gi, ensur-279

ing it firmly believes in the correctness of its an-280

swer and addresses challenges from the critic. For281

instance, we provide gi with a prompt such as:282
283

Please refute the critic’s answer and persuade the
critic that your answer is correct.284

With the aforementioned configuration, we orches-285

trate an adversarial debate scenario for each agent-286

critic pair.287

The abduction ri for an incorrect answer ai in-288

evitably incorporates numerous fabricated reason-289

ing processes and factually incorrect elements. The290

adversarial debate process will help to unveil the291

errors or unreasonable justifications in ri.292

After multi-round debating, we present the de-293

bate process of all agent-critic pairs to a third-party294

judge, enabling them to meticulously analyze and295

juxtapose the varied debate trajectories, thereby296

discerning the final answer.297

4 Experiments298

In this section, we conduct extensive experiments299

on the widely studied fact-checking, reading com-300

prehension, and commonsense reasoning tasks.301

4.1 Experimental Setup302

Datasets. We conduct experiments on four303

datasets: Hover (Jiang et al., 2020), BoolQ (Clark304

et al., 2019), CosmosQA (Huang et al., 2019), and305

CommonsenseQA (Talmor et al., 2019). Hover and306

BoolQ are binary prediction tasks with only true307

or false answers. CosmosQA and CommenseQA308

are multi-choice tasks with 4 and 5 options, re-309

spectively. Note that we split Hover into two sub-310

sets named Hover 3-hop and Hover 4-hop with311

questions requiring 3 and 4 steps of reasoning, re-312

spectively. Comparison between Hover 3-hop and313

Hover 4-hop might reveal the influence of prob- 314

lem difficulty on method effectiveness since more 315

complex questions typically require more reason- 316

ing hops. More details about these datasets can be 317

found in the Appendix A.1. 318

Baselines. As introduced in Sections 2.2, we 319

compare CFMAD with the four baselines: 320

Chain-of-thought (CoT) prompting (Wei et al., 321

2022), Self-Reflection (Shinn et al., 2024), Self- 322

Consistency (Wang et al., 2023), Self-Contrast 323

(Zhang et al., 2024b), MAD (Du et al., 2023). 324

Implementation Details. The implementation 325

detail involves three key factors: backbone, prompt, 326

and inference temperature. For all compared meth- 327

ods, we use GPT-3.5-turbo-06131 as our backbone 328

LLM and present their prompts in Appendix B and 329

C. As to the inference temperature, we set it to 0.2 330

in most methods for the sake of fair comparison. 331

The only exception is Self-Consistency, where we 332

follow the original paper and set the temperature 333

to 1 since the method requires high diversity of 334

samples (Wang et al., 2023). 335

Evaluation Metrics. For binary prediction 336

datasets, i.e., Hover and BoolQ, we follow the pre- 337

vious work (Wang and Shu, 2023) and adopt the 338

macro-F1 score as the evaluation metric. As to 339

multi-choice datasets, i.e., CosmosQA and Com- 340

menseQA, we report accuracy following previous 341

work (Wang and Zhao, 2023). 342

4.2 Performance Comparison 343

Table 1 shows the performance of the compared 344

methods on all datasets. From the table, we have 345

the following observations: 346

• In all cases, CFMAD outperforms all baselines, 347

showing stronger reasoning capabilities. Such 348

performance gain indicates the effectiveness of 349

the abduction generation and counterfactual de- 350

bate mechanism. 351

• Among all self-correction and diverse sampling 352

methods, Self-Reflection performs the worst in 353

all cases, sometimes even worse than CoT. Given 354

that Self-Reflection encounters the most severe 355

overconfidence issue (as shown in Figure 2), we 356

postulate that such inferior performance is due to 357

overconfidence. 358

1https://chatgpt.com/.
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Method Hover 3-hop Hover 4-hop BoolQ CosmosQA CommenseQA
CoT 0.6108 0.5886 0.7767 0.7833 0.7467
Self-Reflection 0.5986 0.5813 0.7728 0.7867 0.7567
Self-Consistency 0.6342 0.6044 0.8033 0.8067 0.7733
MAD 0.6476 0.6069 0.8020 0.7933 0.7700
Self-Contrast 0.6359 0.6178 0.8267 0.8133 0.7633
CFMAD (Ours) 0.6757 0.6361 0.8366 0.8267 0.7933

Table 1: Overall performance comparison on all experiment datasets. Bold font and underline indicate the best and
second-best performance, respectively.

36.7%

20.2%

Hover 3-hop

34.6%

23.5%

Hover 4-hop Valid
Invalid

Figure 4: Proportion of changes in initial stances.
“Valid” means the stances changed from incorrect to
correct. “Invalid” represents the stances changed from
correct to incorrect.

• While Self-Consistency exhibits lower levels of359

overconfidence than Self-Contrast by providing360

answers within a wider scope, it does not consis-361

tently outperform Self-Contrast across all tasks.362

This suggests that incorporating diverse perspec-363

tives alone does not guarantee superior reasoning364

outcomes; the effective utilization of these varied365

viewpoints is crucial for optimal performance.366

4.3 In-depth Analysis367

We proceed to analyze the performance enhance-368

ment of CFMAD. We posit that the efficacy of369

CFMAD stems from two key factors: 1) Agents370

instructed to generate abductions for incorrect an-371

swers are more likely to waver and change their372

stance during the debate process due to the contra-373

dictions with factual information. 2) Engaging in374

counterfactual debates aids judges in distinctly dis-375

cerning between accurate and inaccurate answers.376

Subsequently, we undertake experimental investi-377

gations to delve into these aspects.378

4.3.1 Counterfactual Answers are More379

Prone to Change380

As to stance change, we first analyze whether the381

agents would change their stance even when in-382

structed to maintain their original position. For383

simplicity, we conduct our analysis using the Hover384

dataset with binary answers. Specifically, we first385

28.9%

14.2%

Hover 3-hop

26.9%

15.0%

Hover 4-hop Valid
Invalid

Figure 5: The final judgment on inconsistent stances.
“Valid” means that the judge makes a correct judgment
while “Invalid” denotes making an incorrect judgment.

ask two agents to generate abductions for both 386

“True” and “False” answers, respectively. Given 387

that there are only two possible answers, one of 388

these abductions is necessarily factual while the 389

other is counterfactual. Given these abductions, we 390

conduct a single round of counterfactual debate. 391

For both agents with factual and counterfactual 392

abductions, we instruct the critic to persuade the 393

agent that their claim is actually incorrect. After 394

that, we present the critic’s argument to the corre- 395

sponding agents and instruct them to maintain their 396

original stance by pointing out the errors in the 397

critic’s answer and reiterating your point. Finally, 398

we observe whether these factual and counterfac- 399

tual agents would change their stance. 400

The results on Hover 3-hop and Hover 4-hop are 401

shown in Figure 4. From Figure 4, we find that over 402

50% of factual and counterfactual agents reached a 403

consensus after one round of counterfactual debate. 404

It means that a significant number of agents were 405

persuaded by the critic, while we instruct these 406

agents to maintain their original stance. Specifi- 407

cally, more than 34% of the stance changes came 408

from counterfactual agents, which is 10% higher 409

than the changes from factual agents. We believe 410

this is because counterfactual answers inherently 411

contradict the facts, making it easier for the critic 412

to point out issues and for the agents to realize the 413

problems and subsequently change their stance. 414
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Method Hover 3-hop CosmosQA CommenseQA
CFMAD 0.6815 0.8267 0.7933
Direct Judge 0.6027 0.7633 0.7500
Repl. w/ SR 0.6063 0.7800 0.7600
Repl. w/ MAD 0.6224 0.6767 0.7200

Table 2: Ablation studies on the effectiveness of our
counterfactual debate component.

4.3.2 Counterfactual Debates Contain415

Additional Clues416

We first analyze the contribution of the counterfac-417

tual debate by continuing the previous experiment.418

For those agents that do not reach a consensus, we419

present the entire debate process between the critic420

and the factual and counterfactual agents to a third-421

party judge. The judge then makes a final decision422

on which stance is more factual. As shown in Fig-423

ure 5, the number of correct judgments was twice424

that of incorrect judgments, indicating that even if a425

consensus is not ultimately reached, leveraging the426

judge to evaluate the counterfactual debate process427

can still significantly improve the accuracy of the428

final decision.429

To further investigate the effectiveness of the430

counterfactual debate, we evaluate several variants431

of CFMAD, including:432

• Direct Judge: Removing the counterfactual de-433

bate and directly presenting the generated abduc-434

tions to the judge for final decision.435

• Replace with Self-Reflection: Replacing the436

counterfactual debate with self-reflection, where437

the LLM reflects on each generated abduction.438

Both the original answer and the reflection pro-439

cess were shown to the judge for final decision.440

• Replace with MAD: Replacing the counterfac-441

tual debate with three rounds of MAD (Du et al.,442

2023), then presenting the MAD debate process443

to the judge for the final decision.444

We conduct the ablation experiments on three445

datasets. For CosmosQA and CommenseQA, we446

used the same 300 data as in Table 1. For Hover447

3-hop, we randomly sampled 300 data points due448

to cost limitations. The results are shown in Ta-449

ble 2. We can see that our proposed counterfactual450

debate component outperforms the other control451

group across all tasks. This demonstrates that the452

counterfactual debate component helps the judge453

more effectively determine the correct final answer.454
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Figure 6: Comparison of different numbers of (A) initial
counterfactual answers and (B) debate rounds.

4.4 Impact of Hyperparameters 455

We then investigate the influence of hyperparam- 456

eters on the effectiveness of CFMAD, including 457

the number of initial counterfactual answers and 458

debate rounds. 459

Number of Initial Counterfactual Answers. 460

Considering that datasets like CosmosQA and 461

CommenseQA have multiple potential answers, we 462

explore the influence of initial counterfactual an- 463

swers by increasing the number of sampled stances. 464

Note that directly sampling a few stances from 465

many options may fail to include the correct an- 466

swer when the initial number of stances is small 467

(e.g., 2 out of 5 choices). We thus need to con- 468

duct the comparison under the condition that the 469

correct answer is included. To this end, we use a 470

CoT prompt to generate three answers and select 471

the most frequently occurring answer as the most 472

potential stance. We then randomly sample the 473

remaining stances to complete the initial settings. 474

Considering the expensive time and monetary costs, 475

we randomly sampled 100 data from each dataset. 476

The final result is shown in Figure 6(A), where 477

the accuracy of the final judgment decreases as 478

the number of initial counterfactual responses in- 479

creases. We believe this is because the presence of 480

too many incorrect stances can confuse the LLMs. 481

Notably, only two initial counterfactual answers are 482

needed to achieve good results, which also saves 483

time and cost. 484

Number of Debate Rounds. We also test the im- 485

pact of conducting multiple rounds of counterfac- 486

tual debate. As shown in Figure 6(B), the accuracy 487

decreases with the increase of debate rounds. We 488

speculate that through multiple rounds of debate, 489

LLM-based agents and critics may veer away from 490

our predetermined stances to adhere to the biases 491

in the LLM itself, thereby influencing the efficacy 492

of the debate. As such, we conduct only one-round 493

debate between the agent and critic by default. 494
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5 Related Work495

Prompting LLM for Better Reasoning. Re-496

searchers have made significant progress in im-497

proving the reasoning abilities of LLMs through498

designing better prompting methods. These meth-499

ods often enhance the LLM’s reasoning capabil-500

ities in either reasoning depth or breadth. CoT501

prompting (Wei et al., 2023) guides the model to502

generate intermediate reasoning steps before arriv-503

ing at a final answer, thus improving the reason-504

ing depth. Self-correction methods (Madaan et al.,505

2024; Shinn et al., 2024; Paul et al., 2023; Xi et al.,506

2024) are also typical examples of enhancing LLM507

reasoning depth. They leverage the LLM’s self-508

correction ability, generating feedback by LLM it-509

self to iteratively refine its answers, thereby enhanc-510

ing its accuracy and reliability. Breadth reasoning511

approaches, on the other hand, involve sampling512

diverse responses with temperature larger than 0513

(Wang et al., 2023; Yoran et al., 2023) or guid-514

ing the LLM to generate responses from different515

perspectives (Huang et al., 2024a; Zhang et al.,516

2024b), gathering more diverse insights for the517

answer. This helps to derive the correct answer518

from the collection of a wider range of potential519

responses to improve the overall reliability.520

Multi-agent Debate. Recent research has ex-521

plored how to engage multiple agents of the same522

model or different models in debates to jointly im-523

prove decision-making and reasoning processes524

(Du et al., 2023; Liang et al., 2023; Wang et al.,525

2024b), which can be divided into two modes: col-526

laborative and adversarial. In the collaborative527

mode, each agent provides its own answer to the528

same question and then refines its answer with ref-529

erence to the responses of other agents (Du et al.,530

2023). This mode may encounter overconfidence531

issues that the initial responses of most agents ar-532

rive at the same incorrect answer. In the adversarial533

mode, for a given answer, two agents are initial-534

ized: one believing the answer is correct, and the535

other believing the answer is incorrect, and they536

are instructed to debate and challenge each other’s537

response to reach a more precise conclusion (Liang538

et al., 2023; Wang et al., 2024b). The difference539

between our counterfactual debate and the adver-540

sarial debate lies in that they first have the LLM541

generate a single answer and then conduct a debate542

about that answer, while we first have the LLM543

explore multiple answers as thoroughly as possible,544

and then conduct debates for each of these answers.545

Additionally, existing work also leverages multi- 546

ple side rationales in LLM reasoning (Jung et al., 547

2022; Liu et al., 2023; Balepur et al., 2023) which 548

is similar to our abduction, yet not all of them has 549

shown promising results. We incorporate them in 550

the counterfactual debate process and achieve en- 551

hanced reasoning. 552

Confidence Calibration. Recently, confidence 553

calibration for LLMs has gained significant atten- 554

tion (Lin et al., 2022; Kuhn et al., 2023; Huang 555

et al., 2023; Tian et al., 2023). The goal of con- 556

fidence calibration is to obtain LLM’s confidence 557

score on its own answer which aligns with the ac- 558

tual answer accuracy. However, some studies found 559

that LLMs sometimes generate confidence scores 560

that are poorly calibrated and often assign high 561

confidence scores to incorrect answers (Shrivastava 562

et al., 2023; Yang et al., 2024; Xiong et al., 2024). 563

Some methods attempt to calibrate the confidence 564

for LLMs through estimating response consistency 565

across multiple perspectives (Zhang et al., 2024a; 566

Wang et al., 2024a), and various prompting strate- 567

gies for LLM to self-estimate the confidence (Tian 568

et al., 2023; Kadavath et al., 2022; Li et al., 2024), 569

where some work also leverages explanation and 570

rationales (Li et al., 2024; Feng et al., 2024). How- 571

ever, these works mainly aim at improving calibra- 572

tion errors or identifying incorrect answers instead 573

of directly improving the answer accuracy. 574

6 Conclusion 575

In this paper, we addressed the overconfidence is- 576

sue presented in existing self-correction and di- 577

verse sampling methods for hallucination elimina- 578

tion in LLM reasoning. We revealed the overcon- 579

fidence issues of these two methods through ex- 580

periments, and pointed out that the overconfidence 581

issue mainly stems from the LLM’s inherent biases 582

towards overly favoring a particular answer while 583

lacking sufficient exploration of other potential an- 584

swers. To address this, we proposed the CFMAD 585

framework, which first presets the stance for the 586

LLM, encouraging it to explore as many answers 587

as possible, and then uses counterfactual debate 588

to expose and correct the errors in the incorrect 589

answers. Empirical results validate the superiority 590

of CFMAD over baselines in mitigating hallucina- 591

tions. In this work, we mainly test CFMAD on 592

binary and multiple-choice questions. In the future, 593

we intend to extend CFMAD to more scenarios 594

with open-ended questions. 595
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Limitations596

Our work has the following limitations: First, we597

require the LLM to generate reasons for each pos-598

sible answer and conduct debates for each answer,599

which results in additional computational overhead.600

Secondly, since it is necessary to preset the stance601

for the LLM, we must identify potential answers.602

We address this by initially using CoT prompts sam-603

pling to generate three possible answers. However,604

it is worth exploring superior methods to improve605

the recall rate of correct answers.606

Ethics Statement607

Our ethical concerns include the following points.608

First, although we can mitigate LLM hallucinations609

using CFMAD, the LLM may still produce some610

inaccurate answers, which could potentially cause611

harm. Secondly, our experiments are conducted612

exclusively on English datasets, meaning the appli-613

cability of our findings to other languages has not614

been comprehensively evaluated.615
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A Experiments Details847

A.1 Dataset Details848

We performed experiments using four datasets:849

Hover, BoolQ, CosmosQA, and CommonsenseQA.850

The details of these datasets are as follows:851

• Hover: Hover is a fact-checking task dataset.852

Each instance in the Hover dataset consists of853

a claim and supporting evidence. The task re-854

quires multi-hop reasoning based on the support-855

ing evidence to determine whether the evidence856

supports the claim or not.857

• BoolQ: BoolQ is a reading comprehension task858

dataset that consist of questions that can be859

answered with a simple “yes” or “no”. And860

each question is paired with a paragraph from861

Wikipedia that contains the answer.862

• CosmosQA: CosmosQA is a dataset focused on 863

reading comprehension and commonsense rea- 864

soning. Each instance consists of a context and 865

a question with four answer options that require 866

inference beyond the text, using commonsense 867

knowledge to determine the correct answer. 868

• CommonsenseQA: CommonsenseQA is a chal- 869

lenging dataset that tests a model’s ability to 870

use commonsense knowledge to answer multiple- 871

choice questions. Each question has one correct 872

answer and four distractors. 873

In this work, we first tested all 3-hop and 4-hop 874

instances in the validation set of Hover, with 1,835 875

instances for 3-hop and 1,039 instances for 4-hop 876

to demonstrate our method’s effectiveness. Next, 877

due to budget constraints, we randomly selected 878

300 instances from the validation set of each of 879

the remaining three datasets to conduct our experi- 880

ments. 881

A.2 Method Implementation Details 882

For MAD, we initialized 3 agents and conducted 883

3 rounds of debate. For Self-Contrast, we had the 884

LLM initially generate answers from 3 perspectives 885

for subsequent contrast. For Self-Consistency, we 886

initially generated 7 answers, voting for the final 887

answer. For our CFMAD framework, we initially 888

preset two predetermined answers to instruct the 889

LLMs to generate abduction. For datasets like Cos- 890

mosQA and CommonsenseQA, which have mul- 891

tiple potential answers, we first use 3 rounds of 892

CoT prompting to obtain one potentially correct 893

answer as a predetermined answer. Then, we ran- 894

domly select another predetermined answer from 895

the remaining options. 896

B Basline Prompts 897

B.1 CoT Prompt 898

• Fact Check Task 899

Evidence: {evidence} 900

Claim: {claim} 901

You are a fact checker. Please fully understand 902

the evidence and claim, and answer is the claim 903

true or false? Let us verify step by step. 904

• Commonsense Resoning 905

{Question and option here} 906

Play the role of a common sense reasoning ex- 907

pert. Choose the most appropriate answer for 908

the question. You are expected to explain your 909
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reasoning process step-by-step before providing910

the final answer.911

Output format:912

Reasoning steps: [Your precise reasoning steps913

here]914

Judgement: The correct answer is Option [X].915

B.2 Relfection Prompt916

• Reflection Prompt917

As a critic, review the assistant’s response. Iden-918

tify any incorrect or missing information, and919

provide feedback.920

{Question Content Here}921

Assistant’s reply: {CoT_reply}922

Output format:923

Judgement: [Critically evaluate the assistant’s924

response.]925

Potential Improvements: [Suggest ways to en-926

hance the accuracy or clarity of the assistant’s927

response.]928

• Revision Prompt929

{Question Content Here}930

Assistant’s reply: {CoT_reply}931

Feeback: {reflection_reply}932

Based on the feedback provided, revise your re-933

sponse to the question.934

Output format:935

The correct answer is Option [X].936

B.3 MAD937

Here we show the prompt for CommonsenseQA.938

The prompt structure is similar for other tasks, and939

the specific prompts for other tasks can be found in940

our code.941

• Initial Prompt 1942

{Question Content Here}943

Play the role of a common sense reasoning ex-944

pert. Choose the most appropriate answer for945

the question. You are expected to explain your946

reasoning process step-by-step before providing947

the final answer.948

• Initial Prompt 2949

{Question Content Here}950

Which option is the most appropriate answer951

based on the common sense?952

• Initial Prompt 3953

{Question Content Here}954

Let us think step by step and find the most appro-955

priate answer based on the common sense.956

• Debate Prompt 957

{Question Content Here} 958

Let us think step by step and find the most appro- 959

priate answer based on the common sense. 960

Assistant: {Your previous response} 961

Other agent1: {Other agents’ previous re- 962

sponses1} 963

Other agent2: {Other agents’ previous re- 964

sponses2} 965

Using the judgements from other agents as ad- 966

ditional information, can you give an updated 967

response. 968

• Judge Prompt 969

{Question Content Here} 970

Let us think step by step and find the most appro- 971

priate answer based on the common sense. 972

Agent1: {last response of agent 1} 973

Agent2: {last response of agent 2} 974

Agent3: {last response of agent 3} 975

Three agents have given their answers. 976

According to the majority of the answers, what 977

is the most appropriate answer? Your answer 978

should look like this: “The correct answer is Op- 979

tion [X]” 980

B.4 Self-contrast 981

Here we show the prompt for CommonsenseQA. 982

The prompt structure is similar for other tasks, and 983

the specific prompts for other tasks can be found in 984

our code. 985

• Self-Curate Prompt 986

You are a commonsense reasoning specialist. 987

You need to complete multiple choice questions 988

related to commonsense reasoning. Given a ques- 989

tion, you need to carefully analyze the question 990

and dynamically generate several useful prompt 991

instructions. These prompt instructions should 992

be diverse and also useful for commonsense rea- 993

soning. These prompt instructions are used to 994

guide the language model to think in different 995

ways, attention to different emphases, and rea- 996

son from different perspectives for more accurate 997

commonsense reasoning. 998

For instance, you can adopt multi-faceted think- 999

ing (logical thinking, lateral thinking, analogi- 1000

cal thinking, etc .), different reasoning perspec- 1001

tives( e.g., top-down, bottom-up , step-by-step), 1002

and different emphases of concern, (entity words, 1003

numbers, time, etc ) for input question in prompt 1004

instruction. 1005
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Here are some guidance rules for Prompt Gener-1006

ation:1007

1. Tone Requirement: Please generate prompt1008

instructions in the third person.1009

2. Content Requirement: Each prompt instruc-1010

tion should adopt a different way of thinking, or1011

focus on a different perspective, or different em-1012

phases to solve the question.1013

3. Number Requirement: Dynamically generate1014

the most valuable 3 prompt instructions based on1015

the input math question.1016

4. Format Requirement: Each prompt instruction1017

should start with ### and end with @@@1018

5. Others: Prompt instructions should focus on1019

commonsense reasoning. So don’t ask any other1020

irrelevant questions in the prompt.1021

Here is an example : The question is: Who is the1022

first president of the United States?1023

Output:1024

bottom - up perspective : ### As a specialist1025

in commonsense reasoning, you have to judge1026

the given question from a bottom-up perspective.1027

Breaking the question down into smaller compo-1028

nents or details. What specific pieces of infor-1029

mation are provided in the question, and how do1030

they contribute to understanding the problem?1031

@@@1032

The input question is: {question}. Please gener-1033

ate the most suitable three prompts:1034

• Contrast Prompt1035

You are a specialist in commonsense reasoning.1036

Given some candidate judgements for a question,1037

you should carefully compare the difference for1038

each two judgements in their reasoning steps.1039

When you compare, you need to consider the fol-1040

lowing questions:1041

1: Are the two judgements have different final1042

judge and judge reasons?1043

2: Where are the differences in their reason steps1044

and judge reasons?1045

3. Why are the answers of the two judgements1046

different?1047

After contrasting , you should generate a check-1048

list based on these differences between candidate1049

judgements . You should carefully consider each1050

discrepancy and the reasons behind it, summariz-1051

ing them into a few checking instructions in the1052

checklist. This checklist can guide others to re-1053

examine the input question and these candidate1054

judgements to eliminate these discrepancies .1055

{Question Content Here}1056

Judgements: 1057

Judgement1: {reply1}, 1058

Judgement2: {reply2}, 1059

Judgement3: {reply3} 1060

Output Format: 1061

For Judgement1 and Judgement2 : [Give the dif- 1062

ference between Judgement1 and Judgement2 1063

here] 1064

For Judgement1 and Judgement3 : [Give the dif- 1065

ference between Judgement1 and Judgement3 1066

here] 1067

For Judgement2 and Judgement3 : [Give the dif- 1068

ference between Judgement2 and Judgement3 1069

here] 1070

Checklist : [Give the directives for checking 1071

here] 1072

• Reflection Prompt 1073

Given a question, multiple inconsistent judge- 1074

ments, their differences in their reasoning pro- 1075

cesses and a checklist. You should revise the 1076

inconsistent reasoning step for each judgements, 1077

eliminate the differences, and output a new judge- 1078

ment. 1079

Guidance Rules for Reflection: 1080

1. Please check carefully according to the require- 1081

ments on the checklist. It helps you to resolve 1082

conflicts between different judgements. 1083

2. When you finish revising inconsistent judge- 1084

ments, please ensure all revised judgements 1085

should have the same answer . If not , please 1086

revise again until all inconsistencies are removed 1087

, and all candidates are consistent. 1088

{Question Content Here} 1089

The candidate judgements and their discrepancy 1090

are as follows: 1091

{ 1092

“Candidate”: { 1093

“Judgement”: “{reply1}”, 1094

“Judgement”: “{reply2}”, 1095

“Judgement3”: “{reply3}” 1096

}, 1097

“Discrepancy”: { 1098

“difference_1_2”: { 1099

“source”: “Judgement1”, 1100

“target”: “Judgement2”, 1101

“relation”: {difference_1_2} 1102

}, 1103

“difference_1_3”: { 1104

“source”: “Judgement1”, 1105

“target”: “Judgement3”, 1106

“relation”: {difference_1_3} 1107
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},1108

“difference_2_3”: {1109

“source”: “Judgement2”,1110

“target”: “Judgement3”,1111

“relation”: {difference_2_3}1112

} } }1113

Checklist: {checklist}1114

Please revise each inconsistent judgement and1115

give your final judgement.1116

Output Format:1117

The answer is Option [X].1118

C Our Prompts1119

C.1 Fact Check Task1120

• Abduction Generation1121

Evidence: {evidence}1122

Claim: {claim}1123

Please fully understand the evidence and claim,1124

and answer why the claim is {true/false}?1125

• Counterfactual Debate for Critic1126

Evidence: {evidence}1127

Claim: {claim}1128

Assistant: {reply of assistant}1129

The Assistant’s answer maybe wrong. Please1130

persuade the assistant that the claim is actually1131

incorrect based on the evidence.1132

• Counterfactual Deabte for Assistant1133

Evidence: {evidence}1134

Claim: {claim}1135

Please fully understand the evidence and claim,1136

and answer why the claim is true?1137

Fact checker: {reply of assistant}1138

Critic: {reply of crtic}1139

Play the role of fact checker. Please point out the1140

errors in critic’s answer and reiterate your point.1141

• Judge1142

Evidence: {evidence}1143

Claim: {claim}1144

{Debate Process for each stance}1145

After hearing the positive and negative sides, do1146

you think the claim is true or false? [True/False]1147

C.2 Commonsense Reasoning1148

• Abduction Generation1149

{Question Content Here}1150

Try to explain why the question’s answer might1151

be option {predetermined answer}.1152

Output Format:1153

Judgement: The answer is option {predetermined1154

answer}. 1155

Reasoning: [Your reasoning here] 1156

• Counterfactual Debate for Critic 1157

{Question Content Here} 1158

Assistant: {reply of assistant} 1159

The Assistant’s answer maybe wrong. Please per- 1160

suade the assistant that his answer maybe wrong. 1161

• Counterfactual Deabte for Assistant 1162

{Question Content Here} 1163

Assistant: {reply of assistant} 1164

Critic: {reply of critic} 1165

As assistant, please refute the critic’s answer and 1166

persuade the critic that your answer is correct. 1167

• Judge 1168

{Question Content Here} 1169

Which option is the answer of the question? The 1170

results of the analysis for each of the possible 1171

options are as follows: 1172

{Debate Process for each stance} 1173

After seeing the debate process above, do you 1174

think which option is the most appropriate an- 1175

swer for the question? Please only give a correct 1176

answer and no other replies. 1177

Output format: 1178

Judgement: The correct answer is Option [X]. 1179

Reasoning steps: [Your precise reasoning steps 1180

here] 1181
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