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Abstract

Recently, cutting-plane methods such as GCP-CROWN have been explored to
enhance neural network verifiers and made significant advances. However, GCP-
CROWN currently relies on generic cutting planes (“cuts”) generated from external
mixed integer programming (MIP) solvers. Due to the poor scalability of MIP
solvers, large neural networks cannot benefit from these cutting planes. In this paper,
we exploit the structure of the neural network verification problem to generate
efficient and scalable cutting planes specific for this problem setting. We propose a
novel approach, Branch-and-bound Inferred Cuts with COnstraint Strengthening
(BICCOS), which leverages the logical relationships of neurons within verified
subproblems in the branch-and-bound search tree, and we introduce cuts that
preclude these relationships in other subproblems. We develop a mechanism that
assigns influence scores to neurons in each path to allow the strengthening of these
cuts. Furthermore, we design a multi-tree search technique to identify more cuts,
effectively narrowing the search space and accelerating the BaB algorithm. Our
results demonstrate that BICCOS can generate hundreds of useful cuts during
the branch-and-bound process and consistently increase the number of verifiable
instances compared to other state-of-the-art neural network verifiers on a wide range
of benchmarks, including large networks that previous cutting plane methods could
not scale to. BICCOS is part of the o, 5-CROWN| verifier, the VNN-COMP 2024
winner. The code is available at https://github.com/Lemutisme/BICCOS.

1 Introduction

Formal verification of neural networks (NNs) has emerged as a critical challenge in the field of
artificial intelligence. In canonical settings, the verification procedure aims to prove certified bounds
on the outputs of a neural network given a specification, such as robustness against adversarial
perturbations or adherence to safety constraints. As these networks become increasingly complex
and are deployed in sensitive domains, rigorously ensuring their safety and reliability is paramount.
Recent research progress on neural network verification has enabled safety or performance guarantees
in several mission-critical applications [55} 153} 51} [13}160, 157].

The branch and bound (BaB) procedure has shown great promise as a verification approach [12}
59, 21]. In particular, the commonly used ReLLU activation function exhibits a piecewise linear
behavior, and this property makes ReLLU networks especially suitable for branch and bound techniques.
During the branching process, one ReLU neuron is selected and two subproblems are created. Each
subproblem refers to one of the two ReL.U states (inactive or active) and the bounds of the neurons’
activation value are tightened correspondingly. BaB systematically branches ReLU neurons, creates
a search tree of subproblems, and prunes away subproblems whose bounds are tight enough to
guarantee the verification specifications. Although our work focuses on studying the canonical ReLU
settings, branch-and-bound has also demonstrated its power in non-ReLU cases [48]. Despite its
success in many tasks, the efficiency and effectiveness of the branch-and-bound procedure heavily
depend on the number of subproblems that can be pruned.
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Recent work has explored the use of cutting plane methods in neural network verification. Cutting
planes (“cuts”) are additional (linear) constraints in the optimization problem for NN verification
to tighten the bound without affecting soundness. By introducing carefully chosen cuts, they can
significantly tighten the bounds in each subproblem during BaB, leading to more pruned subproblems
and faster verification. However, it is quite challenging to generate effective cutting planes for
large-scale NN verification problems. For example, GCP-CROWN [61] relied on strong cutting
planes generated by a mixed integer programming (MIP) solver, which includes traditional generic
cutting planes such as the Gomory cuts [24]], but its effectiveness is limited to only small neural
networks. The key to unlocking the full potential of BaB lies in the development of scalable cutting
planes that are specific to the NN verification problem and also achieve high effectiveness.

In this paper, we propose a novel methodology, Branch-and-bound Inferred Cuts with COnstraint
Strengthening (BICCOS), that can produce effective and scalable cutting planes specifically for the
NN verification problem. Our approach leverages the information gathered during the branch-and-
bound process to generate cuts on the fly. First, we show that by leveraging any verified subproblems
(e.g., a subproblem is verified when neurons A and B are both split to active cases), we can deduce
cuts that preclude certain combinations of ReLU states (e.g., neurons A and B cannot be both active).
This cut may tighten the bounds for subproblems in other parts of the search tree, even when neurons
A and B have not yet been split. Second, to make these cuts effective during the regular BaB process,
we show that they can be strengthened by reducing the number of branched neurons in a verified
subproblem (e.g., we may conclude that setting neuron B to active is sufficient to verify the problem,
drop the dependency on A, and remove one variable from the cut). BICCOS can find and strengthen
cuts on the fly during the BaB process, adapting to the specific characteristics of each verification
instance. Third, we propose a pre-solving strategy called “multi-tree search” which proactively looks
for effective cutting planes in many shallow search trees before the main BaB phase starts. Our main
contributions can be summarized as follows:

* We first identify the opportunity of extracting effective cutting planes during the branch-and-bound
process in NN verification. These cuts are specific to the NN verification setting and scalable to large
NN that previous state-of-the-art cutting plane methods such as GCP-CROWN with MIP-cuts cannot
handle. Our cuts can be plugged into existing BaB-based verifiers to enhance their performance.

* We discuss several novel methods to strengthen the cuts and also find more effective cuts. Strength-
ening the cuts is essential for finding effective cuts on the fly during the regular BaB process that can
tighten the bounds in the remaining domains. Performing a multi-tree search allows us to identify
additional cuts before the regular BaB process begins.

* We conduct empirical comparisons against many verifiers on a wide range of benchmarks and
consistently outperform state-of-the-art baselines in VNN-COMP [4 /40 [10]]. Notably, we can solve
the very large models like those for cifar100 and tinyimagenet benchmarks and outperform all

state-of-the-art tools, to which GCP-CROWN with MIP-based cuts cannot scale.

2 Background

Notations Bold symbols such as z(*) denote vectors; regular symbols such as xg-i) indicate scalar
components of these vectors. [IV] represents the set {1,..., N}, and W(? is the j-th column of the
matrix W), A calligraphic font X denotes a set and R” represents the n dimensional real number
space.

The NN Verification Problem An L-layer ReLU-based DNN can be formulated as f : © —
D), st {z® = WOz=D L p0) 30 = 5(x®), 20 = x; i€ [L]}, where o represents the
ReLU activation function, with input 2 =: &(©) ¢ R4 and the neuron network parameters weight

matrix W& € R¥”xd“™" and bias vector b € R?"” for each layer i. This model sequentially
processes the input @ through each layer by computing linear transformations followed by ReLU
() i
J . ) .
of the j-th neuron in the i-th layer, respectively. We write f]@ () and f]@ (x) for igl) and x
respectively, when they depend on a specific x.

and xé-l) represent the post-activation and pre-activation values
(@)

j ’

activations. The scalar values &

In practical applications, the input x is confined within a perturbation set /X', often defined as an ¢,
norm ball. The verification task involves ensuring a specified output property for any x € X'. For
example, it may be required to verify that the logit corresponding to the true label f; () is consistently
higher than the logit for any other label f;(x), thus ensuring f;(x) — f;j(x) > 0, Vj # i. By



integrating the verification specification as an additional layer with only one output neuron, we define
the canonical verification problem as an optimization problem:

f* = min f(), (M

where the optimal value f* > 0 confirms the verifiable property. We typically use the /., norm to
define X := {x : || — xo||co < €}, with xg as a baseline input. However, extensions to other norms
and conditions are also possible [44]58]. When we compute a lower bound f* < f*, we label the
problem UNSAT if the property was verified and f* > 0, i.e. the problem of finding a concrete
input that violates the property is unsatisfiable, or in other words infeasible. If f* < 0, it is unclear
whether the property might hold or not. We refer to this as unknown. B

MIP Formulation and LP Relaxation In the optimization problem (I)), a non-negative f* indicates
that the network can be verified. However, due to the non-linearity of ReLU neurons, this problem is
non-convex, and ReLU neurons are typically relaxed with linear constraints to obtain a lower bound
for f*. One possible solution is to encode the verification problem usmg Mixed Integer Programming

(MIP), which encodes the entire network architecture, using € R4 to denote the pre-activation

neurons, & ¢ Rd to denote post-activation neurons for each layer, and binary ReLU indicator
z(-l) € {0, 1} to denote (in)active neuron for each unstable neuron. A lower bound can be computed

by letting 20 e [0, 1] and therefore relaxing the problem to an LP formulation. There is also an

equivalent P71anet relaxation [20]. We provide the detailed definition in Appendix [A] In practice, this
approach is computationally too expensive to be scalable.

Branch-and-bound Instead of solving the expensive LP for each neuron, most existing NN verifiers
use cheaper methods such as abstract interpretation [49, 23] or bound propagation [[16] 162} 54} 159]
due to their efficiency and scalability. However, because of those relaxations, the lower bound for f*
might eventually become too weak to prove f* > 0. To overcome this issue, additional constraints
need to be added to the optimization, without sacrificing soundness.

The branch-and-bound (BaB) framework, illustrated in Figure
is a powerful approach for neural network verification that many
state-of-the-art verifiers are based on [12| |54, |16, 29, 21]. BaB
systematically tightens the lower bound of f* by splitting unstable

ReLU neurons into two cases: z; > 0 and x; < 0 (branching step), @ @ @
which defines two subproblems with additional constraints. In each sph A Spht o
subproblem, neuron x; does not need to be relaxed, leading to a
tighter lower bound (bounding step). Note that {xy) < ug;) =0} htx Sphtx

,' i 3
and {:z: D> l(t) O} in the Planet relaxation are equivalent to
{z(l = 0} and {z = 1} in the LP relaxation, respectively, see

Lemma in Appendlx [Al Subproblems with a positive lower
bound are successfully verified, and no further splitting is required.
The process repeats on subproblems with negative lower bounds
until all unstable neurons are split, or all subproblems are verified.
If there are still domains with negative bounds after splitting all
unstable neurons, a counter-example can be constructed.

Flgure 1: Each node repre-
sents a subproblem in the BaB
process by splitting unstable
ReLU neurons. Green nodes
indicate paths that have been
verified and pruned, while
General Cutting Planes (GCP) in NN verification A (linear) blue nodes represent domains
cutting plane (“cut”) is a linear inequality that can be added to a MIP  that are still unknown and re-
problem, which does not eliminate any feasible integer solutions quire further branching.

but will tighten the LP relaxation of this MIP. For more details on cutting plane methods, we refer
readers to the literature on integer programming [7 [14]]. In the NN verification setting, it may
involve variables z(%) (pre-activation), z® (post-activation) from any layer ¢, and PAQ) (binary ReLU
indicators) from any unstable neuron. Given N cutting planes in matrix form as [61]:

L—1
3 ( HOz® gzl 4 szm) <d )
i=1
where H®, G®), and Q¥ are the matrix coefficients corresponding to the cutting planes. Based on
this formulation, one can introduce arbitrary valid cuts to tighten the relaxation. GCP-CROWN [61]



allows us to lower bound (I)) with arbitrary linear constraints in (2)) using GPU-accelerated bound
propagation, without relying on an LP solver.

In [61]], the authors propose to find new cutting planes by employing an MIP solver. By encoding (1)
as a MIP problem, the MIP solver will identify potentially useful cutting planes. Usually, these cuts
would be used by the solver itself to solve the MIP problem. Instead, [61] applied these cuts using
GPU-accelerated bound propagation. This approach shows great improvements on many verification
problems due to the powerful cuts, but it depends on the ability of the MIP solver to identify relevant
cuts. As the networks that are analyzed increase in size, the respective MIP problem increases in
complexity, and the MIP solver may not return any cuts before the timeout is reached. In the next
chapter, we will describe a novel approach to generate effective and scalable cutting planes.

3 Branch-and-bound Inferred Cuts with Constraint Strengthening (BICCOS)

3.1 Branch-and-bound Inferred Cuts

The first key observation in our algorithm is that the UNSAT subproblems in the BaB search tree
include valuable information. If the lower bound of a subproblem leads this subproblem to be UNSAT
(e.g., subproblems with green ticks in Fig. [I)), it signifies that restricting the neurons along this path
to the respective positive/negative regimes allows us to verify the property. A typical BaB algorithm
would stop generating further subproblems at this juncture, and continue with splitting only those
nodes that have not yet been verified. Crucially, no information from the verified branch is transferred
to the unverified domains. However, sometimes, this information can help a lot.

Example. As shown in Fig. (1] assume that after splitting z; < 0 and 3 < 0, the lower bound of
this subproblem is found to be greater than 0, indicating infeasibility. From this infeasibility, we
can infer that the neurons z; and z3 cannot simultaneously be in the inactive regime. To represent
this relationship, we use the relaxed ReLU indicator variables z1, z3 € [0, 1] in the LP formulation
and form the inequality z; + z3 > 1. This inequality ensures that both z; and z3 cannot be 0
simultaneously. If we were to start BaB with a fresh search tree, this constraint has the potential
to improve the bounds for all subproblems by tightening the relaxations and excluding infeasible
regions.

We propose to encode the information gained from a verified subproblem as a new cutting plane.
These cutting planes will be valid globally across the entire verification problem and all generated
subproblems. We present the general case of this cutting plane below:

Proposition 3.1. For a verified, or UNSAT, subproblem in a BaB search tree, let Z and Z_ be the
set of neurons restricted to the positive and negative regimes respectively. These restrictions were
introduced by the BaB process. Then, the BaB inferred cut can be formulated as:

dom- > m<|Z-1 3)

1€EZ 1€EZ_

Proof deferred to Appendix [B.I] The BaB inferred cut (3) will exclude the specific combination
of positive and negative neurons that were proven to be infeasible in the respective branches. An
example is shown in Fig. [2a]

Note that while similar cuts were explored in [9]], they were not derived from UNSAT problems within
the BaB process. In our framework, these cuts can theoretically be incorporated as cutting planes in
the form of (2)) and work using GCP-CROWN. However, a limitation exists: all elements in our cut
are ReLU indicator z, although GCP-CROWN applies general cutting planes during the standard BaB
process. It was not originally designed to handle branching decisions on ReLU indicator variables
z that may have (partially) been fixed already in previous BaB steps. When cuts are added, they
remain part of the GCP-CROWN formulation. However, during the BaB process, some z variables
may be fixed to 0 or 1 due to branching, effectively turning them into constants This situation poses a
challenge because the original GCP-CROWN formulation presented in [61] does not accommodate
constraints involving these fixed z variables, potentially leading to incorrect results. To address this
issue, we need to extend GCP-CROWN to handle BaB on the ReLU indicators z, ensuring that the
constraints and cuts remain valid even when some z variables are fixed during branching.

Extension of GCP-CROWN To address this limitation, we propose an extended form of bound
propagation for BaB inferred cuts that accommodates splitting on z variables. In the original GCP-
CROWN formulation, Z(*) represents the set of initially unstable neurons in layer 7, for which z cuts



were added due to their instability. However, during the branch-and-bound process, some of these
neurons may be split, fixing their corresponding z variables to 0 or 1, and thus their z variables no
longer exist in the original formulation. While updating all existing cuts by fixing these z variables is
possible, it is costly since the cuts for each subproblem must be fixed individually, as the neuron splits
in each subproblem is different. Our contribution is to handle these split neurons by adding them to
the splitting set Z in the new formulation below, without removing or modifying the existing cuts
(all subdomains can still share the same set of cuts). This approach allows us to adjust the original
bound propagation in [61, Theorem 3.1] to account for the fixed z variables and their influence on the
Lagrange dual problem, without altering the existing cuts. Suppose the splitting set for each layer ¢ is
ZtOyz=0 = 20 C 70, and the full split set is Z = J;;, ;) Z*). The modifications to the
original GCP-CROWN theorem are highlighted in brown in the following theorem.

Theorem 3.2. [BaB Inferred Cuts Bound Propagation]. Given any BaB split set Z, optimizable

: hen )
parameters 0 < a;l) <landB,p,7™>0, 773(-1) is a function on:(f; :

L L-1
gla B, 7) = —el|p™TW Dzl = YOO —gTd+ Y D wl(g)

i=1 i=1 jeT(®
where variables V") are obtained by propagating v'") = —1 throughout all i € [L—1]:
Vj(i) (z+1)TW z+1) BT(H( + G l))7 je T+
//;” =pl l‘TW;T]‘ -3 (‘H:\_//) + Gf_//v‘, + /l‘/”. jEZ H)
v =-pTHY, jer O,
v;) = -8 H‘” -7, jez ™,
Vj :Wj(}) +a§)[ ] ﬁTH( . jeTW\ z®

- )
Here, Z/(Z) ’/T](O and T]m are defined for each initially unstable neuron that has not been split:

je W\ 2 and h;i)(ﬁ) is defined for all unstable neurons j < 7',

[ﬁ§i)]+ — max(u(”l)TW(i-ﬂ) _6TG(Q 0), [Aj(i)]_ := min(v (1+1)TW z+1) I@TG o, 0)

@ T®
* us ) — v
7T](z) = max (min( ! [ (3) lf) Q) ,[Vj ]+>,0>,_/’?I“’ ZW

| Or0" i OO, < 8TQE < ud PP, and j e TO N\ 20,
W@ =10 i BTQY W], or ez
BT i BTQ <Ll or e 20

Proof in Appendix [B:2} The brown-highlighted modifications ensure that the bound propagation
correctly accounts for the influence of the fixed ReLU indicator z variables—resulting from branching
decisions in the BaB process—on each layer’s coefficients and biases. Notably, if we remove all
cutting planes, this propagation method reduces to S-CROWN [54]. In this context, the new dual
variables 1 and 7T correspond to the dual variable 3 used for z splits in S-CROWN. To handle splits,
we only need to specify the sets Z7() and Z~() for each layer. By adjusting the dual variables and
functions to reflect the fixed states of certain neurons, the extended bound propagation maintains
tightness and correctness in the computed bounds.

3.2 Improving BaB Inferred Cuts via Constraint Strengthening and Multi-Tree Search

Theorem [3.2]allows us to use the cheap bound propagation method to search the BaB tree quickly
to discover UNSAT paths to generate BaB inferred cuts by Proposition[3.1} However, our second
key observation is that naively inferred cuts will not be beneficial in a regular BaB search process,
illustrated in Fig. [2a] for example, all the subproblems after the split z; > 0 (all nodes on the
right after the first split) imply z; = 1, and thus z; + z3 > 1 always holds. Thus, we have to
strengthen these cuts to make them more effective. We propose the Branch-and-bound Inferred Cut
with COnstraint Strengthening (BICCOS) to solve this.



(b) Starting from the UNSAT path 8
{1 < 0,25 < 0,27 > 0}, {21 < Gk
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{z1 < 0,23 < 0}, we can infer cut z; + 23 > 1. This cut is then
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the other subproblems would vio- split on xg, inducing another cut

late this constraint anyway, so the zg > 1 that will be shared across

bounds do not improve. sub-trees.

Figure 2: : Inferred cut from UNSAT paths during BaB and why it fails in regular BaB. (2b)):
Constraint strengthening with Neuron Elimination Heuristic. (2¢): Multi-tree search.

is still verifiable, a
new cut is inferred

In a known UNSAT subproblem with multiple branched neurons, it is possible that a subset of the
branching neurons is sufficient to prove UNSAT, shown in Fig.[2b] By focusing on this subset, we
can strengthen the BaB inferred cuts by reducing the number of z variables involved. From an
optimization perspective, each cut corresponds to a hyperplane that separates feasible solutions from
infeasible ones. Simplifying the cut by involving fewer z variables reduces the dimensionality of the
hyperplane, making it more effective at excluding infeasible regions without unnecessarily restricting
the feasible space. Thus, we can draw a corollary:

Corollary 3.3. Formally, consider the two cuts from Eq. (3)):

Z 2 — Z z<|Zf -1 (3.1)

i€z i€z,
Yo Y mas|E -1 (3.2)
i€ZF €2y

If either Z{7 C Z and Z7 C Z;, or 27 C ZF and Z7 C Z;, then any assignment {z;}
satisfying the cut associated with the smaller split set Z also satisfies the other cut. This implies that
the cut with the smaller set is strictly stronger than the one with the larger set.

Proof deferred to Appendix [B.3] This demonstrates that cuts with fewer variables can be more power-
ful because they operate in lower-dimensional spaces, allowing the hyperplane to more effectively
position itself to exclude infeasible regions.

Now, the challenge is determining which unnecessary branches to remove to produce a cut with as
few z variables as possible. An important observation from Theorem [3.2]is that the dual variables 1
and 7, associated with the fixed ReLU indicators z € Z7() and z € Z~(9 respectively, reflect the
impact of these fixed activations on the bound. Specifically, a positive dual variable x> 0 for some
z € 2+ indicates that the fixed active state of these neurons contributes significantly to tightening
the bound. Similarly, a positive 7 > 0 for some z € Z~(%) signifies that the fixed inactive neurons are
influential in optimizing the bound. However, neurons with zero dual variables (4 = 0 or 7 = 0) may
not contribute to the current bound optimization. This observation suggests that these neurons might
be candidates for removal to simplify the cut. But it’s important to note that a zero dual variable does
not guarantee that the corresponding neuron has no impact under all circumstances—it only indicates
no contribution in the current optimization context. Simply removing all neurons with zero dual



variables might overlook their potential influence in other parts of the search space or under different
parameter settings. Therefore, the challenge lies in deciding which neurons with zero or negligible
dual variables can be safely removed without significantly weakening the cut. This decision requires
a careful heuristic that considers not only the current values of the dual variables but also the overall
structure of the problem and the potential future impact of these neurons. By intelligently selecting
which z variables to exclude, we aim to produce a stronger cut that is both effective in pruning the
search space and efficient in computing. To do this, we use a heuristic to determine whether each
neuron should be tentatively dropped from the list of constraints. AlgorithmI]shows the constraint
strengthening with the neuron elimination heuristic.

Neuron Elimination Heuristic for Constraint Strengthening First, we compute a heuristic
influence score for each neuron to assess its impact on the verification objective. This score is based
on the improvement in the lower bound of f* before and after introducing the neuron’s split in the
BaB tree. By recording the computed lower bounds at each node, we can measure how beneficial
each constraint is to the verification process. Second, we rank the neurons according to their influence
scores and tentatively drop those that contribute least to improving the lower bound. We will retain
neurons whose corresponding Lagrange multipliers, i or 7, are greater than zero. For neurons with p
or 7 equal to zero, we remove a certain percentile of neurons with the lowest scores, as indicated by
the “drop_percentage” parameter in Algorithm[I] When a neuron is dropped, its split is canceled.
Then, we perform a re-verification step using only the reduced subset of constraints. This involves
recomputing the lower bound on f* based solely on the selected constraints. If the verification still
succeeds—that is, the lower bound remains non-negative—the reduced set induces a new cutting
plane. This new cutting plane is applied to all subproblems within the BaB process after further
strengthening. Finally, we can iteratively repeat the process of reducing the constraint set, aiming to
generate even stronger cuts. The process terminates when the property can no longer be verified with
the current subset of constraints. This iterative refinement is designed to focus on the most influential
neurons, potentially enhancing the efficiency of the verification. Once the new cuts determined, we
merge pairs of cuts if possible (e.g. merging z; + zo0 > 0and z; — 25 > 0to z; > 0).

Algorithm 1 Constraint Strengthening

Require: f: model; i : lower bound; D: Domain

Z € D : UNSAT split constraints set; 7, M € D : T set for Z_ and p set for Z
Ceut @ current set of known cuts;  drop_percentage : Percentage of splits to be dropped
neuron_influence_scores «+— Neuron_Elinimation_Heuristic(f, D)
score_threshold < Percentile(neuron_influence_scores, drop_percentage)
Znew = Q)
for ¢ € [|neuron_influence_scores|| do

if Z’Z € T UM # 0 or neuron_influence_scores; > score_threshold then

Znew — Znew U Zi

Le_veri seation Solve_Bound( f, Coy U Zpew)
if f .. . >0then

< _re-verification

strengthened_cut +— Infer_Cut(Z,ey)
10:  Cey ¢ Ceu U {strengthened_cut}
11:  Cey + Constraint_Strengthening(f, f, D, Znew, Ceut, drop_percentage)
12: Ceyt < Merge_Cuts(Cey)
13: return Cgy

A O S T

Nl

Multi-Tree Search Traditionally, the BaB process generates a single search tree. We propose
augmenting this approach by performing multiple BaB processes in parallel as a presolving step, with
each process exploring a different set of branching decisions. At each branching point, we initialize
multiple trees and apply various branching decisions simultaneously. While this initially increases
the number of subproblems, the cutting planes generated in one tree are universally valid and can
be applied to all other trees. These newly introduced cuts can help prove UNSAT for nodes in other
trees, thereby inducing additional cutting planes and amplifying the pruning effect across the entire
search space, illustrated in Fig.

Since computational resources must be allocated across multiple trees, we prioritize nodes for further
expansion that have the highest lower bound on the optimization objective. This strategy ensures that
more promising trees receive more computational resources. After a predefined short timeout, we



consolidate our efforts by pruning all but one of the trees and proceed with the standard BaB process
augmented with BICCOS on the selected tree. We choose the tree that has been expanded the most
frequently, as this indicates that its bounds are closest to verifying the property.

BaB Tree Searching Strategy In the standard BaB process (e.g., in S~-CROWN), branches operate
independently without sharing information, so the order in which they are explored does not affect the
overall runtime. For memory access efficiency, there is a slight preference for implementing BaB as a
depth-first search (DFS), where constraints are added until unsatisfiability (UNSAT) can be proven
[61,154]. This approach focuses the search on deeper branches before returning to shallower nodes.

However, in the context of BICCOS, our objective is to generate strong cutting planes that can prune
numerous branches across different subproblems. To maximize the generality of these cutting planes,
they need to be derived from UNSAT nodes with as few constraints as possible. While constraint
strengthening techniques can simplify the constraints, this process is more straightforward when
the original UNSAT node already has a minimal set of constraints. Even if only a few constraints
are eliminated, the resulting cutting plane can significantly impact many other subproblems. To
facilitate this, we propose performing the BaB algorithm using a breadth-first search (BFS) strategy.
By exploring nodes that are closest to the root and have the fewest neuron constraints, we can generate
more general and impactful cutting planes earlier in the search process.

Algorithm 2 Branch-and-bound Inferred Cuts with Constraint Strengthening (BICCOS).
Require: f: model; n: batch size; time out threshold

1: DUnknownai A Init(fa @)
2: ’Dl,‘m\lm\\ ns Ci\ﬂcrl‘uLCLII\ <— Multi_Tree_Search ( / 0)

3: while |Dyuknown| > 0 and not timed out do

4. (Zl, ey Zn) < BatCh_PiCk_Out/,’/-‘,\' (DUnknown7 n)

5: (27, Zfr, e 2 Zf{) + Batch_Split(Z4,..., Z,)

6 (o sfgrres Sy foy) < Solve Bound(f, Cinserrea cuies 215 215+, 25, Z,F)

1 1 n n
7: Dunsar ¢ Domain_Filterynsar | [/ 2= Zl } [/ . 31‘ 1, ..., [/ s L }]
<1 1 i

8:  for all D; € Dynsar do

9: Cinferred cuts <— Comtrai11t7$trengthening(f_L_ D, , drop_percentage)
10: DUnknown — DUnknown U Domain_FﬂterUnknown([iZ; ) Zl_]a [izr ) Zf_]v ey [iZI ) Z;FD

11: return UNSAT if |Dypknown| = 0 else Unknown

3.3 BICCOS Summary

Algorithm [2) summarizes our proposed BICCOS algorithm, with the modifications to the standard
BaB algorithm highlighted in brown. First (line 2), instead of exploring a single tree, we explore
multiple trees in parallel as a presolving step. This process may involve constraint strengthening
and utilizes cut inference analogous to the procedures in lines 3-15 of the algorithm. After several
iterations, we prune all but one of the trees. From this point forward, only the selected tree is expanded
further, following the regular BaB approach.

Until all subdomains of this tree have been verified, BICCOS selects batches of unverified subdomains
add additional branching decisions, and attempt to prove the verification property. Unlike regular BaB,
it then applies constraint strengthening to all identified UNSAT nodes and infers the corresponding
cutting planes. These cutting planes are added to all currently unverified subdomains, potentially
improving their lower bounds enough to complete the verification process. If BICCOS fails to identify
helpful cutting planes, it effectively behaves like the regular BaB algorithm. We have implemented
BICCOS in the «,3-CROWN toolbox. Notably, the cuts found by BICCOS are compatible with
those from MIP solvers in GCP-CROWN, and all cuts can be combined in cases where MIP cuts are
beneficial.

4 Experiments

We evaluate our verifier, BICCOS, on several popular verification benchmarks from VNN-COMP [4]
40, [10] and on the SDP-FO benchmarks used in multiple studies [[15} 154, 41]]. In the following
discussion, «,3-CROWN refers to the verification tool that implements various verification techniques,
while 5-CROWN and GCP-CROWN denote specific algorithms implemented within «,5~-CROWN.
To ensure the comparability of our method’s effects and to minimize the influence of hardware and
equipment advances, we rerun 3-CROWN and GCP-CROWN with MIP cuts for each experiment.
Additionally, we use the same BaB algorithm as in 5-CROWN and employ filtered smart branching



Table 1: Comparison of different toolkits and BICCOS on VNN-COMP benchmarks. Results on non-CROWN
or BICCOS were run on different hardware. “-” indicates that the benchmark was not supported.

oval22 cifar100-tinyimagenet-2022 cifar100-2024 tinyimagenet-2024
Method | time(s)  #verified | time(s) # verified | time(s)  #verified  time(s) # verified
nnenum™ [3.5] 630.06 3 - - - - - -
Marabout1 [32]156] 429.13 5 186.11 27 - 0 - 0
ERAN™[41]39] 233.84 6 - - - -
OVAL™ [17][16] 393.14 11
Venus?2 [94134 386.71 17 - -
VeriNett [28]/29] 73.65 17 3943 69
MN-BaB7 [21] 137.13 19 40.27 36 - - - -
PyRAT1{ [25] - - - - 42.38 68 55.64 49
B-CROWN [62.[59]154] 23.26 20 11.95 69 15.48 119 28.87 135
GCP-CROWN with MIP cuts [61] 32.12 25 18.42 69 19.32 119 31.60 134
BICCOS 59.84 26 13.38 72 13.58 125 16.33 140
Upper Bound 27 94 168 157

* Results from VNN-COMP 2021 report [4]. 1 Results from VNN-COMP 2022 report [43]  § Results from VNN-COMP 2024 website[1]

Table 2: Verified accuracy (Ver.%) and avg. per-example verification time (s) on 7 models from [13].

Dataset ‘ Model PRIMA [41 B-CROWN |[54 MN-BaB 211" Venus2 [9[34 GCP-CROWN (MIP cuts) [61 BICCOS Upper
e=0.3and e = 2/255 Ver.% Time | Ver.% Time(s) | Ver.% Time(s) | Ver.% Time(s) | Ver.% Time(s) | Ver.% Time(s) | bound
MNIST | CNN-A-Adv 445 1359 71.0 3.53 - - 35.5 148.4 70.5 7.34 75.5 13.37 76.5
CNN-A-Adv 41.5 48 455 5.17 425 68.3 47.5 26.0 485 478 49.0 8.94 50.0
CNN-A-Adv-4 45.0 4.9 46.5 0.78 46.0 37.7 475 13.1 48.0 1.47 48.5 1.81 49.5
CIFAR CNN-A-Mix 37.5 343 42.5 4.78 35.0 140.3 335 72.4 47.5 9.70 48.5 10.34 53.0
CNN-A-Mix-4 | 485 70| 510 0.79 | 49.0 709 | 49.0 37.3 54.5 3.82 | 56.0 5.23 57.5
CNN-B-Adv 38.0 343.6 | 475 6.39 - - - - 490 10.07 | 545 17.75 65.0
CNN-B-Adv-4 535 438 | 560 3.20 - - - -] 3585 9.63 62.0 8.27 63.5

" MN-BaB with 600s timeout threshold for all models. “- indicates that we could not run a model due to unsupported model structure or other errors. We run 5-CROWN,

GCP-CROWN with MIP cuts and BICCOS with a shorter 200s timeout for all models. The increased timeout for MN-BaB may increase the percentage of verified instances.
However, we can still achieve better verified accuracy than all other baselines. Other results are reported from [61].

(FSB) [[16] as the branching heuristic in all experiments. Note that in experiments GCP-CROWN
refers to GCP-CROWN solver with MIP cuts. We also conduct ablation studies to identify which
components of BICCOS contribute the most, including analyses of verification accuracy & time,
number of cuts generated, and number of domains visited. Experimental settings are described in
Appendix [C.T}

Results on VNN-COMP benchmarks We first evaluate BICCOS on many challenging bench-
marks with large models, including two VNN-COMP 2024 benchmarks: cifar100-2024 and
tinyimagenet-2024; two VNN-COMP 2022 benchmarks: cifar100-tinyimagenet-2022 and
oval22. Shown in Table[I] our proposed method, BICCOS, outperforms most other verifiers on
the tested benchmarks, achieving the highest number of verified instances in four benchmark sets.
BICCOS consistently outperforms the baseline o, 3-CROWN verifier (the 3-CROWN and GCP-
CROWN (MIP cuts) lines), verifying more instances across almost all benchmark sets. In particular,
GCP-CROWN with MIP cuts cannot scale to the larger network architectures in the cifar100 and
tinyimagenet benchmarks with network sizes between 14.4 and 31.6 million parameters, due to its
reliance on an MIP solver. BICCOS, on the other hand, can infer cutting planes without the need
for an MIP solver and noticeably outperforms the baseline on cifar100 and tinyimagenet. Note
that the increase in average runtime (e.g., on the cifar100-tinyimagenet-2022 benchmark) is
expected. The instances that could not be verified at all previously but can be verified using BICCOS
tend to require runtimes that are below the timeout but above the baseline’s average runtime.

Results on SDP-FO benchmarks We further evaluated BICCOS, on the challenging SDP-FO
benchmarks introduced in previous studies [15, 54]. These benchmarks consist of seven predom-
inantly adversarial trained MNIST and CIFAR models, each containing numerous instances that
are difficult for many existing verifiers. Our results, detailed in Table[2] demonstrate that BICCOS
significantly improves verified accuracy across all the tested models when compared to current state-
of-the-art verifiers. On both MNIST and CIFAR dataset, BICCOS not only surpasses the performance
of methods like 3-CROWN and GCP-CROWN on the CNN-A-Adv model but also approaches the
empirical robust accuracy upper bound, leaving only a marginal gap. A slight increase in average
time in some cases is attributed to the higher number of solved instances.

Ablation Studies on BICCOS Components. To evaluate the contributions of individual com-
ponents of BICCOS, we performed ablation studies summarized in Table [3] The BICCOS base
version with BaB inferred cuts and constraint strengthening already shows competitive performance
in many models. Cuts from MIP solvers are compatible with BICCOS and can be added for smaller
models that can be handled by MIP solver. Integrating Multi-Tree Search (MTS) significantly boosts
performance. On the CIFAR CNN-B-Adv model, verified accuracy rises to 54.5%, outperforming



Table 3: Ablation Studies on Verified accuracy (Var.%), avg. per-example verification time (s) analysis for all
method verified instances on different BICCOS components.

Dataset | Model B-CROWN [54] | GCP-CROWN(MIP cuts) [61] | BICCOS (base) | BICCOS (with MTS) | BICCOS (auto) | Upper
e=0.3and e = 2/255 Ver.% Time (s) | Ver.% Time(s) | Ver.% Time(s) | Ver.% Time(s) | Ver.% Time(s) | bound
MNIST | CNN-A-Adv 71.0 3.53 70.5 7.34 76.5 5.61 76.5 8.86 75.5 13.37 76.5
CNN-A-Adv 455 5.17 485 478 475 488 475 5.01 49.0 426 50.0
CNN-A-Adv-4 46.5 0.78 48.0 1.47 48.0 1.27 415 1.15 48.5 1.81 49.5

CIFAR CNN-A-Mix 42,5 4.78 475 9.70 47.0 6.68 47.0 7.87 48.5 10.31 53.0
CNN-A-Mix-4 51.0 0.79 54.5 3.82 55.0 6.96 54.0 2.87 56.0 5.23 575
CNN-B-Adv 47.5 6.39 49.0 10.07 52.0 8.14 525 10.13 54.5 17.75 65.0
CNN-B-Adv-4 56.0 3.20 58.5 8.27 60.0 3.18 60.5 4.38 62.0 9.63 63.5

oval22 66.67 2326 | 83.33 32.12 | 73.33 18.75 | 70.00 17.23 | 86.66 59.84 90.0
cifar100-2024 595 15.48 59.5 1932 62.5 12.74 61.5 12.18 62.5 13.57 84.0
tinyimagenet-2024 67.5 28.87 67.0 31.60 70.0 13.84 70.0 178 70.0 16.32 785

" We run our BICCOS in different ablation studies with a shorter 200s timeout for all models and compare it to 3-CROWN and GCP-CROWN, it achieves better
verified accuracy than all other baselines.

GCP-CROWN with MIP cuts’s 49%. We also design an adaptive BICCOS configuration (BICCOS
auto), which automatically turns on MTS and/or MIP-based cuts according to neural network and
verification problem size and quantity, achieves the highest verified accuracies across most of models
and is used as the default option of the verifier when BICCOS is enabled. A detailed table with the
numbers of cuts and domains visited is provided in Appendix [C.2]

5 Related work

Our work is based on the branch and bound framework for neural network verification [12, 17}
59, 128,154, [16} 37, 21]], which is one of the most popular approaches that lead to state-of-the-art
results [4, 10} 40]. Most BaB-based approaches do not consider the correlations among subproblems
- for example, in S-CROWN [54], the order of visiting the nodes in the BaB search tree does not
change the verification outcome as the number of leaf nodes will be the same regardless of how the
leaves are split. Our work utilizes information on the search tree and can gather more effective cuts
when shallower nodes are visited first.

Exploring the dependency or correlations among neurons has also been identified as a potential avenue
to enhance verification bounds. While several studies have investigated this aspect [2,[16} 142, |50], their
focus has primarily been on improving the bounding step without explicitly utilizing the relationships
among ReL.Us during the branching process. Venus [9] considers the implications among neurons
with constraints similar to our cutting planes. However, their constraints were not discovered using
the verified subproblems during BaB or multi-tree search, and cannot be strengthened. On the other
hand, cutting plane methods encode dependency among neurons as general constraints [61} 35]], and
our work developed a new cutting plane that can be efficiently constructed and strengthened during
BaB, the first time in literature.

In addition, some NN verifiers are based on the satisfiability modulo theories (SMT) formula-
tions [32} 146419, 36], which may internally use an SAT-solving procedure [8]] such as DPLL [22] or
CDCL [38]]. These procedures may discover conflicts in boolean variable assignments, corresponding
to eliminating certain subproblems in BaB. However, they differ from BICCOS in two significant
aspects: first, although DPLL or CDCL may discover constraints to prevent some branches with
neurons involved in these constraints, they cannot efficiently use these constraints as cutting planes
that may tighten the bounds for subproblems never involving these neurons; second, DPLL or CDCL
works on the abstract problem where each ReL.U is represented as a boolean variable, and cannot
take full advantage of the underlying bound propagation solver to strengthen constraints as we did in
Alg.[T] Based on our observation in Sec.[3] the constraints discovered during BaB are often unhelpful
without strengthening unless in a different search tree, so their effectiveness is limited. However, the
learned conflicts can be naturally translated into cuts[3] making this a future work.

More related works on SMT, MIP solvers, nogood learning and cutting plane method in VNN
(18,451 126, 1911} 12, 47, [52, 301 (611 [35]] are discussed in Appendix [D]

6 Conclusion

We exploit the structure of the NN verification problem to generate efficient and scalable cutting
planes, leveraging neuron relationships within verified subproblems in a branch-and-bound search
tree. Our experimental results demonstrate that the proposed BICCOS algorithm achieves very good
scalability while outperforming many other tools in the VNN-COMP, and can solve benchmarks that
existing methods utilizing cutting planes could not scale to. Limitations are discussed in Appendix
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Appendix

In Sec. [A] we introduce the Mixed Integer Programming (MIP) formulation for Neural Network
Verification and explain how to get the lower bound by solving the LP relaxation and Planet relaxation.
In Sec.[B] we provide the complete proof for Proposition [3.1] and Theorem [3.2]and Corollary [3.3]
Then, in Sec.|C] we present the configuration, ablation study, and additional experimental results.
Finally in Sec.|D]and Sec.[E| we discuss more related works and limitations of our method.

A MIP Formulation and LP & Planet Relaxation

The MIP Formulation The mixed integer programming (MIP) formulation is the root of many
NN verification algorithms. Given the ReLU activation function’s piecewise linearity, the model
requires binary encoding variables, or ReLLU indicators z only for unstable neurons. We formulate
the optimization problem aiming to minimize the function f(x), subject to a set of constraints that
encapsulate the DNN’s architecture and the perturbation limits around a given input x, as follows:

fr=min f@) st f@)=a2a® —@ e )
m<i>—w<>§;<ifl>+b<i>~ i e [L), (5)
70 = {510 > 01,770 = {j: o) <0},70 = {:1{” < 0,4 > 0}, (6)
I+<>UI<)UI<>ZJ(> 7
59 > 01 €20 € [1— 1] ®)
A§1)>w(l)j€I(l) i€[L—1] ©)
2 < a2 e ie L -1 (10)
2\ < af (” 101 -2y e1Wie L1 (11)
AV e{0,1}5 €7D ie L -1 (12)
i =2l j et i e [L 1] (13)
i) =0 jer W ielL-1]. (14)

Here, the set 7 comprises all neurons in the layer i, which are further categorized into
three distinct classes: ‘active’ (Z1T(®), ‘inactive’ (Z=()), and ‘unstable’ (Z(?)); we further let
1V = mingex £ (2),ul") = maxger £, (x), Vj € J@,i € [L —1]. The MIP approach
is initialized with pre-activation bounds (Y < x(*) < 4 for each neuron within the feasible set X',
across all layers ¢. These bounds can be calculated recursively through the MIP from the first layer to
the final layer. However, MIP problems are generally NP-hard as they involve integer variables.

The LP and Planet relaxation By relaxing the binary variables to z§i) €0,1],j €W, ic
[L — 1], we can get the LP relaxation formulation. By replacing the constraints in with

) < <@ =17 jerVielL-1 (15)

we can eliminate the z variables and get the well-known Planet relaxation formulation. Both of these
two relaxations are solvable in polynomial time to yield lower bounds.

Lemma A.1. In the LP relaxation, splitting an unstable ReLU neuron (i, j) based on z( D =0is

equivalent to setting a:(» 2 < u(» ) = 0 in the Planet relaxation with the relaxed variable = € [0,1]

(@)

projected out. Correspondingly, splitting based on z;* = 1 is equivalent to setting x(z) > l(z) 0.

Proof:  An unstable neuron (4, j) is one where the pre-activation bounds satisfy l]@ <0< ugz) It
could be represented as the following system in LP relaxation: and the system in Planet
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relaxation: IE We will now analyze the two cases of fixing zj(-i) to 0 and 1 in the LP relaxation and

show their equivalence to modifying the bounds u ) and l(z in the Planet relaxation.

(@)

1. Z;

= 0 in LP relaxation < ugi)

(=) Assume zj(.i) = 0 in LP relaxation. From aég.i) < ugi) x0=0 = i‘y) < 0. From
igi) > 0. Combining the above, we get igi) =0. From igi) < xgi) - lﬁ.i)(l —-0)=
xy) — lg-i). Since :f:;i) =0 and@ this simplifies to 0 < xy) — lj(,i) — 0> xgl) > l;i)
This is consistent with the pre-activation bounds of the neuron. Therefore, fixing z(l)
- (%)

= 0 in Planet Relaxation.

=0in
the LP relaxation forces the activation 33
inactive.

(<) Assume u; = = 0 in the Planet relaxatlon Set u( ) — (. The constraint|15|becomes

A() < #( 0 _ l(- = 0. Froml > 0. Combining the above, we get m() =0.
() (@)

Thus, setting u;* = 0 in the Planet relaxation also forces Z;
(4)

to be zero, effectively modeling the neuron as

@

to zero, mirroring the effect

of fixing z;* = 0 in the LP relaxation.

2. z](--) =1& l](-i) = 0. The proof follows a similar step. ]

B Proof of Main Results

B.1 Proof of Proposition [3.1]

Proof: Due to the relationship between the « and z in LemmalA.T] i.e. for any unstable neuron 1,
2, 2l=0< 2z, =landz; <u; =0<= z =0<= (1 —2) = 1, we have the following
equation to represent an UNSAT path:

Yost+ Y (l—z)=|2|+|27| (16)

€zt 1€EZ~

By taking negation of Eq[I6]to exclude this path, we have:

Szt > (A—z)> 2T +]27| (17)
i€ Z+ i€Z—
Yoom+ Y (1-z)<|2F+]27] (18)
i€ Z+ 1EZT

Notice that z € [0, 1]1Z], implies that the sum of z should be bounded by its cardinality, >, 7+ 2; +
> ez (1=2;) < |Z7|+|Z7|, and the binary indicator property, thus we only consider inequality

Doat (=)= atlZ- 3 a<iZ+izT -1 a9

i€Z+t iI€Z~ i€eZt iI€Z~

Thus, the BaB inferred cut[3]can be used to exclude this UNSAT status. O

B.2 Proof of Theorem 3.2]

To derive the bound propagation, first, we assign Lagrange dual variables to each non-trivial constraint
in LP relaxation with any BaB split set Z. Next, we analyze how splitting on the ReLU indicator z
influences the generation of these dual variables. This analysis helps us determine the impact of the
splits on the dual formulation. Then, we formulate the Lagrangian dual as a min-max problem. By
applying strong duality and eliminating the inner minimization problem, we can simplify the dual
formulation. Finally, this results in a dual formulation that we use to perform bound propagation
effectively.

16



Theorem 3.2. Given any BaB split set Z, optimizable parameters 0 < a§.i) <land B, pu, 7 >0,

7r(-i)* is a function of Q@'
J B

gl B, 1. 7) = =M TWWag |, — EL: v Tpl) — gTd+ LZI S nB)
i=1 i=1 jeT()
where variables () are obtained by propagating v(*) = —1 throughout all i € [L—-1]:
VJ( ) _ V(z+1)TW:(7szr1) . BT(H( i) + G( ))7 je 7+@
/ti) . /(/—HTW(TIJ 7ﬁT( JrG )Jr/l je Zﬂ/)‘
(Z I@TH( L jeT™®,
1,,</',-, =—8'H) -7, jez

v =l a0 - gTHY), e 20

(@)

and T

Here V( R ](»)

h§- )(ﬁ) is defined for all unstable neurons j = 7.

[%%%:mw@“WTWW”—BWﬁ?)[?%Jme(m”HNHD BIG).0

j
() T
@H* . [ ] -8 Q,j NG . i)\ (i)
77 = max (mm( 0 ,[1/] l« 1,0, €2\ 2
U; j
‘ ZSZ)’/T](Z)* if Z(Z)[AJ(Z)] ﬁTQ(Z) < u(l)[ (l)] and j € (i )’
h(B) =10 it BTQY > ull]p O, orj e 20

BTQY if ﬁTQ(” <z()[ ;)1 orj e 2+

Proof:  First we write down the primal formulation, and assign the Lagrange multipliers:

f* = min f(z)

s.t. f(z)::c( ); Tg—ec<x<xTg+ €
o = WOz0-D L p(0, e [L], = v e R

Fori e[L —1]:

2 >0, jez? = eRy,j eIV 270
i) > o j et =7 eRy,j €T\ 2+
0 <20, j e 70 =W e Ry, j IO\ 20
2 <2 11— jez® =1 eRy,j eIV \ 20
2 =2l jert®
A( =0;jez”®

O<Z()<1j61()\z
AV =1vjezt® W =0vjez®

L—-1

(Hu)m(i) IEIOPNONN Q(i)z(i)) <d = BeRY

=1

are defined for each unstable and without split neuron j € Z(%) \ z@)

and

0)

S0EEBEEBea as

=]

Note that for some constraints, their dual variables are not created because they are trivial to handle
in the steps. And from Lemma[A-T] some unstable neuron constraints 8] [0] [T0] [TT| will be eliminated

during BaB with split on z, i.e. when z(z
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= 1, the unstable neuron constraints a will be reduced to



fcg-i) = xy) >0= u(i) € R,, other dual variables for constraints@n 1 1| will not be generated,

and when z!") = =0, only Tj( 2

max (strong duality) gives us:

€ R, will be generated. Rearrange the equation and swap the min and

f*= max min (% + 1)z - pOTWH O
v,p, Ty, T,0x,E,2

FYT (AT EY W g )

i=1 jez+@)

XX (AT AW TG ) o

i=1 jez+@)
L—1
ST (g HO) ST Y (0 gTE 0 4
i=1 jez—® i=1 jez-(@)
+§:§:[( +87H) + 70 = 7)) 2l
i=1 jez()

(0T 00 a7 )
+ (—u(-i)vj(-i) - l(-i)ﬂ(-i) + ﬂTQ.(?) zj(l)}

DILLLES b S L

i=1 jeT(HO\2()
st. xp—e<x<xg+¢€; 0L zj() <l1l,5€ 70 \Z(i) zjm =1,5 € Zt0 z]@ =0,5 € z-
>0 720 v>0 w=>0; B=>0

Here W:(?'D denotes the j-th column of W(+1) Note that for the term involving j € Zt() U Z+(®)

we have replaced (¥ with (?) to obtain the above equation. For the term xg-i) eI Wyuz-0ijt
is always 0 so it does not appear. Then solving the inner minimization gives us the dual formulation:

L
= B g~ Wl = 3T - T
L—1 )
+30 3 A (1)
=1 jez()
s.t. v =1 (22)
v = pHDTWED g (HY + G, for j eI, ie L1
(23)
v = pEDTWED _gT(H £ GU) 4yl for je 2t ie (L~
(24)
v =-BTHY, for jeT " ie[L-1] (25)
v =-gTHY 7 for jez" ie[L-1] (26)
v =7 2 gTHY  for j eI\ z0 jelL-1 @7
(77 440 = (1) +77) = HTWED — gTGY, for je IO\ 20, i€ [L-1]
(28)
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where hg-i) in the objectiveis:

(i) _ op (),0) ) _ @) | 4T @)y,

h; —Iil&l)l{ﬂj L7+ (muy ) = 7m + 8 Q)7 } (29)
8TQ" if j € 240

=<0 ifje z=( (30)

a1~ ReLUuY " +1070 — gTQY)) if j e T\ 2O

The ReLU(+) term comes from minimizing over z]@ with the constraint 0 < zj(»i) < 1. And when

splitting on z € Z (1) as we discussed above, based on Lemma there will be no wj(i), 'y(-i)

assigned for the constraints. The || - ||; comes from the dual norm form minimizing over the infinite
norm of the input  with the constraint g — e < x < xy + €.

Thus, the rest of the proof follows from [61, Lemma A.1, Theorem 3.1], which completes the proof
of Theorem

B.3 Proof of Corollary[3.3]

Proof. Let us consider any assignment of the variables {z;} where z; € {0, 1} that satisfies cut|3.1
We aim to show that this assignment also satisfies cut[3.2]

Since Z;” C Z, there exists at least one neuron k such that k € Z; but k ¢ Z;. Let 2% =

Z3F\ Z; denote the additional neurons in the larger cut Similarly, define 2B = Z5\ 2]
In cut[3.2] the left-hand side (LHS) can be expressed as:

LHSgm = ZZ1+ZZL — Z’Zi+22i

icz’ iezim €2 icez®

Similarly, the right-hand side (RHS) of cut[3.2]is:

RHSpz = |2 | + |20 - 1

Subtracting Eq. [3.1]from cut[3.2] we get:

LHS gz — Zzi* Zzz

iezy - iez(® iez™®

A
128

\
(]
(]

RHS gz — (121 - 1)

Therefore, the difference between the LHS and RHS of the two cuts is:

A
5w 3 u| <122
iez(®™ iez®)
Since each z; € {0, 1}, the maximum value of Z@ cz® Zi is \ZSFA) |, and the minimum value of
+

. (a) 2 1S U. us, the maximum possible value ot the 1rrerence 18 , whicn equals
ez is 0. Thus, th imum possible value of the LHS diff is |Z{*|, which equal
the RHS difference.

Therefore, regardless of the values of z; for ¢ € Zg_A) U Z(_A), the inequality:
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ez iez®

is always satisfied. This means that satisfying cut[3.T|ensures that cut[3.2]is also satisfied.

Conversely, consider an assignment where cut [3.2]is satisfied but cut[3.1]is violated. This can happen
if the additional variables in ZELA) and 2&) compensate for the violation in the original variables.

For instance, setting z; = 1 for all 7 € ZiA) and z; = O foralli € Z(_A) can decrease the LHS of
cut [3.2] making it easier to satisfy even if cut[3.1]is not satisfied.

Therefore, the feasible region defined by cut[3.1]is a subset of the feasible region defined by cut[3.2]
confirming that cut [3.1]is stronger.

O

C Experiments

C.1 Experiment Settings

Our experiments are conducted on a server with an Intel Xeon 8468 Sapphire CPU, one NVIDIA
H100 GPU (96 GB GPU memory), and 480 GB CPU memory. Our implementation is based on the
open-source a,3-CROWN Veriﬁe with cutting plane related code added. All experiments use 24
CPU cores and 1 GPU. The MIP cuts are acquired by the cplex [31]] solver (version 22.1.0.0).

We use the Adam optimizer [33] to solve both ¢, 3, u, 7. For the SDP-FO benchmarks, we optimize
those parameters for 20 iterations with a learning rate of 0.1 for o and 0.02 for 3, v, 7. We decay
the learning rates with a factor of 0.98 per iteration. The timeout is 200s per instance. For the
VNN-COMP benchmarks, we use the same configuration as «,3-CROWN used in the respective
competition and the same timeouts. During constraint strengthening, we set drop_percentage =
50% . We only perform one round of strengthening, with no recursive strengthening attempts. We
perform constraint strengthening for the first 40 BaB iterations. For multi-tree search, we perform 5
branching iterations, where we each time pick the current best 50 domains and split them to generate
400 new sub-domains.

C.2 Ablation Studies: Number of Cuts and Branch Visited Analysis

The ablation studies provide insights into the impact of different components of the BICCOS algorithm
on the verification process, focusing on the average number of branches (domains) explored and the
number of cuts generated, as shown in Table 4 A lower number of branches typically indicates a
more efficient search process, leading to computational savings and faster verification times.

Across the benchmarks, we observe that the BICCOS configurations, particularly BICCOS (auto),
often explore fewer branches compared to the baseline 5-CROWN and GCP-CROWN methods.
For instance, on the CIFAR CNN-A-Adv model, BICCOS (auto) reduces the average number of
branches from 63,809.77 (for 3-CROWN) and 28,558.70 (for GCP-CROWN) down to 9,902.96. This
reduction is attributed to the cutting planes introduced by the BICCOS algorithm, which tighten the
relaxations and more effectively prune suboptimal regions of the search space.

The multi-tree search (MTS) strategy, which explores multiple branch-and-bound trees in parallel,
demonstrates its effectiveness in improving verification efficiency. While MTS may increase the
total number of branches explored—since domains from multiple trees are counted—the exploration
within each tree is optimized, leading to faster convergence and reduced overall computation time. We
also design an adaptive BICCOS configuration (BICCOS (auto)), which automatically enables MTS
and/or Mixed Integer Programming (MIP)-based cuts based on the neural network and verification
problem size. BICCOS (auto) achieves the highest verified accuracies across models and is used as
the default option of the verifier when BICCOS is enabled.

"https://github.com/huanzhang12/alpha-beta- CROWN
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Table 4: Ablation Studies on avg. # of cuts and branches visited analysis for BaB verified (hard) instances on
different BICCOS components.
Dataset \ Model B3-CROWN (54 GCP-CROWN [61 BICCOS (base) BICCOS (with MTS)

BICCOS (auto)

e=0.3and e = 2/255 domain visited # cut# | domain visited # cut# | domain visited # cut# | domain visited # cut# | domain visited # cut #
MNIST | CNN-A-Adv 3145.14 0 5469.28 49270 3330.67 113.36 3543.39 13298 2857.88  611.50
CNN-A-Adv 63809.77 0 2855870  353.49 18613.68 169.00 20134.27 159.64 9902.96  506.88
CNN-A-Adv-4 14873.88 0 15313.58 56527 7835.50 131.08 7470.90  132.09 6730.61  691.00

ciFar | CNN-A-Mix 24965.58 0 2777975 436.77 11832.11  118.06 12238.09 121.25 15775.58  597.56
CNN-A-Mix-4 1565.91 0 18271.2 603 26608.61  154.25 8253.62 143.62 10059.78 75233
CNN-B-Adv 18106.46 0 17309.63  273.78 9803.96  163.06 9012.67 198.54 1278282 332.17
CNN-B-Adv-4 20987.40 0 3766192 267.71 7545.83 91.2 11585.87  90.90 17886.02  351.85

oval2l 36299.41 0 13182.31 5635.37 10589.31  147.94 737777 134.83 2093795 5718.17
cifar100-2024 1886.07 0 1884.02 0 1465.01 128.75 892.11 147.92 1216.49 145.75
tinyimagenet-2024 906.69 0 809 0 902.97 134.99 896.51 169.41 874.05 181.53

" We run our BICCOS in different ablation studies with a shorter 200s timeout for all models and compare it to S-CROWN and GCP-CROWN, it achieves better verified accuracy
than all other baselines.
However, it is worth noting that on certain benchmarks, such as the CIFAR CNN-A-Mix-4 model, the
number of branches explored by different BICCOS configurations does not always decrease compared
to the baselines. In some cases, the base BICCOS version explores more branches than S-CROWN.
This could be attributed to the models’ inherent complexity and the nature of the verification problem,
where the benefits of the cutting planes and MTS may be less pronounced.

Overall, the analysis of the average number of branches in the ablation studies highlights the
effectiveness of the BICCOS algorithm and its components in improving the efficiency of the
verification process. The combination of cutting planes, multi-tree search, and other optimizations
enables BICCOS to achieve high verified accuracy while often exploring fewer branches compared to
baseline methods, ultimately leading to computational savings and faster verification times.

C.3 Comparison with MIP based Verifier

To evaluate the performance of the BICCOS cuts in MIP-based solvers, Fig [3| shows comparison
with Venus2 [9, |34]]. We emphasize on making a fair comparison on the strengths of cuts. Since
Venus2 uses an MILP solver to process its cuts, in these experiments we do not use the efficient
GCP-CROWN solver. Instead, we also use an MILP solver to handle the BICCOS cuts we found.
This ensures that the speedup we achieve is not coming from the GPU-accelerated GCP-CROWN
solver. Since our cut generation relies on the process with BaB, we first run BICCOS to get the cuts,
and then import the cuts into the MILP solver.

We note that Venus uses branching over ReLLU activations to create multiple strengthened MILP
problems. On the other hand, we only create one single MILP and do not perform additional
branching. Therefore, our MILP formulation is weaker. The fact that we can outperform Venus2
anyway underlines the strength of the generated cuts by BICCOS.

C.4 Overhead Analysis

We note that the multi-tree search (MTS) and cut strengthening procedure incur additional overheads
compared to the baseline verifiers shown as Fig[d] The MTS has about 2 - 10 seconds overhead in the
benchmarks we evaluated, which may increase the verification time of very easy instances that can
be sequentially immediately verified in branch and bound. The BICCOS cut strengthening is called
during every branch-and-bound iteration, but its accumulative cost is about 3 - 20 seconds for hard
instances in each benchmark, which run a few hundred branch-and-bound iterations. We note that
typically, the performance of the verifier is gauged by the number of verified instances within a fixed
timeout threshold, thus when the threshold is too low, the added cutting planes may not have time to
show their performance gains due to the lack of sufficient time for the branch-and-bound procedure.

We note that such a shortcoming is also shared with other verifiers which require additional steps for
bound tightening; for example, the GCP-CROWN verifiers have the extra overhead of a few seconds
of calling and retrieving results from the MIP solver, even when the MIP solver is running in parallel
with the verifier. The final verified accuracy can justify whether the overhead is worth paying.

D More Related Works

Furthermore, nogood learning and conflict analysis techniques from constraint programming and SAT
solving have been adapted to neural network verification to improve solver efficiency [18 145} 126, 19|

21



Number of Instances Verified vs. Time Number of Instances Verified vs. Time

200 200
—e— venus2 —e— venus2
71" —— MILP with BICCOS 71 —— MILP with BICCOS
so{ ---- Time Limit (200) 101 -=== Time Limit (200)
25 s
o 9]
E 100 E w0
= =
75 s
50 50
2 2 /
oL s o ~
o 20 ) ) ) o E) ) E) B) 100
Number of Instances Verified in cifar_cnn_a_adv Number of Instances Verified in cifar_cnn_a_adv4
Number of Instances Verified vs. Time Number of Instances Verified vs. Time
200 <
—e— venus2 . 200
¥*] —— MILP with BICCOS | s
o] -=-- Time Limit (200) |
0 P o B —* venus2
= ,‘ £ wl T MILP with BICCOS
= / 1 - Time Limit (200)
75 ’x 75
¢
50 } d 50
4
2 /.‘,"‘ 2
0 o 10 20 30 40 50 60 0 o 20 40 60 80 100
Number of Instances Verified in cifar_cnn_a_mix Number of Instances Verified in cifar_cnn_a_mix4

Figure 3: Comparison of Venus2 and MILP with BICCOS. For a fair comparison, we do not use GPU-
accelerated bound propagation but use a MILP solver (same as in Venus2) to solve the verification
problem with our BICCOS cuts. In all 4 benchmarks, MILP with BICCOS cuts is faster than Venus
(MILP with their proposed cuts), illustrating the effectiveness. Note that Venus2 can hardly scale to
larger models presented in our paper, such as those on cifar100 and tinyimagenet datasets.

11]]. These methods record conflicts encountered during the search—known as nogoods—to prevent
revisiting the same conflicting states, effectively pruning the search space. While nogood learning
can reduce redundant exploration, it typically operates on discrete abstractions of neural networks,
representing ReLLU activations as boolean variables. This abstraction limits their ability to leverage
the properties of neural network activations. In contrast, our approach not only identifies conflicts but
also translates them into cutting planes within the continuous relaxation of the verification problem.
This allows us to tighten the bounds for unexplored subproblems, enhancing the overall efficiency of
the verification process.

Mixed Integer Programming (MIP) solvers, such as cplex [31]] and gurobi [27], have also been
applied to neural network verification by formulating the problem as a mixed-integer linear pro-
gram [6]]. These solvers inherently utilize branch-and-bound algorithms and incorporate sophisticated
cutting plane generation techniques to tighten the feasible region. However, in practice, applying
general-purpose MIP solvers to large-scale neural networks presents significant challenges. For
instance, in our experiments with benchmarks like CIFAR100 and Tiny-ImageNet—where network
sizes range from 5.4 million to over 30 million parameters—cplex was unable to solve the initial LP
relaxation within the 200-second timeout threshold. As a result, the branch-and-bound process and
cut generation did not commence, underscoring the limitations of using off-the-shelf MIP solvers for
large-scale neural network verification tasks.

In terms of cutting plane methods, prior work has explored integrating cuts derived from convex hull
constraints within MIP formulations of neural networks [2, 47, 152} 30} |61} 135]. For example, [2]
propose cutting planes that tighten the relaxation of ReLU constraints in MILP formulations, im-
proving solution quality. While these methods can enhance optimization, they often incur significant
computational overhead in generating and integrating cuts and rely heavily on the capabilities of
the underlying MIP solver. In contrast, our approach develops new cutting planes that can be effi-
ciently constructed and strengthened during the branch-and-bound process, leveraging the problem’s
structure to achieve better scalability and performance.
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Figure 4: Slow down comparison on easier properties on BICCOS (base), BICCOS (MTS), GCP-
CROWN with MIP cuts and BICCOS (auto) . We plot the number of solved instances versus
verification time for BICCOS and S-CROWN (baseline). For easy instances that can be verified
within a few seconds (bottom parts of the figures), the increase of verification time with BICCOS is
negligible.

Our work bridges the gap between conflict analysis methods like nogood learning and cutting plane
techniques by integrating conflict-derived constraints into the continuous relaxation of the verification
problem. This integration allows for both effective pruning of the search space and tightening of
the problem relaxation, leading to improved verification efficiency. By tailoring our approach to the
specifics of neural network verification, we address the limitations observed in general-purpose MIP
solvers when applied to large-scale networks, offering a scalable and efficient solution.

E Limitations

The approach relies on the piecewise linear nature of ReLLU networks (same as most other papers in
BaB), and its applicability to other types of neural architectures requires further extension such as
those in [48]. Additionally, the effectiveness of the generated cutting planes may vary depending on
the specific structure and complexity of the neural network being verified, and there may be cases
where the algorithm’s performance gains are less pronounced.
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NeurlIPS Paper Checklist

1. Claims

Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?

Answer: [Yes]

Justification: Our claims match our theoretical and empirical results. We present results
across several benchmarks to demonstrate that they can generalize to other settings.

Guidelines:

* The answer NA means that the abstract and introduction do not include the claims
made in the paper.

* The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

* The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

* It is fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?
Answer: [Yes]
Justification: Limitations have been explicitly discussed in the conclusion section.
Guidelines:

* The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

* The authors are encouraged to create a separate "Limitations" section in their paper.

* The paper should point out any strong assumptions and how robust the results are to
violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

* The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

* The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

* The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

* If applicable, the authors should discuss possible limitations of their approach to
address problems of privacy and fairness.

* While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory Assumptions and Proofs

Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?

Answer: [Yes]
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Justification: Theoretical results have been proven.
Guidelines:

* The answer NA means that the paper does not include theoretical results.

 All the theorems, formulas, and proofs in the paper should be numbered and cross-
referenced.

* All assumptions should be clearly stated or referenced in the statement of any theorems.

* The proofs can either appear in the main paper or the supplemental material, but if
they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

* Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

* Theorems and Lemmas that the proof relies upon should be properly referenced.
4. Experimental Result Reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?

Answer: [Yes]

Justification: Algorithms have been clearly described with technical details discussed.
Parameters for experiments have been included in the appendix. The code will be open-
sourced.

Guidelines:

* The answer NA means that the paper does not include experiments.

* If the paper includes experiments, a No answer to this question will not be perceived
well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.

If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.

Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

While NeurIPS does not require releasing code, the conference does require all submis-
sions to provide some reasonable avenue for reproducibility, which may depend on the
nature of the contribution. For example

(a) If the contribution is primarily a new algorithm, the paper should make it clear how
to reproduce that algorithm.

(b) If the contribution is primarily a new model architecture, the paper should describe
the architecture clearly and fully.

(c) If the contribution is a new model (e.g., a large language model), then there should
either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code
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Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?

Answer: [Yes]
Justification: BICCOS has been added to the «,3-CROWN toolkit.
Guidelines:

* The answer NA means that paper does not include experiments requiring code.

* Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

* While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

* The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https !
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

* The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

* The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

* At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).
 Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLSs to data and code is permitted.
6. Experimental Setting/Details

Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?

Answer: [Yes]

Justification: Experimental details have been discussed in the Experiments section and also
in the Appendix.

Guidelines:

* The answer NA means that the paper does not include experiments.

* The experimental setting should be presented in the core of the paper to a level of detail
that is necessary to appreciate the results and make sense of them.

 The full details can be provided either with the code, in appendix, or as supplemental
material.
7. Experiment Statistical Significance

Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?

Answer: [NA]

Justification: Verification results are deterministic on the benchmarks, and no error bars
need to be provided.

Guidelines:

* The answer NA means that the paper does not include experiments.

* The authors should answer "Yes" if the results are accompanied by error bars, confi-
dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.

* The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).
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8.

10.

* The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

* The assumptions made should be given (e.g., Normally distributed errors).

* It should be clear whether the error bar is the standard deviation or the standard error
of the mean.

* It is OK to report 1-sigma error bars, but one should state it. The authors should
preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

» For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

* If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.

Experiments Compute Resources

Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?

Answer: [Yes]

Justification: Time has been reported in tables and we only need one machine and one GPU
to run all experiments. The specific hardware details are reported in the Appendix.

Guidelines:

* The answer NA means that the paper does not include experiments.

* The paper should indicate the type of compute workers CPU or GPU, internal cluster,
or cloud provider, including relevant memory and storage.

* The paper should provide the amount of compute required for each of the individual
experimental runs as well as estimate the total compute.

* The paper should disclose whether the full research project required more compute

than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

. Code Of Ethics

Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?

Answer: [Yes]
Justification: We have read and acknowledged the NeurIPS Code of Ethics.
Guidelines:

e The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.

* If the authors answer No, they should explain the special circumstances that require a
deviation from the Code of Ethics.

* The authors should make sure to preserve anonymity (e.g., if there is a special consid-
eration due to laws or regulations in their jurisdiction).

Broader Impacts

Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?

Answer: [Yes]
Justification: Societal impacts have been discussed explicitly in Section 7.
Guidelines:

* The answer NA means that there is no societal impact of the work performed.

* If the authors answer NA or No, they should explain why their work has no societal
impact or why the paper does not address societal impact.
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» Examples of negative societal impacts include potential malicious or unintended uses
(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.

* The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

* The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

* If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

Safeguards

Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?

Answer: [NA]
Justification: No data or models are released.
Guidelines:

* The answer NA means that the paper poses no such risks.

* Released models that have a high risk for misuse or dual-use should be released with
necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

 Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

* We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

Licenses for existing assets

Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?

Answer: [Yes]

Justification: We’ve cited the sources of the benchmarks we used, such as those from the
VNN-COMP.

Guidelines:

* The answer NA means that the paper does not use existing assets.
 The authors should cite the original paper that produced the code package or dataset.

 The authors should state which version of the asset is used and, if possible, include a
URL.

* The name of the license (e.g., CC-BY 4.0) should be included for each asset.

* For scraped data from a particular source (e.g., website), the copyright and terms of
service of that source should be provided.
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14.

15.

* If assets are released, the license, copyright information, and terms of use in the
package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.

* For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.

* If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.
New Assets

Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?

Answer: [NA]
Justification: No new assets are introduced in this paper.
Guidelines:

» The answer NA means that the paper does not release new assets.

* Researchers should communicate the details of the dataset/code/model as part of their
submissions via structured templates. This includes details about training, license,
limitations, etc.

* The paper should discuss whether and how consent was obtained from people whose
asset is used.

* At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.
Crowdsourcing and Research with Human Subjects

Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?

Answer: [NA]
Justification: The paper does not involve crowdsourcing nor research with human subjects.
Guidelines:
* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

* Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

* According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

Institutional Review Board (IRB) Approvals or Equivalent for Research with Human
Subjects

Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?

Answer: [NA]
Justification: The paper does not involve crowdsourcing nor research with human subjects.
Guidelines:

* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

* Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.
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* We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

* For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.
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